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Protecting Workloads on Azure / AVS
Disaster Recovery with ANF and JetStream

Disaster recovery to cloud is a resilient and cost-effective way of protecting the workloads
against site outages and data corruption events (for example, ransomware). Using the
VMware VAIO framework, on-premises VMware workloads can be replicated to Azure
Blob storage and recovered, enabling minimal or close to no data loss and near-zero

RTO.

JetStream DR can be used to seamlessly recover the workloads replicated from on-premises to AVS and
specifically to Azure NetApp Files. It enables cost-effective disaster recovery by using minimal resources at the
DR site and cost-effective cloud storage. JetStream DR automates recovery to ANF datastores via Azure Blob
Storage. JetStream DR recovers independent VMs or groups of related VMs into recovery site infrastructure
according to network mapping and provides point-in-time recovery for ransomware protection.

This document provides an understanding of the JetStream DR principles of operations and its main
components.



Solution deployment overview

1. Install JetStream DR software in the on-premises data center.

a. Download the JetStream DR software bundle from Azure Marketplace (ZIP) and deploy the
JetStream DR MSA (OVA) in the designated cluster.

b. Configure the cluster with the I/O filter package (install JetStream VIB).
c. Provision Azure Blob (Azure Storage Account) in the same region as the DR AVS cluster.

d. Deploy DRVA appliances and assign replication log volumes (VMDK from existing datastore or
shared iSCSI storage).

e. Create protected domains (groups of related VMs) and assign DRVAs and Azure Blob
Storage/ANF.

f. Start protection.
2. Install JetStream DR software in the Azure VMware Solution private cloud.
a. Use the Run command to install and configure JetStream DR.
b. Add the same Azure Blob container and discover domains using the Scan Domains option.
c. Deploy required DRVA appliances.
d. Create replication log volumes using available vSAN or ANF datastores.

e. Import protected domains and configure RocVA (recovery VA) to use ANF datastore for VM
placements.

f. Select the appropriate failover option and start continuous rehydration for near-zero RTO domains
or VMs.

3. During a disaster event, trigger failover to Azure NetApp Files datastores in the designated AVS DR
site.

4. Invoke failback to the protected site after the protected site has been recovered.Before starting, make
sure that the prerequisites are met as indicated in this link and also run the Bandwidth Testing Tool
(BWT) provided by JetStream Software to evaluate the potential performance of Azure Blob storage
and its replication bandwidth when used with JetStream DR software. After the pre-requisites,
including connectivity, are in place, set up and subscribe to JetStream DR for AVS from the Azure
Marketplace. After the software bundle is downloaded, proceed with the installation process described
above.

When planning and starting protection for a large number of VMs (for example, 100+), use the Capacity
Planning Tool (CPT) from the JetStream DR Automation Toolkit. Provide a list of VMs to be protected together
with their RTO and recovery group preferences, and then run CPT.

CPT performs the following functions:

* Combining VMs into protection domains according to their RTO.

* Defining the optimal number of DRVAs and their resources.

» Estimating required replication bandwidth.

« Identifying replication log volume characteristics (capacity, bandwidth, and so on).

« Estimating required object storage capacity, and more.


https://docs.microsoft.com/en-us/azure/azure-vmware/deploy-disaster-recovery-using-jetstream
https://portal.azure.com/
https://portal.azure.com/

@ The number and content of domains prescribed depend upon various VM characteristics such
as average IOPS, total capacity, priority (which defines failover order), RTO, and others.

Install JetStream DR in On-Premises Datacenter

JetStream DR software consists of three major components: JetStream DR Management Server Virtual
Appliance (MSA), DR Virtual Appliance (DRVA), and host components (I/O Filter packages). MSA is used to
install and configure host components on the compute cluster and then to administer JetStream DR software.
The following list provides a high-level description of the installation process:



How to install JetStream DR for on-premises

1. Check prerequisites.

2. Run the Capacity Planning Tool for resource and configuration recommendations (optional but
recommended for proof-of-concept trials).

3. Deploy the JetStream DR MSA to a vSphere host in the designated cluster.
4. Launch the MSA using its DNS name in a browser.

5. Register the vCenter server with the MSA.To perform the installation, complete the following detailed
steps:

6. After JetStream DR MSA has been deployed and the vCenter Server has been registered, access the
JetStream DR plug-in using the vSphere Web Client. This can be done by navigating to Datacenter >
Configure > JetStream DR.
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~ (5] a300-vesa.shede.com Summary Monitor Configure Permissions Hosts & Clusters VMs Datastares Networks Updates
| [11 A300-DataCenter —y—
» M
[ A300-Cluster e JetStream DR g
arm Definitions
[] a300-esxi02.eh.. Protected Domains  Statistics  Storage Sites  Appliances  Configurations  Task Log
[ a300-esxi03.eh.. fcheshilad Tasks B : =
[] a300-esxiOd.ch.. Network Protocol Pr.. Site Details Al Seffings.
[] a300-esxi05.eh... JetStream DR vCenter Server Hostname 172 21 253 160
5 ANFJSDR-MSAO Management Appliance Hostname ANFISDR-msa
AuctionAppAQ Software Version 400443
® P
5 AuctionAppA2 Subscription (D 00000000-0000-0000-0000-000000000001 Configure
AuctionAppA3 Tenant D / Application 1D - configure
P
& AuctionAppBO Application Secret - Configure

7. From the JetStream DR interface, select the appropriate cluster.

Configure Clusters

Select Al Ciear Al Q

B Cluster Name & Datacenter Name A

8. Configure the cluster with the I/O filter package.



Add Storage Site

Storage Site Type *

/4, Azure Blob Storage

fccess Type*

Key Access

Storage St Name (Provide a name to identify this Ste) =

ANFDemoblobrepo

Azure Blob Storage Account Name *

anfdrdemostor

Zaure Blob Storage Account Key *
v

| Add Storage Site

9. Add Azure Blob Storage located at the recovery site.
10. Deploy a DR Virtual Appliance (DRVA) from the Appliances tab.

@ DRVAs can be automatically created by CPT, but for POC trials we recommend configuring
and running the DR cycle manually (start protection > failover > failback).

The JetStream DRVA is a virtual appliance that facilitates key functions in the data replication process. A
protected cluster must contain at least one DRVA, and typically one DRVA is configured per host. Each
DRVA can manage multiple protected domains.

Deploy New DR Virtual Appliance (DRVA)

1. General 2. DRVA VM 3. DRVA Network 4. Summary

Name ANFdemo001
Description (Optional)

Datacenter A300-DataCenter
Cluster A300-Cluster
Resource Pool (Optional) -

VM Folder (Optional) =

Datastore A300_NFS_DS04
Number Of CPUs 8

Memory Size

Management Network
Host(iefilter) to DRVA Data Network
Replication Network to Object Store

Replication Log Network

Cancel

In this example, four DRVA's were created for 80 virtual machines.

1. Create replication log volumes for each DRVA using VMDK from the datastores available or
independent shared iISCSI storage pools.

2. From the Protected Domains tab, create the required number of protected domains using information



about the Azure Blob Storage site, DRVA instance, and replication log. A protected domain defines a
specific VM or set of VMs within the cluster that are protected together and assigned a priority order
for failover/failback operations.

Create Protected Domain

1. General 2. Primary Site 3. Summary

Protected Domain Name ANFPDOO1
Priority Level (Optional) 1

Total estimated data size to be protected 1000GEB

DR Virtual Appliance ANFdemo001
Compression Yes
Compression Level Default
Normal GC Storage Overhead 50%
Maximum GC Storage Overhead 300%
Replication Log Storage devisdb
Replication Log Size 94.31GB

Metadata Size 31.56GB >

Cancel Create

3. Select VMs you want to protect and start VM protection of the protected domain. This begins data
replication to the designated Blob Store.

@ Verify that the same protection mode is used for all VMs in a protected domain.

@ Write- Back(VMDK) mode can offer higher performance.

Start Protection

Protection Mode for ssiected Vs

Write-Back(VMDK)

VM Name & # of Disks... Protection Mode
i

AuctionAppA1 A
AuctionAppB1
AuctionDB1

v
Write-Back(VMDK) v
Write-Back(VMDK) v
AuctionLB1
AuctionMSQ1
AuctionNoSQL1

Write-Back(VMDK) v
Write-Back(VMDK) v
‘Write-Back(VMDK) v
AuctiomivenpAl Write-Back(VMDK) v
AuctionWehB1
Client1

nesmDa

Write-Back(VMDK) v
Write-Back(VMDK) v

v

m

-1 s R I B

Cancel Start Protection

Verify that replication log volumes are placed on high performance storage.

@ Failover run books can be configured to group the VMs (called Recovery Group), set boot
order sequence, and modify the CPU/memory settings along with IP configurations.



Install JetStream DR for AVS in an Azure VMware Solution private cloud using the
Run command

A best practice for a recovery site (AVS) is to create a three-node pilot-light cluster in advance. This allows the
recovery site infrastructure to be preconfigured, including the following items:

« Destination networking segments, firewalls, services like DHCP and DNS, and so on.

* Installation of JetStream DR for AVS

« Configuration of ANF volumes as datastores, and moreJetStream DR supports near-zero RTO mode for
mission- critical domains. For these domains, destination storage should be preinstalled. ANF is a
recommended storage type in this case.

@ Network configuration including segment creation should be configured on the AVS cluster to
match on-premises requirements.

Depending on the SLA and RTO requirements, continuous failover or regular (standard) failover mode can be
used. For near-zero RTO, continuous rehydration should be started at the recovery site.



How to install JetStream DR for AVS in a private cloud

To install JetStream DR for AVS on an Azure VMware Solution private cloud, complete the following
steps:

1. From the Azure portal, go to the Azure VMware solution, select the private cloud, and select Run
command > Packages > JSDR.Configuration.

The default CloudAdmin user in Azure VMware Solution doesn’t have sufficient

@ privileges to install JetStream DR for AVS. Azure VMware Solution enables simplified
and automated installation of JetStream DR by invoking the Azure VMware Solution
Run command for JetStream DR.

The following screenshot shows installation using a DHCP-based IP address.

= Ibrrorndt Adere £ Sy rewarte, wowem, e 000 G

it Run command - Install-JetDRWithDHCP
mm ANFDataClus | Run command

Paciages

Piarwe Drscription

i TR - 2= -

2. After JetStream DR for AVS installation is complete, refresh the browser. To access the JetStream DR
Ul, go to SDDC Datacenter > Configure > JetStream DR.

JetStream DR

Protected Domains Statistics Storage Sites Appliances Configurations Task Log

Site Details Alarm Settings
vCenter Server Hostname 172.30.156.2
Management Appliance Hostname anfjsval-msa
Software Version 4.0.2.450
Subscription ID - Configure
Tenant ID / Application ID - Configure
Application Secret - Configure
O Configure Cluster 1+ Upgrade i Unconfigure ¥ Resolve Configure Issue Q
[C] Cluster Name A Datacenter Name A Status A Software Version A Host Details &
[} Cluster-1 SDDC-Datacenter @ Ok 4.0.2.132 Details 2

v




3. From the JetStream DR interface, add the Azure Blob Storage account that was used to protect the
on-premises cluster as a storage site and then run the Scan Domains option.

Available Protected Domain(s) For Import

Protected Domain ...
ANFFD000

Description Recoverable V...
Protected Domain Tile0 20
ANFPD0O01 - 20
ANFPDOO2 Protected Domain 02 20
ANFPD003

<

Protected Domain Tile 03 20

4. After the protected domains are imported, deploy DRVA appliances. In this example, continuous
rehydration is started manually from the recovery site using the JetStream DR UI.

®

5. Create replication log volumes using available vSAN or ANF datastores.

These steps can also be automated using CPT created plans.

6. Import the protected domains and configure the Recovery VA to use the ANF datastore for VM
placements.

Continuous Failover Protected Domain

1. General 2a. Failover Settings 2b. VM Settings 3. Recovery VA 4. DR Settings

Protected Domain Name
Datacenter

Cluster

Resource Pool (Optional)
VM Folder (Optional)
Datastore

Internal Network

External Replication Network
Management Network

Storage Site

DR Virtual Appliance

ANFPD002
SDDC-Datacenier
Cluster-1

ANFRecoDSU002
DRSeg

DRSeg

DRSeg
ANFDemoblobreporec

ANFRecDRVADO3

e A Ay

Cancel

v

Continuous Failover




Make sure that DHCP is enabled on the selected segment and enough IPs are

@ available. Dynamic IPs are temporarily used while domains are recovering. Each
recovering VM (including continuous rehydration) requires an individual dynamic IP.
After recovery is complete, the IP is released and can be reused.

7. Select the appropriate failover option (continuous failover or failover). In this example, continuous
rehydration (continuous failover) is selected.

JetiStream DR

Protected Domains Statistics Storage Sites Appliances Configurations Task Log

Select Protected Domain: ANFPD000 ~  Viewall + Create ‘ W Delete = More

Mode [uLEL Ll Configurations ] G Restore

Recoverable / Total VMs 20/ 20 Storage Site /A > railover
Owner Site RE}
=¥ Continuous Failover
=¥ Test Failover
Protected VMs Settings Alarms
Q
VM Name A Protection Status 4 Protection Mode 4 Details
AuctionAppAD @ Recoverable Write-Back(VMDK) Details ©
AuctionAppBO @ Recoverable Write-Back(VMDK) Details

Performing Failover / Failback

10



How to perform a Failover / Failback

1. After a disaster occurs in the protected cluster of the on-premises environment (partial or full failure),
trigger the failover.

@ CPT can be used to execute the failover plan to recover the VMs from Azure Blob
Storage into the AVS cluster recovery site.

After failover (for continuous or standard rehydration) when the protected VMs have
been started in AVS, protection is automatically resumed and JetStream DR continues
to replicate their data into the appropriate/original containers in Azure Blob Storage.

Force Failover

Force Fallover of Profecied Domain requesied Adminisiralor consent i
rEquinea!

Compiete ownership of this Protecled Domain will Be taken over by his Sie
Are you sure you wani fo continge?

Confirm

Task Steps

Prefequisie checks

Freparne for renydraton

Frepate Recovery VM IS0s

Recreats Protected Domaln on DRVA
Prepare temporary Recovery Vs
Power on and refreve Recovery Vs IPs
Recover Vhis' data from Storage Site
Take Protected Domain ownership
@ Finalize rehydration

@ Initipize DR Protethon Mode

© Clean up lemporary Recovery Vs

@ Fesume Profectsd Domain protechion
@ Finalize recovered Vs

§ Apply DR resumplion storage policy

B Frasute ninhnn

The task bar shows progress of failover activities.
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2. When the task is complete, access the recovered VMs and business continues as normal.

Continuous Rehydration Task Result

o Task Completed Successhity

FProtected Domain ANFPDOGS
VMs Recovery Status O Success
Tatal ¥iMs Recovered 20
TestFGP) Status;
Pre-seript Execution Status @ hot genned
Runbook Execution Status © Success
Post-seript Execution Status D tiol defned

After the primary site is up and running again, failback can be performed. VM protection is resumed
and data consistency should be checked.

3. Restore the on-premises environment. Depending upon the type of disaster incident, it might be
necessary to restore and/or verify the configuration of the protected cluster. If necessary, JetStream
DR software might need to be reinstalled.

Note: The recovery utility prepare failback script provided in the
@ Automation Toolkit can be used to help clean the original protected site of any obsolete
VMs, domain information, and so on.

4. Access the restored on-premises environment, go to the Jetstream DR Ul, and select the appropriate
protected domain. After the protected site is ready for failback, select the Failback option in the UI.

JebtStream DR
Protected Domains Statistics Storage Sites Appliances Configurations Task Log
Select Protected Domain: ANFPDO0O3 ~  Vewad | + Create | W Delete = More
Mode Running in Failover SE(=-T 1T T ES ] O Restore
Active Sile 172.30.156.2 I TELD 4 At
Owner Site REMOT
Recoverable / Total VMs 20120 + Faiback
W
Protected Vs Seltings Alarms
Q
VM Name & Protection Status & Protection Mode A Detalls
AuctionAppAd @ Recoverable Write-Back{VMDK) Detais Lal
AuctionApp83 & Recoverabie Write-Back{VMDK} Detaits
AuctionDB3 © Recoverable Write-Back{VMDK) Detaits
AuctionLB3 @ Recoverable Write-Back({VMDK}) Dataiis
AuctionMs03 Retoverabie Wiirite-Baek{VMOK) Detais
AuctionNoSQL3 © Recoverabie Write-Back(VMDK) Details v




@ The CPT generated failback plan can also be used to initiate the return of the VMs and
their data from the object store back to the original VMware environment.

Specify the maximum delay after pausing VMs in the recovery site and restarting in the

@ protected site. This time includes completing replication after stopping failover VMs, the
time to clean recovery site, and the time to recreate VMs in protected site. The NetApp
recommended value is 10 minutes.

Complete the failback process, and then confirm the resumption of VM protection and data consistency.

Ransomeware Recovery

Recovering from ransomware can be a daunting task. Specifically, it can be hard for IT organizations to
determine the safe point of return and, once determined, how to ensure that recovered workloads are
safeguarded from the attacks reoccurring (from sleeping malware or through vulnerable applications).

JetStream DR for AVS together with Azure NetApp Files datastores can address these concerns by allowing
organizations to recover from available points in time, so that workloads are recovered to a functional, isolated
network if required. Recovery allows applications to function and communicate with each other while not
exposing them to north- south traffic, thereby giving security teams a safe place to perform forensics and other
necessary remediation.

Failback Protected Domain

1, General Za. Fallback Settings  2b. VM Settings 3. Recovery VA 4. DR Settings 5. Summary
ol

Protected Domain Hame ANFPDO03
Failback Datacenter A300-DataCenter
Failback Cluster AZDD-Cluster
Failback Resource Pool

VM Feolder (Optional)

Failback Datastore A3D0_NFS_DS02
Maximum Delay After Stopping B0 Minutes
Internal Netwark VM_187
External Replication Network VM_187
Management Metwork WM_187

Fallback

Disaster Recovery with CVO and AVS (guest-connected
storage)

Disaster recovery to cloud is a resilient and cost-effective way of protecting workloads
against site outages and data corruption events such as ransomware. With NetApp
SnapMirror, on-premises VMware workloads that use guest-connected storage can be
replicated to NetApp Cloud Volumes ONTAP running in Azure.

13



Overview

Authors: Ravi BCB and Niyaz Mohamed, NetApp

This covers application data; however, what about the actual VMs
themselves. Disaster recovery should cover all dependent components,
including virtual machines, VMDKs, application data, and more. To
accomplish this, SnapMirror along with Jetstream can be used to seamlessly
recover workloads replicated from on-premises to Cloud Volumes ONTAP while
using vSAN storage for VM VMDKs.

This document provides a step-by-step approach for setting up and performing disaster recovery that uses
NetApp SnapMirror, JetStream, and the Azure VMware Solution (AVS).

MSEE ExpressRoute Dedicated
a Global Reach e MSEE
. o} -
L - L
Azure
ExpressRouts &
Azure subscription v

+
)
=23
]

E Azure VNET I Azure YMware Solution

ExpressRoute Gateway | A
i Yo T

Snaphirron

#

ONTAR volumes of LUNS Fetiydeaie Heplication

E Replication
2 Srihiream YAID Replication for Vs 1} ?

: : Failback
.. [ONTAP storage syslam Arre Eock
Ehobs

Assumptions

This document focuses on in-guest storage for application data (also known as guest connected), and we
assume that the on-premises environment is using SnapCenter for application-consistent backups.

This document applies to any third-party backup or recovery solution. Depending on the solution

@ used in the environment, follow best practices to create backup policies that meet organizational
SLAs.

For connectivity between the on-premises environment and the Azure virtual network, use the express route

global reach or a virtual WAN with a VPN gateway. Segments should be created based on the on-premises
VLAN design.
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There are multiple options for connecting on-premises datacenters to Azure, which prevents us
from outlining a specific workflow in this document. Refer to the Azure documentation for the
appropriate on-premises-to-Azure connectivity method.

Deploying the DR Solution

Solution Deployment Overview

1. Make sure that application data is backed up using SnapCenter with the necessary RPO requirements.

2. Provision Cloud Volumes ONTAP with the correct instance size using Cloud manager within the
appropriate subscription and virtual network.

a. Configure SnapMirror for the relevant application volumes.

b. Update the backup policies in SnapCenter to trigger SnapMirror updates after the scheduled jobs.
3. Install the JetStream DR software in the on-premises data center and start protection for virtual machines.
4. Install JetStream DR software in the Azure VMware Solution private cloud.

5. During a disaster event, break the SnapMirror relationship using Cloud Manager and trigger failover of
virtual machines to Azure NetApp Files or to vSAN datastores in the designated AVS DR site.

a. Reconnect the ISCSI LUNs and NFS mounts for the application VMs.

6. Invoke failback to the protected site by reverse resyncing SnapMirror after the primary site has been
recovered.

Deployment Details

Configure CVO on Azure and replicate volumes to CVO

The first step is to configure Cloud Volumes ONTAP on Azure (Link) and replicate the desired volumes to
Cloud Volumes ONTAP with the desired frequencies and snapshot retentions.

Health Status 2 Source Volume : Target Vaolume : Total Transfer Time & L Mirmor State : Last Successful Transfer +

r:C'.l'l’:.L|'(|IJ_G:-:"4_{L=:J.\-

) gesdrsgidb_scds 17 scconds fle i y— May 6, 2022, 11:43118 Ab
i) TECYTy m SeCont it snapmi 1 is:

W Ttaph oty ANFCVODRDEMO L Sl 105.06 KiB

pesdrogindd_sedb_copy :
) oy T i grsrsginiy_scab 7 second cfl fapmirrored TR DE AR AN
) ANF EDemo 7 seconds ictha SOAITHFTOre: 4
— ANFCVODRDemo ntaphci-a300e3u25 A el 7.22 Mia
gesdregilog scd6_ copy — .

) P May 6, 2022 11:4352 AN
=) ANFCVODRDEMO 16 seconds idle snapmirrored 5065 KB
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azure-guest.html

Configure AVS hosts and CVO data access

16

Two important factors to consider when deploying the SDDC are the size of the SDDC cluster in the
Azure VMware solution and how long to keep the SDDC in service. These two key considerations for a
disaster recovery solution help reduce the overall operational costs. The SDDC can be as small as three
hosts, all the way up to a multi-host cluster in a full-scale deployment.

The decision to deploy an AVS cluster is primarily based on the RPO/RTO requirements. With the Azure
VMware solution, the SDDC can be provisioned just in time in preparation for either testing or an actual
disaster event. An SDDC deployed just in time saves on ESXi host costs when you are not dealing with a
disaster. However, this form of deployment affects the RTO by a few of hours while SDDC is being
provisioned.

The most common deployed option is to have SDDC running in an always-on, pilot-light mode of
operation. This option provides a small footprint of three hosts that are always available, and it also
speeds up recovery operations by providing a running baseline for simulation activities and compliance
checks, thus avoiding the risk of operational drift between the production and DR sites. The pilot-light
cluster can be scaled up quickly to the desired level when needed to handle an actual DR event.

To configure AVS SDDC (be it on-demand or in pilot-light mode), see Deploy and configure the
Virtualization Environment on Azure. As a prerequisite, verify that the guest VMs residing on the AVS
hosts are able to consume data from Cloud Volumes ONTAP after connectivity has been established.

After Cloud Volumes ONTAP and AVS have been configured properly, begin configuring Jetstream to
automate the recovery of on-premises workloads to AVS (VMs with application VMDKs and VMs with in-
guest storage) by using the VAIO mechanism and by leveraging SnapMirror for application volumes
copies to Cloud Volumes ONTAP.


https://docs.netapp.com/us-en/netapp-solutions/ehc/azure-setup.html
https://docs.netapp.com/us-en/netapp-solutions/ehc/azure-setup.html

Install JetStream DR in on-premises datacenter

JetStream DR software consists of three major components: the JetStream DR Management Server
Virtual Appliance (MSA), the DR Virtual Appliance (DRVA), and host components (I/O filter packages).
The MSA is used to install and configure host components on the compute cluster and then to administer
JetStream DR software. The installation process is as follows:

. Check the prerequisites.

. Run the Capacity Planning Tool for resource and configuration recommendations.

. Deploy the JetStream DR MSA to each vSphere host in the designated cluster.

1
2
3
4. Launch the MSA using its DNS name in a browser.
5. Register the vCenter server with the MSA.

6

. After JetStream DR MSA has been deployed and the vCenter Server has been registered, navigate to
the JetStream DR plug-in with the vSphere Web Client. This can be done by navigating to Datacenter
> Configure > JetStream DR.

H @ B € [ A300-DataCenter | actons~

v () a300-vesaehcdccom

Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates
~ [ A300-DataCenter. —_——

[ A300-Cluster N M‘:\'f‘ o JebStream DR g
arm nitions
[} a300-esxi02.eh. Protected Domains Statistics Storage Sites Appliances Configurations Task Log
[] a300-esxi03.eh. Sctiechilad Fasks: :
[[] 4300-esxi04.eh.. Netwark Protocol Pr.. Site Detalls -
[ 2300-esxi05.¢h... < VCenter Server Hostname 17221 283,160
E‘. ANF JSDR-MSAQ Management Appliance Hostname ANFJSOR-msa
5 AuctionAppAD Software Version 400443
5 AuctionAppA2 Subscription ID 00000000-0000-000-0000-000000000001  Configure
5 AuctionAppA3 Tenant D/ Application ID - Configure

5 AuctionAppBO Application Secret Configure:

7. From the JetStream DR interface, complete the following tasks:

a. Configure the cluster with the I/O filter package.

Configure Clusters

selectAl | | Clearan | Q

Cluster Name & Datacenter Name a
A300-Cluster A300-DataCenter

b

Cancel Configure

b. Add the Azure Blob storage located at the recovery site.
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Add Storage Site

Sorage Ste Type *

A Azure Blob Storage

Acoem Typa ™

Key Access

Sirage Ste Name (Provide & nam ko idenl)ty ihis San} *

ANFDOemoblobrepo

Acure Biot Storage Aot Name *

anfdrdemostor

Acate Bish Storage Aononl Key *

8. Deploy the required number of DR Virtual Appliances (DRVAs) from the Appliances tab.

@ Use the capacity planning tool to estimate the number of DRVAs required.

| JetStream DR 5]

Protected Domains  Statistics  Storage Sites Appliances  Configurations  Task Log
| + Dﬂ Maw DRVA | * upgrade | B Uncortigare o}

Name & Status & Child Alarm & Soltware Version & Details &
[ No DR Vifua! Applance configured. _I

=+ Huiw Bopiication Log Volume |8 Uinconfiglire Q

Disk Path Name & Status Child Alarm & Size {avadlableTotal] & Details &

No DRVA selacted Select @ DRVA 1o view repication log volumes

Deploy New DR Virtual Appliance (DRVA)

1. General 2. DRVA VM 3. DRVA Retwork 4. Summary

Name GCSDRPDON

Description (Optional) Fratecied Domain for Vs with ANF and J5
Datacenter AJD0-DMACemME

Chuster AJ00-Cluster

Resource Pool [Optional)

VM Folder (Optional)

Datastore AIDO_NFS_vMotion
Number Of CPUs 3

Mematy Size nGe
Management Network VM_187
Hostiofilter) to DRVA Data Network V_187
Replication Network to Object Store VM_187.
Replication Log Network v_187

9. Create replication log volumes for each DRVA using the VMDK from the datastores available or the
independent shared iISCSI storage pool.



JeliStream DR B M
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L 1

|+ Dvgioy Hew DRVA | ®igmitn | W Uncentigu QU

"ﬂ_'ﬂl - I“.I'Il"- .l. Chibd Alarm & Software Versan & Datails &

GESbRPDAN O Runneg 1] AprH et
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10. From the Protected Domains tab, create the required number of protected domains using information
about the Azure Blob Storage site, the DRVA instance, and the replication log. A protected domain
defines a specific VM or set of application VMs within the cluster that are protected together and
assigned a priority order for failover/failback operations.

Create Protected Domain

1. Geneval 2. Primary Sfe

Protected Domain Name GCSCRPD_Demolt
Priority Level (Optional) -

Description Frotection domain ANF
Total estimated data size to be protected  1000GE

DR Virtual Appliance GCSORPDOM
Compression Yes

Compression Level Defautl

Nommal GC Storage Ovarhesd 50

Maximum GC Storage Overhesd 300%

Replication Log Stofage

Banliration | na Gina neE

Create Protected Domain

1. Gansral 2 Primary Site 3, Summary
Compression Yes
Compression Level Defzult
MNormal GC Storage Overhead 5%
Maximum GC Storage Overnead 300%
Replication Log Sterage idevisdn
Replication Log Size 50GE
Metadata Size J158GE
Primary Site Datacenter A300-DataCanter
Primary Stie Cluster A300-Cluster
Sterage Site ANFORDemoF slovarSite
Enabla PITR

11. Select the VMs to be protected and group the VMs into applications groups based on dependency.
Application definitions allow you to group sets of VMs into logical groups that contain their boot
orders, boot delays, and optional application validations that can be executed upon recovery.

@ Make sure that the same protection mode is used for all VMs in a protected domain.



CD Write-Back(VMDK) mode offers higher performance.
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12. Make sure that replication log volumes are placed on high- performance storage.

Start Protection
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13. After you are done, click Start Protection for the protected domain. This starts data replication for the
selected VMs to the designated Blob store.



JebtStream DR

Protected Domains

Statistics Storage Sites

Select Protected Domain: GCSDRPD_Demod1 ~

Appliances

M gl

Configurations

Task Log

5 ois
oK
i 0B

Protected ViMs Settings Alarms

:+Stan Protection | B Siap Piotection

VM Name a
GCS-DR-0C
GCS-DR-LinVMO1
GCS-OR-SCA
| GCS-DR-S0L01
| GCS-DRAnVMD

1

Protection Status &

@ Initiaizing
@ Initakzing
@ initiatizing
@ Initaizing
@ Inifializing

Replication Status &

Storage Site

‘Owner Site

Datacentar | Cluster
Point-in-time Recovery

Wrte-Back(VMDK)
Witte-Back{VMDK)
Wiie-Back(VMDK)
Wrie-Back(VMDK)
Wie-Back{VMDK)

Protection Mode &

| +¢
A\, ANFORDE
LOCAL [ 1722
A0-DataCen

Disabled

Background Data &

14. After replication is completed, the VM protection status is marked as Recoverable.

JebtStream DR

Frotected Domains

Statistics Storage Sites

Select Protected Domain: GCSDRPD_Demo0i ~

Recoverable / Tolal ViMs

Replication Status OK
0B

Remaining Background Data

Cument RPO

0s

Protected Vs Sattings

| + Stan Fratection | & =150 Frotection

VM Name a
GCS-DR-DC

cooo

GLS-DR-SCA
GCS-DR-30LY
GCS-DR-WinVMD

GCS-DR-LinVMO1

1

Appliances

Ve all

Configurations

Protection Status &

@ Racoveratie
O Recovarabis
& Recovarsbis
O Recoverabie
G Recoverabie

Task Log

Raplication Status &

0K
B OK
8ok
B0k
60K

Configurations
Storage Site
Owmar Site
Datacenter | Cluster
Point.in-time Recovery

Wirits-Back{VMDK)
Write-Back{VMODK)
Write-Back(VMDK)
Wrie-Back{VMOK)
Write-Back(VIDK)

Protection Mode &

+ Craate |

Runining Tasks

Start Protecton (GCS-DR-SCA) 50%

Start Protecton (GCS-DR-Win. 50%

Start Prefection (SCS-DR-Lin,. . 50%

Start Profechon (GCS-DR-DC)  50%

Start Protection (GCS-DR-S0.. 50%

Configuie VMDK Re  Complsted

B

B Deiste = More

S\ ANFDRDemoFailoversite
LOCAL ( 172.21.263.160 )
AJ00-DataCenter | AS00-Cluster

Dizabled

Background Data &

[]:]
[1:]
(1]
0E
oe

Details

Failover runbooks can be configured to group the VMs (called a recovery group), set
the boot order sequence, and modify the CPU/memory settings along with the IP

configurations.

15. Click Settings and then click the runbook Configure link to configure the runbook group.

JebiStream DR

Protected Domains

Statistics Storage Sites

Select Protected Domain: GCSDRPD_Demol1 -

Recoverabie | Total Vs

Rephcation Status

Remaining Background Data

Currenl RPO

Proteciad Vs
Failover Runbook
Test Failover Runbook
Faliback Runbook [}
Memory Setting

GC Sattings.
Concurrency Seitings

16. Click the Create Group button to begin creating a new runbook group.

Settings Alarms

Not Consigured  Canfiguse
Not Configured  Cgnfigirs
Not Configured  Configure
Net Contgured  Configure
Configured  Configure

Not Configured  Configure:

Appliances

Vigw g

Configurations

Task Log

Storage Site

Owner Site
Datacenter | Cluster
Point-in-time Recovery

L + Croate ._|

& Delota = Mare

/A ANFORDemoF alloverSite

LOCAL ([ 172.21.253 160 )
#300-DataCenter | A300-Cluster

Disabied
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If needed, in the lower portion of the screen, apply custom pre-scripts and post-scripts
@ to automatically run prior to and following operation of the runbook group. Make sure
that the Runbook scripts are residing on the management server.

Fallover Runbook Settings

|+crsm G!ouol # Eai

[+] b Name #of VM... Power Off Retain MAC ...
© L] Indepenaent Vs 5

17. Edit the VM settings as required. Specify the parameters for recovering the VMs, including the boot
sequence, the boot delay (specified in seconds), the number of CPUs, and the amount of memory to

allocate. Change the boot sequence of the VMs by clicking the up or down arrows. Options are also
provided to Retain MAC.

Create Runbook Group

1. General 3. Edit Vit Settings 4. Summary

D Retain MAC D Fower O Vs O Reset

VM Name Boot Sequence... Boot Delay CPU NIC...
GCS-DR-WinWWd1 L5 be 2 Mew =
GCS-DR-SCA 2t 4 os 4 View
GCS-DR-DO 3 s 4 Yiew

i ©
GCS-DR-LinVMI1 s = s 2 Vigw
GCS-DR-SOLOT 5t 4 0s 4 =i W -

© Double chek on the codl o chck en tha up'down icon 1o change value.

18. Static IP addresses can be manually configured for the individual VMs of the group. Click the NIC
View link of a VM to manually configure its IP address settings.



Create Runbook Group

1. Ganural
Reatain MAC

VM Name
GCS-DR-WINYMO 1
GCS-DR-3CA
GCS-DR-LinWihad1
GCE-DR-S0 LOQ

GCS-DR-DC

Boot Sequence...

1k
2t
it
4t

5t

+

+
+
+
£

1. Edit VM Setlings
D Power Off Vits
Boot Delay (=21]
[ 3z
[

© Uauble click on tha cell or cick on fhe up/down icon 19 change value.

Script

. Sumimary

O Resat

19. Click the Configure button to save NIC settings for the respective VMs.
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Configure Static IP Address
"allieist
172.21 264 135
255.255.255.0

Ty

172.21,2541

172.30.153.20

0 Funbook Group craated successhully

The status of both the failover and failback runbooks is now listed as Configured. Failover and failback
runbook groups are created in pairs using the same initial group of VMs and settings. If necessary, the
settings of any runbook group can be individually customized by clicking its respective Details link and
making changes.



Install JetStream DR for AVS in private cloud

A best practice for a recovery site (AVS) is to create a three-node pilot-light cluster in advance. This
allows the recovery site infrastructure to be preconfigured, including the following:

« Destination networking segments, firewalls, services like DHCP and DNS, and so on
* Installation of JetStream DR for AVS

« Configuration of ANF volumes as datastores and more

JetStream DR supports a near-zero RTO mode for mission-critical domains. For these domains,
destination storage should be preinstalled. ANF is a recommended storage type in this case.

@ Network configuration including segment creation should be configured on the AVS cluster
to match on-premises requirements.

Depending on the SLA and RTO requirements, you can use continuous failover or regular
@ (standard) failover mode. For near-zero RTO, you should start continuous rehydration at
the recovery site.

1. To install JetStream DR for AVS on an Azure VMware Solution private cloud, use the Run command.
From the Azure portal, go to Azure VMware solution, select the private cloud, and select Run
command > Packages > JSDR.Configuration.

The default CloudAdmin user of the Azure VMware Solution doesn’t have sufficient

@ privileges to install JetStream DR for AVS. The Azure VMware Solution enables
simplified and automated installation of JetStream DR by invoking the Azure VMware
Solution Run command for JetStream DR.

The following screenshot shows installation using a DHCP-based |IP address.

= Microneh Azure £ Sl desie, betvices, o o (Ge/)

m ANFDataClus | Run command

= 8 2

-tll“.l?l.‘

Woslaad Networking

B ot monmg
O o

Operation

B comminang

2. After JetStream DR for AVS installation is complete, refresh the browser. To access the JetStream DR
Ul, go to SDDC Datacenter > Configure > JetStream DR.
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JetStream DR

Protected Domains Statistics Storage Sites Appliances Configurations Task Log

Site Details Alarm Settings
vCenter Server Hostname 172.30.156.2
Management Appliance Hostname anfjsval-msa
Software Version 4.0.2.450
Subscription ID - Configure
Tenant ID [ Application ID - Configure
Application Secret - Configure

‘ £ configure Cluster |~ % Upgrade Wl Unconfigure % Resolve Configure Issue Q
[] Cluster Name A Datacenter Name A Status A Software Version A Host Details A
[] Cluster-1 SDDC-Datacenter @ Ok 4.0.2.132 Details "

v

3. From the JetStream DR interface, complete the following tasks:

a. Add the Azure Blob Storage account that was used to protect the on-premises cluster as a
storage site and then run the Scan Domains option.

b. In the pop-up dialog window that appears, select the protected domain to import and then click its
Import link.

Available Protected Domain(s) For Import

Protected Domain ...
GCSORPD_Cemo01  Prodection domain ANF

4. The domain is imported for recovery. Go to the Protected Domains tab and verify that the intended
domain has been selected or choose the desired one from the Select Protected Domain menu. A list
of the recoverable VMs in the protected domain is displayed.

JetiStream DR 5]
Protected Domains  Statistics  Storage Sites  Appliances  Configurations  Tasklog
Select Protected Domain: GCSDRPD_Demo01 ~  Vewall | + Create | 8 Dulete = nore
comaurssons -
Recoverable | Tolal VNIs Starage e 4, AFDemoblobransrec &
Owner Sita
v
Protected VMs Seflings Afarms o0
Q
VM Hame & Prolection Status & Protection Mode & Details
GCS-DR-DC @ Recoverable Wiile-Back(VMDK) Details A
GCS-DR-LInVMD1 © Recoverable Wilte-BackiVMDK) Delaits
GCS-DR-SCA © Recoverable Wiile-BackiVMDK) Details
GCE-DR-SOLDY 8 Recoverable Wiite-Back(VMOK) Dietiits
GCS-DR-WInVM01 & Recoverable {b Wiite-BackiVMDK) Dietaiis

5. After the protected domains are imported, deploy DRVA appliances.

@ These steps can also be automated using CPT- created plans.



placements.

Continuous Failover Protected Domain

1. General 2a. Fallover Setungs

Protected Domain Name
Datacenter

Cluster
Resource Pool (Optional)

VM Folder (Optional)
Datastore

Internal Network

External Replication Network
Management Network
Storage Site

DR Virtual Appliance

Bilatinm | Bbasammn

2b, VM Settings

6. Create replication log volumes using available vSAN or ANF datastores.

3, Recovery VA

ANFPDOO2
SDDC-Datacenter

Cluster-1

ANFRecoDSU002
DRSeq

DRSeg

DRSeg
ANFDemoblobreporee
ANFReCDRVADO3

Ao st

Cancel

7. Import the protected domains and configure the recovery VA to use an ANF datastore for VM

5. Summary

v

| Continuous Failover

Make sure that DHCP is enabled on the selected segment and that enough IPs are

®

available. Dynamic IPs are temporarily used while domains are recovering. Each
recovering VM (including continuous rehydration) requires an individual dynamic IP.

After recovery is complete, the IP is released and can be reused.

rehydration (continuous failover) is selected.

8. Select the appropriate failover option (continuous failover or failover). In this example, continuous

Although Continuous Failover and Failover modes differ on when configuration is
performed, both failover modes are configured using the same steps. Failover steps
are configured and performed together in response to a disaster event. Continuous

®

failover can be configured at any time and then allowed to run in the background during

normal system operation. After a disaster event has occurred, continuous failover is
completed to immediately transfer ownership of the protected VMs to the recovery site

(near-zero RTO).

Configurations

JetiStream DR
Protected Domains Statistics Storage Sites Appliances Configurations Task Log
Select Protected Domain: GCSDRPD_Demo01 ~  Mawall

Recoverable | Total VMs

Protecled VMs Seftings Alarms o 0

VM Name &
GCE-0OR-DC
GCS-DR-LinVM01
GCS-DR-SCA
GCS-DR-30L01
GCS-DR-WInVMO1

Protection Status &
@ Recoversbls
O Recoverable
@ Recovarable
@ Recoverable
@ Recoverable

Storage Site
Owmer Sita

&
+Create | B Deiete Suore
I O Restore
S ANFORMOBIONEROr = Failovar
REMOTE { 1722125201 X
=* Continoous Fallove
= Test Failover
Q
Protection Mode & Details
‘Write-BackiVMDK) Details ~
Write-Back{VIMDH) Retalls
Writs-BackiVMDK) Datasls
Wirita-Back(VMDK) Details
Write-BackiVMDK) Datails
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The continuous failover process begins, and its progress can be monitored from the Ul. Clicking the blue
icon in the Current Step section exposes a pop-up window showing details of the current step of the
failover process.



Failover and Failback

1. After a disaster occurs in the protected cluster of the on-premises environment (partial or complete
failure), you can trigger the failover for VMs using Jetstream after breaking the SnapMirror
relationship for the respective application volumes.

@ Replication

3 = 4.78 ce =8 0 @ B ® I

Ve fhelationships Replicated Cupacity currently Translerring Heakihy Falted

3 volume Relatiorships QC

Himakth Siatus = SOUETE VORI H Target Valume T Total Tranddfer Time 1 Stati = Mirros Skate T Lot Suecessiul Trammfer

M " cadrsgidh. sceh oo
gtdragidb_scd gradrsgioh,scat_oony May5, 2122 1Z0BB PR

Far)
= e m ANECYOIDADEMD BminuLes 41 sevonds ifte shapmirreed Ko oD
€ »
pesdrsaitid_scat gesdrsgihid sca6_copy Information
(=) ik ﬂ:ICI'-'?-"-Uﬁ ANFCVODHD e 4 bl 55 deconds il snapmirroded
» mtx
= Resdregiing. sedb._copy
() Besdrgliog seds 10 miticstes 18
Lot e snapmirroned
= ntaphcla3odediis ANECVOORDeE0 detands ! ' Reverse REnTC
< »
€ 1]
Et Scheduls

Eot My Transler Rate

Update

Delete

@ Replication

=l 3 el 4.78 cis 0 ol 3 ol O

== Vielure Relatlonships Beplcated Capacity Currently Trarsferring Healthy Falled

Break Relationship

3 Volume Relatlonzhips 0 i
(e o]
HealthStatus = |  Source Volume Are you sure that you want to break the relationship between "gesdrsgldb_scas” and
“gesdrsqldh_scdb_copy™?
® Besdrsqlidb_ses6 A May 5. 2022, 12:08:34 PN
niaphci-a300e9u2s 33.66 KIE

I Cancel
) gesdeaglhld sces e o May & 2022, 120915 PN
— ntaphti-a300eSuz5 6354 KiB

e

< : : >
@ This step can easily be automated to facilitate the recovery process.

2. Access the Jetstream Ul on AVS SDDC (destination side) and trigger the failover option to complete
failover. The task bar shows progress for failover activities.

In the dialog window that appears when completing failover, the failover task can be specified as
planned or assumed to be forced.
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JebStream DR

Protected Domains Statistics

Select P

Recoverable [ Total ViMs

Data (Processed/Known Remaining)

Protected Wis Setings Alarms

VM NHame &
GCS-DR-DC
GCS-DR-LinVIA01
GCS-DR-SCA
GCS-DR-S0L01
GCS-OR-Winviao1

Storage Sites

'D_Demo01 ~

Appliances

Yigw 3l

Configurations Task Log

| +creae O Suoe

Continuous Rehydration In Progress ‘Cenfigurations Dotaily
Storage Site A ANFDemoblobreporec 2
Onwner Site REMOTE ( 172.21.253.160 )
328.01GEB/6.19GB Datacentsr | Cluster S0DC-Datacentor | Clustar-1
Recover VMs' data from Storage Sitel) Point.in-time Recovery Disabled v
o o
Q
Protection Status & Protection Mode & Details
© Recoverable Write-Back(VWDK) Datalls i
© Recoverable Write-Back{VIMDK) Retalls
@ Rocovarable Write-Back(VMDK) Bnlalts
@ Recoverable Write-Back(VIMDK) Catails
O Recoverable Write-Back(VMDK) Details

Complete Continuous Failover for Protected Domain

VM Network Mapping

Prolected VM Network &
VML 3510

o 0

[] Pranned Failaver

HB Farce Failover

Some VWS guest credential are requingd because of nehwark configuration:

Recovery VI Nutwork
DRSirelchSeq

Cancel

Configure

Campleis Fall ey

Forced failover assumes the primary site is no longer accessible and ownership of the protected
domain should be directly assumed by the recovery site.

Force Fallover

required!

Site.

Are you sure you want o continue?

Force Failover of Protected Domain requested, Administrator consent ks

Complete ownership of this Protectad Domain will be taken over by this

Cancel

Confirm




Complete Continuous Failover for Protected Domain

Protected VM Network & Recovery VM Network f
Wh_3510 DRStretchSeg - "
O O
b L

|:| Planned Failover
Force Failover

Some VI's guest credenlial are required because of netwark configuration Configura

Cancel | Complete Failover |

3. After continuous failover is complete, a message appears confirming completion of the task. When
the task is complete, access the recovered VMs to configure ISCSI or NFS sessions.

The failover mode changes to Running in Failover and the VM status is Recoverable.
CD All the VMs of the protected domain are now running at the recovery site in the state
specified by the failover runbook settings.

To verify the failover configuration and infrastructure, JetStream DR can be operated in

@ test mode (Test Failover option) to observe the recovery of virtual machines and their
data from the object store into a test recovery environment. When a failover procedure
is executed in test mode, its operation resembles an actual failover process.

Centinuous Rehydration Task Result

Tapk Complyted Successiully with warmings

Protected Domain GCSDRPDMZ
Wiks Aecavery Status SuctEsS Wt WaTINGS
Total Vs Rocovered
W8} with warning 2 o
GL SRecovaryld Stats:
O"“-gﬂhiww Status O ol defined
Runbsook Execibon Status. & Success

Post-sciapt Execution Status O Hot defingd

4. After the virtual machines are recovered, use storage disaster recovery for in-guest storage. To
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demonstrate this process, SQL server is used in this example.
5. Log into the recovered SnapCenter VM on AVS SDDC and enable DR mode.

a. Access the SnapCenter Ul using the browserN.

"hup&. ges-dr-5c46.gesde.come 146 P-a&X 0 ges-dr-scdbgesda.com

Ml NetApp .

SnapCenter®

Usemame gcmo\adr[unmmc
.3

Password sseesessenee

b. In the Settings page, navigate to Settings > Global Settings > Disaster Recovery.
c. Select Enable Disaster Recovery.
d. Click Apply.

D

dr3c 85 gesdc oo § 145/ R @G Y snspCenter
M NetApp SnapCenter®

Global Settings Folicies Usars and Access ftokes Criedenzial Soltware

S

& Global Settings

1 Hypenvisor Settmgs @ =
Notification Server Settings @ 5.9 bt
Confguration Settings @ bt
Purge jobs Settngs ) e

Domain Settings

CA Certificate Sentings @

Dizaster Recovery

W Enable Disaster au;-:-'ecr\'m

e. Verify whether the DR job is enabled by clicking Monitor > Jobs.




NetApp SnapCenter 4.6 or later should be used for storage disaster recovery. For

@ previous versions, application-consistent snapshots (replicated using SnapMirror)
should be used and manual recovery should be executed in case previous backups
must be recovered in the disaster recovery site.

6. Make sure that the SnapMirror relationship is broken.

(@) Re plication

3 4.78 i = 1Y o IE 0
Walbume Relationships Raphcated Capacity Currently Transferring Mealihy Fatiled
3 volume Relationships Qg

Targnt Volumd t|  Total Transfer Time = Status ¥ Mirror State =1 Lt socoessful Transfor

sesdreqidb_scég_copy

ECsorsgld_scdé _
AMFCVODRDEMG & mirites 41 secongs il Broken-aft

maphcl-a300eiuls

May 5, 2022, 1220834 Ph
33.66 KB

grsdragihla_sodb_copy

sesdraginid_scds
ANFOVODRDeMD 4 minutes 56 seconds idie broken-off

ntaphel-a300euls

May 5, 2022 12015 Ph
£9.84 138

pesdregliog sed6_copy

o) gesdrsqiiog scds
= ANFCVDDRDEMD

10 manutes 18 idle broken-aft My 5. 2022, 120834 Pl
o ntaphei-a300e s

seconds 104,33 K8

7. Attach the LUN from Cloud Volumes ONTAP to the recovered SQL guest VM with same drive letters.

&% Disk Management = O X

File Action View Help
9 mEmI =MD

Volume ] Layout Type | File System I Status | Capacity | Free Spa... ] % Free
s Simple Basic Healthy (R... 430 MB 450 MB 100 %
- Simple Basic Healthy (E.. 99MB 93 MB 100 %
- (C:) Simple Basic NTFS Healthy (B... 89.45GB 6703GB 7%
== BACKUP (G:) Simple Basic NTFS Healthy (P.. 9.97GB 9.92 GB 99 %
= DATA (E) Simple Basic NTFS Healthy (P... 24.88 GB 2457GB 99 %
= LOG (F:) Simple Basic NTFS Healthy (P... 9.97 GB 893 GB 90 %
o 0

8. Open iSCSI Initiator, clear the previous disconnected session and add the new target along with
multipath for the replicated Cloud Volumes ONTAP volumes.



iSCSI Initiator Properties

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: Quick Connect...
Discovered targets
Refresh
Name Status

ign. 1992-08.com.netapp:sn. 547772ccc478 11ecbb62000... Connected
ign. 1992-08.com.netapp:sn.aeab78ab720011ec939800... Recu-nguwg...

9. Make sure that all the disks are connected using the same drive letters that were used prior to DR.

()3 =]ThskC - m|
Computer View
“- - 4 » ThisPC » v & Search This PC 2
v 3 Quick access v Folders (6)
+ =
B Desidop Desktop 22 Documents
@ =
& Downloads  # =
| Documents 4
5 Pictures - ‘ Downloads — $ Music
» & ThisPC
o Pictures l Videos
> g Network -
~ Devices and drives (4)
Local Disk {C:) DATA (E2)
=m |
My 7.1 GB free of 89.4 GB b Wy 745 GB free of 24.8 GB
LOG (F) BACKUP (G:)
= |
My 257 GB free of .97 GB Mye® 551 GB free of .97 GB
I 10 items

10. Restart the MSSQL server service.



4, Services — a X
File Action View Help
| mMEc= Eml »enwp
. Services (Local) :
| SQL Server (MSSQLSERVER) Mame a Description  Status Startup Type Log *
1€, 5QL Full-text Filter Daemon ... Servicetola.. Running  Manual NT
Stop the service #£1S0L Server (M SER\ER. Caad : " Automatic
Pause the service o . . RALR—
Restart the service G SQL Server Agent (MSSC ning  Automatic GCS
-&‘g SQL Server Browser ning  Automatic Loc
. £, SQL Server CEIP service ning  Automatic NT
Description: ), SQL Server Integration € ning  Automatic NT
Provides storage, processing and = <9 j 9 :
controlled access of data, and rapid 5}, 5QL Server Integration £ ming  Automatic NT
transaction processing, £} 5QL Server VSS Writer ‘ning  Automatic Loc
-EJ; SSDP Discovery ¥ ning Manual Lec
i€}, State Repository Service ning  Manual Loc
€0, 5till Image Acquisition Manual Loc
& Storage Service Manual (Trig... Loc
iZ), Storage Tiers Managem Hel Manual Loc
'-S;\; Superfetch P Manual Loc
o)} Sync Host_df23a This service ... Running  Automatic (D... Lec
{2}, System Event Notification 5.. Monitors sy... Running  Automatic Loc v
< >
|\ Estended A Standard /
Stop and Start service SQL Server (MSSQLSERVER) on Local Computer

11. Make sure that the SQL resources are back online.

_% SQLQueryl.sql - GCS-DR-SQLO3.CarDB (GCSDC\adminnime (66)) - Microsoft SQL Server Management Studio (Administrator)
File  Edit View Query Project Tools Window Help

(o0 8-u-2R P BAvaey ARRRARNXFA|2-C- B |,

S cade -lbeecte » vEBE|FER SED|TaEn 0.

-t Explor LRl SCLQueryl.sql - G...DC\adminnimo (68)) & X

f=*=*** Script for SelectTopNRows command from S5M5 *=®®=* /
- n
Conect> # ¥ & Y & SISELECT TOP (1000) [Id]

& W System Databases ~ , [Name]

# W Database Snapshots s [Price]

= i@ CarDB FROM [CarDB].[dbo].[Cars]

& ¥ Database Diagrams @ 9
= W Tables
#5 System Tables
i FileTables
I External Tables 100% -«
I% Graph Tables ED Resuts "
= B8 dbo.Cars o
& ™ Columns E——} Hawe. | Pics [
@ W Keys 1 1 | Ca1 1000
@ W Constraints 2 2 Cx2 200
@ M Triggers 3 3 Ca3 3000
@ 1 Indexes 4 4 Cxrd4 4000
@ B Statistics 5 5 Ca5 5000
o Vigaw ¥
< > @ Query executed successfully.
@ In the case of NFS, attach the volumes using the mount command and update the
/etc/fstab entries.

At this point, operations can be run and business continues normally.



On the NSX-T end, a separate dedicated tier-1 gateway can be created for simulating
failover scenarios. This ensures that all workloads can communicate with each other

@ but that no traffic can route in or out of the environment, so that any triage,
containment, or hardening tasks can be performed without risk of cross-contamination.
This operation is outside of the scope of this document, but it can easily be achieved
for simulating isolation.

After the primary site is up and running again, you can perform failback. VM protection is resumed by
Jetstream and the SnapMirror relationship must be reversed.

1. Restore the on-premises environment. Depending on the type of disaster incident, it might be
necessary to restore and/or verify the configuration of the protected cluster. If necessary, JetStream
DR software might need to be reinstalled.

2. Access the restored on-premises environment, go to the Jetstream DR Ul, and select the appropriate
protected domain. After the protected site is ready for failback, select the Failback option in the UI.

@ The CPT-generated failback plan can also be used to initiate the return of the VMs and
their data from the object store back to the original VMware environment.

JetStream DR B
Protected Domains Statistics Storage Sites Appliances Configurations Task Log
Select Protected Domain: GCSDRPD_Demeo01 ~  Viewall | + Create ‘ W Deiste = More
Mode Running in Failover Configurations O Restore
Active Sile. 172301562 B CE L /A, ANFCVODR
QOwner Site REMOTE { 172.3
Recoverable / Total VMs 414 * Fa'hatlh
Protected YMs Settings Alarms o O
Q
VM Hame a Protection Status a Protection Mode a Details
GCS-DR-DC @ Recoverable Write-Back(VMDK) Details o
GCS-DR-LinVMO1 © Recoverable Wnite-Back{VIMDK) Details
GCS-DR-SCA © Recoverable ‘Write-Back(VMDK) Details
GCS-DR-SQLO1 @ Recoverable ‘Write-Back(VMDK) Details
GCS-DR-WinviMo1 @ Recoverable ‘Wiite-Back(VMDK) Details

Specify the maximum delay after pausing the VMs in the recovery site and restarting
them in the protected site. The time need to complete this process includes the

@ completion of replication after stopping failover VMs, the time needed to clean the
recovery site, and the time needed to recreate VMs in the protected site. NetApp
recommends 10 minutes.



Failback Protected Domain

1.

General 2a. Failback Settings 2b. VM Setlings 3. Recovery VA
Failback Datacenter A300-DataCenter
Failback Cluster A300-Cluster
Failback Resource Pool =

VM Folder (Optional) =

Failback Datastore A300_NFS_vMaotion

Maximum Delay After Stopping
Internal frétwdrk

External Replication Network
Management Network

Storage Site

DR Virtual Appliance

Renlication Loa Storace

10 Minutes

VM_187
VM_187
VM_187

ANFCVODR
GCSDRVAQDO2

Idevisdb

Cancel

4. DR Settings 5. Summary

s

-

Back | Failback ‘

3. Complete the failback process and then confirm the resumption of VM protection and data
consistency.

Failback Task Resuit

Protected Domain

VMs Recovery Status

Total VMs Recovered

GCSRecovery03 Status:
Pre-script Execution Status
Runbook Execution Status

Post-script Execution Status
o o

o Task Completed Successfully

GCSDRPDOD2
@ Success
4

© Not defined
© Success
© Not defined b

4. After the VMs are recovered, disconnect the secondary storage from the host and connect to the
primary storage.

Health Status =

Source Volume

Total Transfer Time

Target Volume

Status

Mirror State Last Successful Transfer

gesdrsgidb_scds
ntaphcka3idedus

gesdrsglhld_scas
ntaphcl-a300e9u2s

gosdrsgllog_scas
ntaphck-a300e5u2s

gesdraqgidhb_scdb_copy
ANFCVODADemo & minutes &1 seconds

gesdrsqihld_scd6_copy
ANFOVODRDemo

4 minutes 56 seconds
v
gesdrsqllog_scab_copy
ANFOVODRDemo

10 minutes 18
seconds

hdie

idie

idie

May5. 2022 120834 P —.

- (eee)
broken-off 33,66 KIB 2
Information
broken-off
REsyNC
broken-off

Reverse Resync @
Edit Schedule
Edit Max Transfer Rate

Delete
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3 6.54 cis 0 o] 3 0
Volume Relationships Replicated Capacity Currently Transferring Healthy Failed

3 volume Relationships Q O

Health Status ¢ Source Volume s Target Volume Total Transfer Time ¢ |  Status Mirror State = Last Successful Transfer

= csdrsgldb_scé6_col
©) gesdrsqldb_sc46 gesdrsqldb_scab_copy May 6, 2022, 11:03:0080

19 seconds idle snapmirrored
ntaphcl-a200e9u25 ANFCVODRDemo P 573 MiB
»
gesdrsglhld scdé_copy i
gesdrsglhld_scd6 May 6. 2022, 11:01:39 AN
1 minute 46 seconds idle snapmirrored
@ ANFCVODRDemo ntaphci-a300e5u25 p BOO.76 MIB

gesdrsqllog_scdb_copy

gesdrsqllog_sc46 51 seconds idle snapmirrored Mey 620221103150k
ntaphcl-a300e9u2s APIECUOORDRNG i 785.8 MiB

®

5. Restart the MSSQL server service.

6. Verify that the SQL resources are back online.

hjs.; SQLQuery1.sql - GCS-DR-SQL03.CarDB (GCSDC\adminnimo (66)) - Microsoft SQL Server Management Studio (Administrator)
File Edit View Query Project Tools Window Help

P0-0(8-u-U RSP BNwvuey ARRAR | XFA|D-CT-

B -~

s AN [ pbecute » VISR P A@ED|FE|En(0.

Object Explorer SQLQueryl.sgl - G...0C\adminnimo (66)) & X

= femm=== secript for SelectTopNRows command from SSMS *===*+/
& RO -_LELECT TOP im [1d] 1
@ 1 System Databases ~ , [Name]
@ ¥ Database Snapshots ,[Price]
= g CarDB FROM [CarDB].[dbo].[Cars]
i) ¥ Database Diagrams 678
= Tables
@ B System Tables
ey FileTables
# B External Tables Wo% =~
L.‘.' Graph Tables B3 Resuts g
* E dbo.Cars
3] Views E,., Name Prce
@ B External Resources ! ll_l Car1 1000
@ 8 Synonyms 2 2 Csr2 2000
® Programmability 3 3 Car3 3000
@ W Service Broker 4 4 Card 4000
@ B Storage " 5 5 Ca5 5000
| @ Query executed successfully.

@ To failback to the primary storage, make sure that the relationship direction remains the
same as it was before the failover by performing a reverse resync operation.

@ To retain the roles of primary and secondary storage after the reverse resync operation,
perform the reverse resync operation again.

This process is applicable to other applications like Oracle, similar database flavors, and any other
applications using guest-connected storage.



As always, test the steps involved for recovering the critical workloads before porting them into
production.

Benefits of this solution

» Uses the efficient and resilient replication of SnapMirror.
* Recovers to any available points in time with ONTAP snapshot retention.

 Full automation is available for all required steps to recover hundreds to thousands of VMs, from the
storage, compute, network, and application validation steps.

» SnapCenter uses cloning mechanisms that do not change the replicated volume.
o This avoids the risk of data corruption for volumes and snapshots.
> Avoids replication interruptions during DR test workflows.

> Leverages the DR data for workflows beyond DR, such as dev/test, security testing, patch and upgrade
testing, and remediation testing.

+ CPU and RAM optimization can help lower cloud costs by enabling recovery to smaller compute clusters.

TR-4955: Disaster Recovery with Azure NetApp Files (ANF)
and Azure VMware Solution (AVS)

Disaster recovery using block-level replication between regions within the cloud is a
resilient and cost-effective way of protecting the workloads against site outages and data
corruption events (for example, ransomware).

Author(s): Niyaz Mohamed, NetApp Solutions Engineering

Overview

With Azure NetApp files (ANF) cross-region volume replication, VMware workloads running on an Azure
VMware Solution (AVS) SDDC site using Azure NetApp files volumes as an NFS datastore on the primary AVS
site can be replicated to a designated secondary AVS site in the target recovery region.

Disaster Recovery Orchestrator (DRO) (a scripted solution with a Ul) can be used to seamlessly recover
workloads replicated from one AVS SDDC to another. DRO automates recovery by breaking replication peering
and then mounting the destination volume as a datastore, through VM registration to AVS, to network
mappings directly on NSX-T (included with all AVS private clouds).
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Prerequisites and general recommendations

« Verify that you have enabled cross-region replication by creating replication peering. See Create volume
replication for Azure NetApp Files.

* You must configure ExpressRoute Global Reach between the source and target Azure VMware Solution
private clouds.

* You must have a service principal that can access resources.
 The following topology is supported: primary AVS site to secondary AVS site.

» Configure the replication schedule for each volume appropriately based on business needs and the data-
change rate.

@ Cascading and fan- in and fan- out topologies are not supported.

Getting started

Deploy Azure VMware Solution

The Azure VMware Solution (AVS) is a hybrid cloud service that provides fully functional VMware SDDCs
within a Microsoft Azure public cloud. AVS is a first-party solution fully managed and supported by Microsoft
and verified by VMware that uses Azure infrastructure. Therefore, customers get VMware ESXi for compute
virtualization, vSAN for hyper-converged storage, and NSX for networking and security, all while taking
advantage of Microsoft Azure’s global presence, class-leading data- center facilities, and proximity to the rich
ecosystem of native Azure services and solutions. A combination of Azure VMware Solution SDDC and Azure
NetApp Files provides the best performance with minimal network latency.

To configure an AVS private cloud on Azure, follow the steps in this link for NetApp documentation and in this

link for Microsoft documentation. A pilot- light environment set up with a minimal configuration can be used for
DR purposes. This setup only contains core components to support critical applications, and it can scale out
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https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering
https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering
https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-introduction
https://learn.microsoft.com/en-us/azure/azure-vmware/introduction
https://docs.netapp.com/us-en/netapp-solutions/ehc/azure-setup.html
https://learn.microsoft.com/en-us/azure/azure-vmware/deploy-azure-vmware-solution?tabs=azure-portal

and spawn more hosts to take the bulk of the load if a failover occurs.

@ In the initial release, DRO supports an existing AVS SDDC cluster. On-demand SDDC creation
will be available in an upcoming release.

Provision and configure Azure NetApp Files

Azure NetApp Files is a high-performance, enterprise-class, metered file- storage service. Follow the steps in
this link to provision and configure Azure NetApp Files as a NFS datastore to optimize AVS private cloud
deployments.

Create volume replication for Azure NetApp Files-powered datastore volumes

The first step is to set up cross- region replication for the desired datastore volumes from the AVS primary site
to the AVS secondary site with the appropriate frequencies and retentions.

Home > Azure NetApp Files > WEANFAVSacct | Volumes > testrepidemo (WEANFAVSacct/testcap/testrepidemo)

D testrepldemo (WEANFAVSacct/testcap/testrepldemo) | Replication

() Refresh

B Overview # Essentials ISON View

Heaithy

S Access control (IAM)

W
B E Acivitylog End paint type : Source
¥

Mirror state Mirrored Total progress 213GiB
4

@ Tags

Follow the steps in this link to set up cross-region replication by creating replication peering. The service level
for the destination capacity pool can match that of the source capacity pool. However, for this specific use
case, you can select the standard service level and then modify the service level in the event of a real disaster
or DR simulations.

@ A cross- region replication relationship is a prerequisite and must be created beforehand.

DRO installation

To get started with DRO, use the Ubuntu operating system on the designated Azure virtual machine and make
sure you meet the prerequisites. Then install the package.

Prerequisites:

» Service principal that can access resources.

* Make sure that appropriate connectivity exists to the source and destination SDDC and Azure NetApp Files
instances.

* DNS resolution should be in place if you are using DNS names. Otherwise, use IP addresses for vCenter.
OS requirements:

« Ubuntu Focal 20.04 (LTS)The following packages must be installed on the designated agent virtual
machine:

* Docker

* Docker- compose

* JgChange docker. sock to this new permission: sudo chmod 666 /var/run/docker.sock.
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https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-introduction
https://learn.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-hosts?tabs=azure-portal
https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering
https://learn.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level

@ The deploy. sh script executes all required prerequisites.
The steps are as follows:

1. Download the installation package on the designated virtual machine:

git clone https://github.com/NetApp/DRO-Azure.git

@ The agent must be installed in the secondary AVS site region or in the primary AVS site
region in a separate AZ than the SDDC.

2. Unzip the package, run the deployment script, and enter the host IP (for example, 10.10.10.10).

tar xvf draas package.tar
Navigate to the directory and run the deploy script as below:

sudo sh deploy.sh

3. Access the Ul using the following credentials:
° Username: admin

° Password: admin

N NetApp

DRO configuration

After Azure NetApp Files and AVS have been configured properly, you can begin configuring DRO to automate
the recovery of workloads from the primary AVS site to the secondary AVS site. NetApp recommends
deploying the DRO agent in the secondary AVS site and configuring the ExpressRoute gateway connection so
that the DRO agent can communicate via the network with the appropriate AVS and Azure NetApp Files

components.
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The first step is to Add credentials. DRO requires permission to discover Azure NetApp Files and the Azure
VMware Solution. You can grant the required permissions to an Azure account by creating and setting up an
Azure Active Directory (AD) application and by obtaining the Azure credentials that DRO needs. You must bind
the service principal to your Azure subscription and assign it a custom role that has the relevant required
permissions. When you add source and destination environments, you are prompted to select the credentials
associated with the service principal. You need to add these credentials to DRO before you can click Add New

Site.
To perform this operation, complete the following steps:
1. Open DRO in a supported browser and use the default username and password (admin/admin). The
password can be reset after the first login using the Change Password option.
2. In the upper right of the DRO console, click the Settings icon, and select Credentials.

3. Click Add New Credential and follow the steps in the wizard.

4. To define the credentials, enter information about the Azure Active Directory service principal that grants
the required permissions:

o Credential name
o Tenant ID

o Client ID

o Client secret

o Subscription ID
You should have captured this information when you created the AD application.

5. Confirm the details about the new credentials and click Add Credential.

I NetApp Disaster Recovery Orchestrator Sy Dashboard Discover ource Groups Rephcation Plans. Job Monitoning

Add New Credential © cresentiah Detais

Enter Credentials Details

Subscription id

After you add the credentials, it's time to discover and add the primary and secondary AVS sites (both
vCenter and the Azure NetApp files storage account) to DRO. To add the source and destination site,
complete the following steps:

6. Go to the Discover tab.
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7. Click Add New Site.

8. Add the following primary AVS site (designated as Source in the console).

o SDDC vCenter

o Azure NetApp Files storage account

9. Add the following secondary AVS site (designated as Destination in the console).

10.

1.

12.

13.
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o SDDC vCenter

o Azure NetApp Files storage account

FMNetApp Disaster Recovery Orchestrator > | Dashboard

Add New Site @ sicipe (@) SiteDeis  (3) vCenterDetails  (2) Storage Details

Site Type

= O

Source Destination

Continue

Add site details by clicking Source, entering a friendly site name, and select the connector. Then click
Continue.

@ For demonstration purposes, adding a source site is covered in this document.
Update the vCenter details. To do this, select the credentials, Azure region, and resource group from the

dropdown for the primary AVS SDDC.

DRO lists all the available SDDCs within the region. Select the designated private cloud URL from the
dropdown.

Enter the cloudadmin@vsphere.local user credentials. This can be accessed from Azure Portal.
Follow the steps mentioned in this link. Once done, click Continue.


https://learn.microsoft.com/en-us/azure/azure-vmware/tutorial-access-private-cloud

I NetApp Disaster Recovery Orchestrator Dashboard Discover Res oups Replication Plans Job Monitoring

Add New Site (@D steType  (2) SteDetaits () vCenter Details  (2) Storage Details

Source AVS Private Cloud

Select Credentials Azure Region Azure Resource Group

DemoCred - West Europe - ANFAVSVAI2

Agdd Mew Credential [

AVS Details

Web Client URL

ANFDMaClus

Usemname

doudadmin@vsphere.iocal

Password

seensssnnane

Actept self-signed certificates

ot

14. Select the Source Storge details (ANF) by selecting the Azure Resource group and NetApp account.
15. Click Create Site.

i NetApp Disaster Recovery Orchestrator % | Dashboard

Site Type Site Location

B: ©: H: e o =

Add New Site

DemoDest Destination Cloud ¥ 1 = hitps://10.75.0.2/ (2 success
DemoSRC Source Cloud 1 1 o VM List * hitps//17230.156.2/ (2 Success

Once added, DRO performs automatic discovery and displays the VMs that have corresponding cross- region
replicas from the source site to the destination site. DRO automatically detects the networks and segments
used by the VMs and populates them.
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The next step is to group the required VMs into their functional groups as resource groups.

Resource groupings

After the platforms have been added, group the VMs you want to recover into resource groups. DRO resource
groups allow you to group a set of dependent VMs into logical groups that contain their boot orders, boot
delays, and optional application validations that can be executed upon recovery.

To start creating resource groups, click the Create New Resource Group menu item.

1. Access Resource Grou*ps and click *Create New Resource Group.

1 NetApp Disaster Recovery Orchestrator

1 Resource Group

Resource Group Name: s Site Name = Source vCenter

DemoRG DemoSRC hitps://172.30.156.2/

Under New Resource Group, select the source site from the dropdown and click Create.
Provide the resource group details and click Continue.

Select appropriate VMs using the search option.

o~ © DN

Select the Boot Order and Boot Delay (secs) for all the selected VMs. Set the order of the power- on
sequence by selecting each virtual machine and setting up the priority for it. The default value for all virtual
machines is 3. The options are as follows:

o The first virtual machine to power on

o Default
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o The last virtual machine to power on

M NetApp Disaster Recovery Orchestrator
Edit Resource Group (&) Resource Group Details () Select Vs © Boot ordder and Delay
VM Name Boot Order © Boot Delay (secs)
QALIn1 3 [
QALin 3 L}

6. Click Create Resource Group.

N NetApp Disaster Recovery Orchestrator ™ |  Dashboard

1 Resource Group
Resource Group Name = | SiteName

DemosSRC hitps//172.30.156.2/

Replication plans

You must have a plan to recover applications in the event of a disaster. Select the source and destination
vCenter platforms from the drop down, pick the resource groups to be included in this plan, and also include
the grouping of how applications should be restored and powered on (for example, domain controllers, tier-1,
tier-2, and so on). Plans are often called blueprints as well. To define the recovery plan, navigate to the
Replication Plan tab, and click New Replication Plan.

To start creating a replication plan, complete the following steps:

1. Navigate to Replication Plans and click Create New Replication Plan.

M NetApp Disaster Recovery Orchestrator Di e ps Replication Plans Job Monitoring

Source Details Destination Details

1 E 1 o & a) E

1 Replication Plan

Plan Name = | Active Site Campliance Saurce Site = | Destination Site

DemoRP (& Source @ Active %\, Partially Heaithy DemoSRC DemoDest

2. On the New Replication Plan, provide a name for the plan and add recovery mappings by selecting the
Source Site, associated vCenter, Destination Site, and associated vCenter.
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i NetApp Disaster Recovery Orchestrator Dashbaard Discover

Create New Replication Plan @ Replication Plan and Site Details (2 Select Resaurce Groups secation Order () Sex VM Details

Replication Plan Details

Plan Name
DemoRP
Recovery Mapping
Source Site Destination Site
DemoSRC - DemoDest
Source vCenter Destination vCenter
hitp//172.30.156.2 - hitps//10.75.02
Cluster Mapping
Source Site Resource Destination Site Resource
Cluster-1 - Cluster1 . hdg
Source Resource Destination Resource
N dded

3. After recovery mapping is complete, select the Cluster Mapping.

I NetApp Disaster Recovery Orchestrator % |  Dashboard Discover Resource Groups Rep Job Monitoring

Create New Replication Plan @ Replication Plan and Site Details  (2) Select Resource Groups ~ (3) Set Execution Order  (2) Set VM Details .

Replication Plan Details

Plan Name
DemoRP
Recovery Mapping
Source Site Destination Site
DemaSRC v DemoDest
Saurce vCenter Destination vCenter
https://172.30.156.2/ - https://10.75.0.2/

Cluster Mapping

No more Source/Destination cluster resources available for mapping

Source Resource Destination Resource

Cluster-1 Cluster-1 Delete

_]

4. Select Resource Group Details and click Continue.

5. Set the execution order for the resource group. This option enables you to select the sequence of
operations when multiple resource groups exist.

6. Once done, set network mapping to the appropriate segment. The segments should already be provisioned
on the secondary AVS cluster, and, to map the VMs to those, select the appropriate segment.

7. Datastore mappings are automatically selected based on the selection of VMs.

Cross- region replication (CRR) is at the volume level. Therefore, all VMs residing on the

@ respective volume are replicated to the CRR destination. Make sure to select all VMs that
are part of the datastore, because only virtual machines that are part of the replication plan
are processed.
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i NetApp Disaster Recovery Orchestrator Dashboa: o Res 5 Rep Job Monitoring

Create New Replication Plan (<) Replication Plan and SiteDetaits (<) Select Resource Groups () Set ExecutionOrder  (2) Set VM Details x
Replication Plan Details

Select Execution Order

Resource Group Name Execution Order @

DemoRG 3

Network Mapping

Mo more Source/Destination network resources available for mapping

Source Resource Destination Resource

SepSeg SegDR Delete

DataStore Mapping

Source DataStore Destination Volume
TestSrc01 gwe_ntap_acct/gwc_DRO_cp/testsrc01copy

8. Under VM details, you can optionally resize the VMs CPU and RAM parameters. This can be very helpful
when you are recovering large environments to smaller target clusters or when you are conducting DR
tests without having to provision a one-to-one physical VMware infrastructure. Also, modify the boot order
and boot delay (secs) for all the selected VMs across the resource groups. There is an additional option to
modify the boot order if any changes are required from what you selected during resource- group boot-
order selection. By default, the boot order selected during resource- group selection is used, however any
modifications can be performed at this stage.

M NetApp Disaster Recovery Orchestrator % | Dashboard Discover oups Replication Plan: Job Monitoring

Create New Replication Plan (%) Replication Plan and Site Details () SelectResource Groups () SetExecution Order () Set VM Details x

VM Details

No. of CPUs Memory (MB) NIC/IP

Resource Group : DemoRG

Static
1 1 1024 -
QALin 02 ® Dynamic 3

Static
: 24
QALIn 4 10; @ Dynamic 3

-—

9. Click Create Replication Plan.After the replication plan is created, you can exercise the failover, test
failover, or migrate options depending on your requirements.
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M NetApp Disaster Recovery Orchestrator ver R ips stion P Job Manitoring

Source Details Destination Details
E Replication Plans Resource Grouf ;1 I_,Jn.l ;!1 Le?-':

1 Repiication Ptan

Source Site = | Destination Site

DemoRP (2) Source (2) Adive Partially Healthy DemoSRC DemoDest Retource Groups ) ()

Run Complance

Deiete Pan

During the failover and test failover options, the most recent snapshot is used, or a specific snapshot can be
selected from a point-in-time snapshot. The point-in-time option can be very beneficial if you are facing a
corruption event like ransomware, where the most recent replicas are already compromised or encrypted. DRO
shows all available time points.

Testfailover Details

Use latest snapshot ©
O Select specific snapshot O

WEANFAVSacct/testcap/testsrc1 [ I

202304-28T11:31:55.000Z - gWC_Ntap.e

2023-04-28T11:21:54.0007 - gwe_ntap...

Start Testfailover

To trigger failover or test failover with the configuration specified in the replication plan, you can click Failover
or Test Failover. You can monitor the replication plan in the task menu.
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i NetApp Disaster Recovery Orchestrator ™

Back
Test Failover Steps
Replication Plan: DemoRP
v Cloning volumes for test (in paraliel] (%) Success 0.7 Seconas (D
v Mounting doned volumes and creating datastores (in paraliel) () Succens 0.9 Seconds O
~ Registering VMs [in paraliel) (@) Success 0.1 Seconds (D
v Powering on VMs in protection group - DemoRG - in target fin parailel (&) Success 0.1 Seconds (O

After failover is triggered, the recovered items can be seen in the secondary site AVS SDDC vCenter (VMs,
networks, and datastores). By default, the VMs are recovered to Workload folder.

M NatApp Diascier Recavery Drchestratar

& ] 2 2 :H_i DS -

s T 2 V4 I g FHLTRG

Eawruticn: Mo Rrgaie o Plam,
el o m
Pepak? (7" Duptirtion Faanrany n Ftoe) kisse

Failback can be triggered at the replication plan level. In case of test failover, the tear down option can be used
to roll back the changes and remove the newly created volume. Failbacks related to failover are a two- step
process. Select the replication plan and select Reverse Data sync.

i NetApp Disaster Recovery Orchestrator Dashboard iscoved Resource Groups

Source Details Destination Details
@ | s o 8 o
Replication Plan: Resource Groups Sihes vCenters e *Cenler

1 Replication Plan

Plan Name + | Active Site Compiiance

DemaRP ) Destination (1) Running In Failover Mod: () Healthy DemosRC DemaDest Resource Groups @
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After this step is complete, trigger failback to move back to the primary AVS site.

M NetApp Disaster Recovery Orchestrator = Discover Replication Plans Jeb Monitcring

Source Details. Destination Details

1 Replication Pran

Source Site = | Destination Site

) o)A o) EmaSRE Re e Groy
DemoRP ©) Destination (3 Active (©) Heanny DemoSRC DemoDest Jice Group =
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From the Azure portal, we can see that the replication health has been broken off for the appropriate volumes
that were mapped to the secondary site AVS SDDC as read/write volumes. During test failover, DRO does not
map the destination or replica volume. Instead, it creates a new volume of the required cross- region
replication snapshot and exposes the volume as a datastore, which consumes additional physical capacity
from the capacity pool and ensures that the source volume is not modified. Notably, replication jobs can
continue during DR tests or triage workflows. Additionally, this process makes sure that the recovery can be
cleaned up without the risk of the replica being destroyed if errors occur or corrupted data is recovered.

Ransomware recovery

Recovering from ransomware can be a daunting task. Specifically, it can be difficult for IT organizations to
pinpoint what the safe point of return is, and, once that’'s determined, how to ensure that recovered workloads
are safeguarded from the attacks reoccurring (for example, from sleeping malware or through vulnerable
applications).

DRO addresses these concerns by allowing organizations to recover from any available point-in-time.
Workloads are then recovered to functional and yet isolated networks, so that applications can function and
communicate with each other but are not exposed to any north- south traffic. This process gives security teams
a safe place to conduct forensics and identify any hidden or sleeping malware.
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Conclusion

The Azure NetApp Files and Azure VMware disaster recovery solution provide you with the following benefits:

 Leverage efficient and resilient Azure NetApp Files cross- region replication.
* Recover to any available point-in-time with snapshot retention.

 Fully automate all required steps to recover hundreds to thousands of VMs from the storage, compute,
network, and application validation steps.

» Workload recovery leverages the “Create new volumes from the most recent snapshots” process, which
doesn’t manipulate the replicated volume.

 Avoid any risk of data corruption on the volumes or snapshots.
* Avoid replication interruptions during DR test workflows.

* Leverage DR data and cloud compute resources for workflows beyond DR, such as dev/test, security
testing, patch and upgrade testing, and remediation testing.

+ CPU and RAM optimization can help lower cloud costs by allowing recovery to smaller compute clusters.

Where to find additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

» Create volume replication for Azure NetApp Files
https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering
» Cross-region replication of Azure NetApp Files volumes

https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-introduction#service-
level-objectives

* Azure VMware Solution
https://learn.microsoft.com/en-us/azure/azure-vmware/introduction

* Deploy and configure the Virtualization Environment on Azure
Setup AVS on Azure

* Deploy and configure Azure VMware Solution

https://learn.microsoft.com/en-us/azure/azure-vmware/deploy-azure-vmware-solution?tabs=azure-portal

Using Veeam Replication and Azure NetApp Files datastore
for disaster recovery to Azure VMware Solution

Azure NetApp Files (ANF) datastores decouples storage from compute and unlocks the
flexibility needed for any organisation to take their workloads to the cloud. It provides
customers with flexible, high-performance storage infrastructure that scales
independently of compute resources. Azure NetApp Files datastore’s simplifies and
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optimizes the deployment alongside Azure VMware Solution (AVS) as a disaster recovery
site for on premises VMWare environments.

Author: Niyaz Mohamed - NetApp Solutions Engineering

Overview

Azure NetApp Files (ANF) volume based NFS datastores can be used to replicate data from on-premises
using any validated third-party solution that provides VM replication capability. By adding Azure NetApp Files
datastores, it will enable cost optimised deployment vs building an Azure VMware Solution SDDC with
enormous amount of ESXi hosts to accommodate the storage. This approach is called a “Pilot Light Cluster”. A
pilot light cluster is a minimal AVS host configuration (3 x AVS nodes) along with Azure NetApp Files Datastore
capacity.

The objective is to maintain a low-cost infrastructure with all the core components to handle a failover. A pilot
light cluster can scale out and provision more AVS hosts if a failover does occur. And once the failover is
complete and normal operations are restored, the pilot light cluster can scale back down to low-cost mode of
operations.

Purposes of this document

This article describes how to use Azure NetApp Files datastore with Veeam Backup and replication to set up
disaster recovery for on-premises VMware VMs to (AVS) using the Veeam VM replication software
functionality.

Veeam Backup & Replication is a backup and replication application for virtual environments. When virtual
machines are replicated, Veeam Backup & Replication is replicated from on AVS, the software will create an
exact copy of the VMs in the native VMware vSphere format on the target AVS SDDC cluster. Veeam Backup
& Replication will keep the copy synchronized with the original VM. Replication provides the best recovery time
objective (RTO) as there is a mounted copy of a VM at the DR site in a ready-to-start state.

This replication mechanism ensures that the workloads can quickly start in a AVS SDDC in the case of a
disaster event. The Veeam Backup & Replication software also optimizes traffic transmission for replication
over WAN and slow connections. In addition, it also filters out duplicate data blocks, zero data blocks, swap
files, and “excluded VM guest OS files”. The software will also compress the replica traffic. To prevent
replication jobs from consuming the entire network bandwidth, WAN accelerators and network throttling rules
can be utilized.

The replication process in Veeam Backup & Replication is job driven which means replication is performed by
configuring replication jobs. In the case of a disaster event, failover can be triggered to recover the VMs by
failing over to its replica copy. When failover is performed, a replicated VM takes over the role of the original
VM. Failover can be performed to the latest state of a replica or to any of its good known restore points. This
enables ransomware recovery or isolated testing as needed. Veeam Backup & Replication offers multiple
options to handle different disaster recovery scenarios.
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1. Veeam Backup and Replication software is running in an on-premises environment with appropriate

network connectivity.

2. Deploy Azure VMware Solution (AVS) private cloud and attach Azure NetApp Files datastores to Azure

VMware Solution hosts.

A pilot-light environment set up with a minimal configuration can be used for DR purposes. VMs will fail
over to this cluster in the event of an incident, and additional nodes can be added).

3. Set up replication job to create VM replicas using Veeam Backup and Replication.

4. Create failover plan and perform failover.

5. Switch back to production VMs once the disaster event is complete and primary site is Up.

Pre-requisites for Veeam VM Replication to AVS and ANF datastores

1. Ensure the Veeam Backup & Replication backup VM is connected to the source as well as the target AVS

SDDC clusters.

2. The backup server must be able to resolve short names and connect to source and target vCenters.

3. The target Azure NetApp Files datastore must have enough free space to store VMDKs of replicated VMs.

For additional information, refer to "Considerations and Limitations” covered here.

Deployment Details
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Step 1: Replicate VMs

56

Veeam Backup & Replication leverages VMware vSphere snapshot capabilities/During replication, Veeam
Backup & Replication requests VMware vSphere to create a VM snapshot. The VM snapshot is the point-
in-time copy of a VM that includes virtual disks, system state, configuration and metadata. Veeam Backup
& Replication uses the snapshot as a source of data for replication.

To replicate VMs, follow the below steps:

1. Open the Veeam Backup & Replication Console.
2. On the Home view. Right click the jobs node and select Replication Job > Virtual machine.
3. Specify a job name and select the appropriate advanced control checkbox. Click Next.

o Select the Replica seeding check box if connectivity between on-premises and Azure has
restricted bandwidth.
*Select the Network remapping (for AVS SDDC sites with different networks) check box if
segments on Azure VMware Solution SDDC do not match that of on-premises site networks.

o If the IP addressing scheme in on-premises production site differs from the scheme in the target
AVS site, select the Replica re-IP (for DR sites with different IP addressing scheme) check box.

Name
a Specify the name and description for this job, and provide information on your DR site,

Name:

AVS_20230522_ReplobO1
Virtual Machines

Description: : —
Destination | Created by VEEAMBKPSRVO5\Administrator at 5/21/2023 10:52 PM.
Network
Job Settings Show advanced controls:

[T] Replica seeding (for low bandwidth DR sites)
Data Transfer . . o )

] Metwork remapping (for DR sites with different virtual networks)
Guest Processing ] Replica re-IP (for DR sites with different IP addressing scheme)
Schedule
Summary

4 High priority
Backup infrastructure resources are offered to high priority jobs first. Use this option for jobs
sensitive to the start time, or jobs with strict RPO requirements.

Mext > Finish Cancel

4. Select the VMs to be replicated to Azure NetApp Files datastore attached to a Azure VMware Solution
SDDC in the Virtual Machines* step. The Virtual machines can be placed on vSAN to fill the available
vSAN datastore capacity. In a pilot light cluster, the usable capacity of a 3-node cluster will be limited.
The rest of the data can be easily placed on Azure NetApp Files datastores so that the VMs can
recovered, and cluster can be expanded to meet the CPU/mem requirements. Click Add, then in the
Add Object window select the necessary VMs or VM containers and click Add. Click Next.



Virtual Machines
% Select one or more VMs to replicate. Use exclusion settings to exclude specific VMs and virtual disks from replication.
Name Virtual machines to replicate:
Name Type Size ) ! Add... |
_ [ TestVeeam21 Virtual Machine 873 M8 e
Destination 111 TestVeeam22 Vittual Machine 290 MB
(] TestVeeam23 Virtual Machine 883 MB S
Network (7 TestVeeama4 Vitual Machine 879 M8 | Bxclusions... |
_ {7 TestVeeam25 Virtual Machine 885 MB | Source.. |
Job Settings (5] TestVeeam26 Virtual Machine 283 MB S
= .
- TestVeeam27 Virtual Machine 87 Me ;
Data Transf 3
2 (i TestVeeam?28 Vitual Machine 880 MB s
Guest Processing {51 TestVeeam29 Virtual Machine 878 MB ¥+ Down
(5 TestVeeam30 Virtual Machine 876 MB '
Schedule (51 TestVeeam31 Virtual Machine 288 MB
E]:JTﬁt"JzeamR Virtual Machine 8s1 MB
SAHTImary (T TestVeeam33 Virtual Machine 877 MB
[ TestVeeam34 Virtual Machine 875 MB e
G TestVeeam3s Vitual Machine 882 MB [iReraicubne |
EI‘J\"IHSQLI!OT Virtual Machine 203GB ;
fosie |
| <previous [ Net> || Finish || Cancel |

5. After that, select the destination as Azure VMware Solution SDDC cluster / host and the appropriate
resource pool, VM folder and FSx for ONTAP datastore for VM replicas. Then click Next.

Destination
% Specify where replicas should be created in the DR site.

Name Host or cluster: B
Virtual Machines l =
DS Resource poot

N ik [Ruources I . Choose...
Pick resource pool for selected replicas

Job Settings

Data Transfer

Guest Processing

chedie 01 1266efreel SO0 T is an ANF Datastore

Summary Pick datastore for selected virtual disks

| <Previous [ Net> || Finsh || Cancel

Edit Replication Job [AVS_20230322_Replob01] X
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6. In the next step, create the mapping between source and destination virtual network as needed.
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Network

% Select how virtual networks map to each other between production and DR sites,

MName

Virtual Machines

Destination
Nework

Job Settings

Data Transfer

Guest Processing

Schedule

Summary

Network mapping:
Source network Target network
3 yM_3508 (vDS-Switch0) 2 SepSeg
2 vM_3510 (vDS-Switch0) £ SegmentTemp
| <Previous || Ned> Finish

Cancel

retention policy and so on.

Click Next.

. In the Job Settings step, specify the backup repository that will store metadata for VM replicas,

. Update the Source and Target proxy servers in the Data Transfer step and leave Automatic
selection (default) and keep Direct option selected and click Next.

. At the Guest Processing step, select Enable application-aware processing option as needed.



Guest Processing

=

Choose guest OS5 processing options available for running VMs.

Name [] Enable application-aware processing
Detects and prepares applications for consistent backup, performs transaction logs processing, and
Virtual Machines configures the OS5 to perform required application restore steps upon first boot.
Customize application handling options for individual machines and applications = o0 ool
Destination i g opt L L
Guest interaction proxy:
Network Automatic selection Choose..
Job Settings est ede
Data Transfer £08,
Manage accounts
Schedule : o I fo machi I i L Test Mow
Summary
< Previous Next > Finish Cancel |
10. Choose the replication schedule to run the replication job to run on a regular basis.
Schedule
% Specify the job scheduling options. If you do not set the schedule, the job will need to be controlled manually.
Name [] Run the job automatically
Daily at this time: 1:00PM 5| Eve ~ Days..
Virtual Machines © Daily at this tim =1 xycay . | s
O Monthly at thistime: |10:00PM 7 | Fourth Saturday Moriths...
Destination
(O Periodically every: 1 < ‘Hours Schedule...
Pretwai Oikfter s joke Replication Job 2 (Created by VEEAMBKPSRVOS\Administrator at 6/6/ -
Job Settings Automatic retry
[ Retry failed items processing: 3 =] times
Data Transfer ! ==
Wait before each retry attempt for: |10 |3 minutes
Guest Processing - =
Backup window
ﬁ [[] Terminate job if it exceeds allowed backup window Window,..
If the job does not complete within allocated backup window, it will be
Summary terminated to prevent snapshot commit during preduction hours.
| < Previous | Apply Finish Cancel !

11. At the Summary step of the wizard, review details of the replication job. To start the job right after the
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wizard is closed, select the Run the job when | click Finish check box, otherwise leave the check
box unselected. Then click Finish to close the wizard.

Summary

=

Name

Virtual Machines
Destination
Network

Job Settings

Data Transfer
Guest Processing

Schedule

The job's settings have been saved successfully, Click Finish to exit the wizard.

Summary:

[IName: AVS 20230522 Replob01 ~

Type: VMware Replication

Source items:
TestVeeam21 (a300-vecsal5.ehcdc.com)
TestVeeam?22 (a300-vcsals.ehcde.com)
TestVeeam?23 (a300-vcsals.ehcdc.com)
TestVeeam24 (a300-vcsals.ehcdc.com)
TestVeeam?25 (a300-vesals.ehcdc.com)
TestVeeam26 (2300-vesal5.ehcdc.com)
TestVeeam?27 (2300-vcsals.ehcdec.com)
TestVeeam28 (a300-vcsals.ehcdc.com)
TestVeeam29 (2300-vcsal3.ehcdec.com)
TestVeeam30 (a300-vesali.ehcdc.com)
TestVeeam31 (a300-vesals.ehcdec.com)
TestVeeam32 (2300-vcsal5.ehcdc.com)
TestVeeam33 (a300-vesals.ehcdec.com)
TestVeeam34 (a300-vcsal5.ehcdc.com)
TestVeeam35 (a300-vcsal5.ehcdc.com)
WinSQL401 (a300-vesali.ehcde.com)
WinSQL405 (a300-vcsal5.ehcdc.com)
Win5QL404 (a200-vesal5.ehede.com)

WAL Cr AR S e R

[] Run the job when | click Finish

< Previous Cancel |

Once the replication job starts, the VMs with the suffix specified will be populated on the destination AVS

SDDC cluster / host.

s
L

For additional information for Veeam replication, refer How Replication Works
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Step 2: Create a failover plan

When the initial replication or seeding is complete, create the failover plan. Failover plan helps in
performing failover for dependent VMs one by one or as a group automatically. Failover plan is the
blueprint for the order in which the VMs are processed including the boot delays. The failover plan also
helps to ensure that critical dependant VMs are already running.

To create the plan, navigate to the new sub section called Replicas and select Failover Plan. Choose the

appropriate VMs. Veeam Backup & Replication will look for the closest restore points to this point in time
and use them to start VM replicas.

@ The failover plan can only be added once the initial replication is complete and the VM
replicas are in Ready state.

@ The maximum number of VMs that can be started simultaneously when running a failover
planis 10

@ During the failover process, the source VMs will not be powered off

To create the Failover Plan, do the following:

1. On the Home view. Right click the Replicas node and select Failover Plans > Failover Plan > VMware
vSphere.

A

Jackup Replication CDP  Backup Copy Restorq Failover Import ﬁxport

Job ~ Job - Policy Copy~ Job~ - Plan = | Backup Backup
Primary Jobs Auxiliary Jobs Restare Actions
Jome Q Type in an object name to search for All jobs
¢ T dobs Mame 4 Type Chbjects Status Last Run
':'.ﬂ Replication -:(:)} Replication Job 2 VMware Replication 1 Stopped 63 days ago
" r;_‘_] Replicas -:('; AVS 20230522 Replob01 Vidware Replication 20 Stopped & days ago
Gy Ready
[} Active (4)

&l Failover Plans

2. Next provide a name and a description to the plan. Pre and Post-failover script can be added as
required. For instance, run a script to shutdown VMs before starting the replicated VMs.
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Edit Failover Plan [ANF_AVS_FP0O1] x

==y General
Elj Type in name and description for this failover plan, and optionally specify scripts to trigger before and after the failover.

R

ANF_AVS FPO1

Virtual Machines —
Description:

Created by VEEAMBKPSRVOS\Administrator at 5/24/2023 9:08 AM.

Summary

[] Pre-failover script:
Browse..
[] Post-failover script:

Browse...

< Previpus I MNext > II Finish I Cancel |

3. Add the VMs to the plan and modify the VM boot order and boot delays to meet the application
dependencies.



Edit Failover Plan [ANF_AVS_FP0O1]
==y Virtual Machines

?m met.

General

Summary

X

Elj Add virtual machines to be failed over as a part of this plan. Use VM order and delays to ensure all application dependencies are

Virtual machines:

Name Delay  Replica state Add VM l.
{1 TestVeeam21 2sec  6idaysago(5:52AMT.. | li
E"]Tesl'\!eeamﬂ 2 sec 7 days ago (10:12 AM T... Bemove |
{71 TestVeeam24 2sec  Tdaysago (10:20 AMT... | Set Delay... '
(1 TestVeeam22 2sec  7daysago (10:10 AMT...

3 WinSQL401 2sec  7daysago (352 AM Tu...

H‘J‘MnSQLdBS 2 sec 8 days ago (4:05 PM Mo...

E’ﬁ TestVeeam?25 2 sec Tdaysago (10:14 AM T...

(7 TestVeeam26 2sec  Tdaysago (10:17AMT...

(7 TestVeeam27 2sec  Tdaysago (10:18AM T...

EJTesWeeamm 2 sec 7 days ago (10:14 AM T...

(1 TestVeeam29 2sec  7daysago (10:18 AM T...

ET_J TestVeeam30 2 sec 7 days ago (10:15 AM T...

E]Tuwenamﬂ 2 sec 7 days ago (10:21 AMT...

E]Tm\!eeam.%z 2 sec 7 days ago (10:13 AM T...

(71 TestVeeam33 2sec  7daysago (10:15AMT... :
[ TestVeeam34 2sec  Tdaysago (10:14 AMT... | X UP |
l.::]TsthmBS 2sec  Tdaysago (10:20 AM T... r*_bm ‘

| <Previous [ Apply || Finish | Cancel |

For additional information for creating replication jobs, refer Creating Replication Jobs.
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Step 3: Run the failover plan
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During failover, the source VM in the production site is switched over to its replica at the disaster recovery
site. As part of the failover process, Veeam Backup & Replication restores the VM replica to the required
restore point and moves all I/O activities from the source VM to its replica. Replicas can be used not only
in case of a disaster, but also to simulate DR drills. During failover simulation, the source VM remains
running. Once all the necessary tests have been conducted, you can undo the failover and return to
normal operations.

@ Make sure network segmentation is in place to avoid IP conflicts during failover.

To start the failover plan, simply click in Failover Plans tab and right click on your failover plan. Select
*Start. This will failover using the latest restore points of VM replicas. To fail over to specific restore points
of VM replicas, select Start to.

B SH'FE Wh 2 X

Start Start Retry Undoc Statistics Edit Delete

to...
Actions Details Manage Plan
“4ome Cl Tvpe in an object name to search for
o % Jobs MName T Platform Status Number of VMs

4Ei Replication & ANFAVSFPOT _ VMwan Completed 20
¢ [ Replicas &

|

£} Active (4) | & Undo
& Failover Plans I

-

] i Statistics
o [ Last 24 Hours l.lh
['E}Success Ix Delete
B Edit




Executing failover Plan: ANF_AVS_FPO1 X

Name: ANF_AVS_FPD1 Status: In progress

Restore type: Failover Plan Starttime:  8/9/2023 3:37:41 AM

Initiated by:  VEEAMBKPSRVO5\Administrator Cancel restore task

VM name Status Al | Log

{1 TestVeeam21 (3] Proce... ' Message Duration ™ -

?;:I Jeaverngs XD Yok | £ Waiting 2 sec before the next VM 0:00:02

FI__,J Tectiahnl. KB) Droce | LB Processing VM: TestVeeam22 0:00:12

WL esteunmiis N Froce. | © Waiting 2 sec before the next VM 0:00:02

ERWeSE W] R Proces | () Processing VM: WinSQLAO1 0:00:10
{IWin5QL405 (¥} Proce.. ' s

. | ) Waiting 2 sec before the next VM 0:00:02

S Ta B Prock, | (5) Processing VM: WinSQL405 0:00:08

¥ TetVousmdi () Proce.. | © Waiting 2 sec before the next VM 0:00:02

[0 TestVeeam27 () Pendi | :

= ¥ Processing VM: TestVeeam25 0:00:06

W TEtVaeant 150 veadi, | Waiting 2 sec before the next VM 0:00:02

Wil TestVeeam2d. 13) Pendi.. | L&) Processing VM: TestVeeam26 0:00:04

[1TestVeeam30 () Pendi - —

- bt 2 Waiting 2 sec before the next VM 0:00:02

E:] restvemind! h,' iy 2! Processing VM: TestVeeam27 0:00:02
B : : .

g TesNueamie: R Pendi. ) Waiting 2 sec before the next VM 0:00:02

fid TestVeeam33 (»! Pendi.. | | =

Close

The state of the VM replica changes from Ready to Failover and VMs will start on the destination Azure
VMware Solution (AVS) SDDC cluster / host.

. Pue NE | PSR S — s s v n | P . P . s - &

i 120 1

~ VMs powered on AVS SDDC
after failover

Once the failover is complete, the status of the VMs will change to “Failover”.
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For detailed information about failover plans, refer Failover Plans.
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Veeam Backup & Replication stops all replication activities for the source VM until its
replica is returned to the Ready state.
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https://helpcenter.veeam.com/docs/backup/vsphere/failover_plan.html?ver=120

Step 4: Failback to the Production site

When the failover plan is running, it is considered as an intermediate step and needs to be finalized
based on the requirement. The options include the following:

* Failback to production - switch back to the original VM and transfer all changes that took place while
the VM replica was running to the original VM.

When you perform failback, changes are only transferred but not published. Choose
Commit failback (once the original VM is confirmed to work as expected) or Undo failback
to get back to the VM replica If the original VM is not working as expected.

» Undo failover - switch back to the original VM and discard all changes made to the VM replica while
it was running.

* Permanent Failover - permanently switch from the original VM to a VM replica and use this replica as
the original VM.

In this demo, Failback to production was chosen. Failback to the original VM was selected during the
Destination step of the wizard and “Power on VM after restoring” check box was enabled.
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Failback commit is one of the ways to finalize failback operation. When failback is committed, it confirms
that the changes sent to the VM which is failed back (the production VM) are working as expected. After
the commit operation, Veeam Backup & Replication resumes replication activities for the production VM.

For detailed information about the failback process, refer Veeam documentation for Failover and Failback
for replication.


https://helpcenter.veeam.com/docs/backup/vsphere/failover_failback.html?ver=120
https://helpcenter.veeam.com/docs/backup/vsphere/failover_failback.html?ver=120
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After failback to production is successful, the VMs are all restored back to the original production site.
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Conclusion

Azure NetApp Files datastore capability enables Veeam or any validated third-party tool to provide a low-cost
DR solution by leveraging Pilot light clusters instead of standing up a large cluster only to accommodate VM
replicas. This provides an efficacious way to handle a tailored, customized disaster recovery plan and to reuse
existing backup products in house for DR, enabling cloud-based disaster recovery by exiting on-premises DR
datacenters. It is possible to failover by clicking a button in case of disaster or to failover automatically if a

69



disaster occurs.
To learn more about this process, feel free to follow the detailed walkthrough video.

https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2855e0d5-97e7-430f-944a-b061015e9278
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2855e0d5-97e7-430f-944a-b061015e9278
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