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SnapCenter for Databases

SnapCenter Oracle Clone Lifecycle Automation

Allen Cao, Niyaz Mohamed, NetApp

This solution provides an Ansible based automation toolkit for configuring Oracle
database High Availability and Disaster Recovery (HA/DR) with AWS FSx ONTAP as
Oracle database storage and EC2 instances as the compute instances in AWS.

Purpose

Customers love the FlexClone feature of NetApp ONTAP storage for databases with significant storage cost

savings. This Ansible based toolkit automates the setup, cloning, and refreshing of cloned Oracle databases

on schedule using the NetApp SnapCenter command line utilities for streamlined lifecycle management. The
toolkit is applicable to Oracle databases deployed to ONTAP storage either on-premisses or public cloud and
managed by NetApp SnapCenter Ul tool.

This solution addresses the following use cases:
» Setup Oracle database clone-specification configuration file.
» Create and refresh clone Oracle database on user defined schedule.

Audience

This solution is intended for the following people:

» A DBA who manages Oracle databases with SnapCenter.
» A storage administrator who manages ONTAP storage with SnapCenter.

» An application owner who has access to SnapCenter UL.

License

By accessing, downloading, installing or using the content in this GitHub repository, you agree the terms of the
License laid out in License file.

There are certain restrictions around producing and/or sharing any derivative works with the

@ content in this GitHub repository. Please make sure you read the terms of the License before
using the content. If you do not agree to all of the terms, do not access, download or use the
content in this repository.

Solution deployment

Prerequisites for deployment


https://github.com/NetApp/na_ora_hadr_failover_resync/blob/master/LICENSE.TXT

Deployment requires the following prerequisites.

Ansible controller:
Ansible v.2.10 and higher
ONTAP collection 21.19.1
Python 3
Python libraries:
netapp-1ib
xmltodict
Jjmespath

SnapCenter server:

version 5.0
backup policy configured

Source database protected with a backup policy

Oracle servers:

Source server managed by SnapCenter

Target server managed by SnapCenter

Target server with identical Oracle software stack as source server
installed and configured

Download the toolkit

git clone https://bitbucket.ngage.netapp.com/scm/ns-
bb/na oracle clone lifecycle.git

Ansible target hosts file configuration



The toolkit includes a hosts file which define the targets that an Ansible playbook running against. Usually,
it is the target Oracle clone hosts. Following is an example file. A host entry includes target host IP
address as well as ssh key for an admin user access to the host to execute clone or refresh command.
#Oracle clone hosts

[clone 1]
ora O4.cie.netapp.com ansible host=10.61.180.29
ansible ssh private key file=ora 04.pem

[clone 2]

[clone 3]

Global variables configuration

The Ansible playbooks take variable inputs from several variable files. Below is an example global

variable file vars.yml.

# ONTAP specific config variables

# SnapCtr specific config variables

snapctr usr: XXXXXXXX

snapctr pwd: 'xxxxxxxx'

backup policy: 'Oracle Full offline Backup'

# Linux specific config variables

# Oracle specific config variables



Host variables configuration

Host variables are defined in host_vars directory named as {{ host_name }}.yml. Below is an example of
target Oracle host variable file ora_04.cie.netapp.com.yml that shows typical configuration.

# User configurable Oracle clone db host specific parameters

# Source database to clone from
source db sid: NTAPI1
source db host: ora 03.cie.netapp.com

# Clone database
clone db sid: NTAP1DEV

snapctr obj id: '{{ source db host FIN{H{ source db sid }}'

Additional clone target Oracle server configuration

Clone target Oracle server should have the same Oracle software stack as source Oracle server installed
and patched. Oracle user .bash_profile has $ORACLE_BASE, and $ORACLE_HOME configured. Also,
$ORACLE_HOME variable should match with source Oracle server setting. Following is an example.

# .bash profile

# Get the aliases and functions
if [ -f ~/.bashrc ]; then

~/ .bashrc
fi

# User specific environment and startup programs
export ORACLE BASE=/ul0l/app/oracle
export ORACLE HOME=/u0l/app/oracle/product/19.0.0/NTAP1

Playbook execution



There are total of three playbooks to execute Oracle database clone lifecycle with SnapCenter CLI
utilities.

1. Install Ansible controller prerequisites - one time only.
ansible-playbook -i hosts ansible requirements.yml
2. Setup clone specification file - one time only.

ansible-playbook -i hosts clone 1 setup.yml -u admin -e
@vars/vars.yml

3. Create and refresh clone database regularly from crontab with a shell script to call a refresh playbook.

0 */4 * * * /home/admin/na oracle clone lifecycle/clone 1 refresh.sh

For an additional clone database, create a separate clone_n_setup.yml and clone_n_refresh.yml, and
clone_n_refresh.sh. Configure the Ansible target hosts and hostname.yml file in host_vars directory
accordingly.

Where to find additional information

To learn more about the NetApp solution automation, review the following website NetApp Solution Automation

TR-4988: Oracle Database Backup, Recovery, and Clone on
ANF with SnapCenter

Allen Cao, Niyaz Mohamed, NetApp

This solution provides overview and details for automated Oracle deployment in Microsoft
Azure NetApp Files as primary database storage with NFS protocol and Oracle database
is deployed as container database with dNFS enabled. Database deployed in Azure is
protected using SnapCenter Ul tool for simplified database management.

Purpose

NetApp SnapCenter software is an easy-to-use enterprise platform to securely coordinate and manage data
protection across applications, databases, and file systems. It simplifies backup, restore, and clone lifecycle
management by offloading these tasks to application owners without sacrificing the ability to oversee and
regulate activity on the storage systems. By leveraging storage-based data management, it enables increased
performance and availability, as well as reduced testing and development times.

In TR-4987, Simplified, Automated Oracle Deployment on Azure NetApp Files with NFS, we demonstrate
automated Oracle deployment on Azure NetApp Files (ANF)in Azure cloud. In this documentation, we


https://docs.netapp.com/us-en/netapp-solutions/automation/automation_introduction.html
https://docs.netapp.com/us-en/netapp-solutions/databases/automation_ora_anf_nfs.html

showcase Oracle database protection and management on ANF in Azure cloud with a very user-friendly
SnapCenter Ul tool.

This solution addresses the following use cases:

» Backup and recovery of Oracle database deployed on ANF in Azure cloud with SnapCenter.

* Manage database snapshots and clone copies to accelerate application development and improve data
lifecycle management.

Audience

This solution is intended for the following people:

» A DBA who would like to deploy Oracle databases on Azure NetApp Files.

» A database solution architect who would like to test Oracle workloads on Azure NetApp Files.

+ A storage administrator who would like to deploy and manage Oracle databases on Azure NetApp Files.

* An application owner who would like to stand up an Oracle database on Azure NetApp Files.

Solution test and validation environment

The testing and validation of this solution were performed in a lab setting that might not match the final
deployment environment. See the section Key factors for deployment consideration for more information.

Architecture
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Azure NetApp Files Current offering in Azure by A capacity pool with Premium

Microsoft service level
Azure VM for DB server Standard_B4ms - 4 vCPUs, 16GiB Two Linux virtual machine
instances
Azure VM for SnapCenter Standard_B4ms - 4 vCPUs, 16GiB  One Windows virtual machine
instance
Software
RedHat Linux RHEL Linux 8.6 (LVM) - x64 Gen2 Deployed RedHat subscription for
testing
Windows Server 2022 DataCenter; AE Hotpatch - Hosting SnapCenter server
x64 Gen2
Oracle Database Version 19.18 Patch p34765931_190000_Linux-
x86-64.zip
Oracle OPatch Version 12.2.0.1.36 Patch p6880880_190000_Linux-
x86-64.zip
SnapCenter Server Version 5.0 Workgroup deployment
Open JDK Version java-11-openjdk SnapCenter plugin requirement on
DB VMs
NFS Version 3.0 Oracle dNFS enabled
Ansible core 2.16.2 Python 3.6.8

Oracle database configuration in the lab environment

Server Database DB Storage

ora-01 NTAP1(NTAP1_PDB1,NTAP1_PD /u01, /u02, /u03 NFS mounts on
B2,NTAP1_PDB3) ANF capacity pool

ora-02 NTAP2(NTAP2_PDB1,NTAP2_PD /u01, /u02, /u03 NFS mounts on
B2,NTAP2_PDB3) ANF capacity pool

Key factors for deployment consideration

» SnapCenter deployment. SnapCenter can deploy in a Windows domain or Workgroup environment. For
domain-based deployment, the domain user account should be a domain administrator account, or the
domain user belongs to the local administrator’s group on the SnapCenter hosting server.

* Name resolution. SnapCenter server needs to resolve the name to the IP address for each managed
target database server host. Each target database server host must resolve the SnapCenter server name
to the IP address. If a DNS server is unavailable, add naming to local host files for resolution.

* Resource group configuration. Resource group in SnapCenter is a logical grouping of similar resources
that can be backed up together. Thus, it simplifies and reduces the number of backup jobs in a large
database environment.

+ Separate full database and archive log backup. Full database backup includes data volumes and log
volumes consistent group snapshots. A frequent full database snapshot incurs higher storage consumption
but improves RTO. An alternative is less frequent full database snapshots and more frequent archive logs



backup, which consumes less storage and improves RPO but may extend RTO. Consider your RTO and
RPO objectives when setting up the backup scheme. There is also a limit (1023) of the number of snapshot
backups on a volume.

* Privileges delegation. Leverage role based access control that is built-in within SnapCenter Ul to
delegate privileges to application and database teams if desired.

Solution deployment

The following sections provide step-by-step procedures for SnapCenter deployment, configuration, and Oracle
database backup, recovery, and clone on Azure NetApp Files in the Azure cloud.

Prerequisites for deployment



Deployment requires existing Oracle databases running on ANF in Azure. If not, follow the steps below to
create two Oracle databases for solution validation. For details of Oracle database deployment on ANF in
Azure cloud with automation, referred to TR-4987: Simplified, Automated Oracle Deployment on Azure
NetApp Files with NFS

1. An Azure account has been set up, and the necessary VNet and network segments have been
created within your Azure account.

2. From the Azure cloud portal, deploy Azure Linux VMs as Oracle DB servers. Create an Azure NetApp
Files capacity pool and database volumes for Oracle database. Enable VM SSH private/public key
authentication for azureuser to DB servers. See the architecture diagram in the previous section for
details about the environment setup. Also referred to Step-by-Step Oracle deployment procedures on
Azure VM and Azure NetApp Files for detailed information.

For Azure VMs deployed with local disk redundancy, ensure that you have allocated at
least 128G in the VM root disk to have sufficient space to stage Oracle installation files

@ and add OS swap file. Expand /tmplv and /rootlv OS partition accordingly. Ensure the
database volume naming follows the VMname-u01, VMname-u02, and VMname-u03
convention.

sudo lvresize -r -L +20G /dev/mapper/rootvg-rootlv

sudo lvresize -r -L +10G /dev/mapper/rootvg-tmplv

3. From the Azure cloud portal, provision a Windows server to run the NetApp SnapCenter Ul tool with
the latest version. Refer to the following link for details: Install the SnapCenter Server.

4. Provision a Linux VM as the Ansible controller node with the latest version of Ansible and Git
installed. Refer to the following link for details: Getting Started with NetApp solution automation in
section -

Setup the Ansible Control Node for CLI deployments on RHEL / CentOS or
Setup the Ansible Control Node for CLI deployments on Ubuntu / Debian.

@ The Ansible controller node can locate either on-premisses or in Azure cloud as far as
it can reach Azure DB VMs via ssh port.

5. Clone a copy of the NetApp Oracle deployment automation toolkit for NFS. Follow instructions in TR-
4887 to execute the playbooks.

git clone https://bitbucket.ngage.netapp.com/scm/ns-
bb/na oracle deploy nfs.git

6. Stage following Oracle 19c installation files on Azure DB VM /tmp/archive directory with 777
permission.


https://docs.netapp.com/us-en/netapp-solutions/databases/automation_ora_anf_nfs.html
https://docs.netapp.com/us-en/netapp-solutions/databases/automation_ora_anf_nfs.html
https://docs.netapp.com/us-en/netapp-solutions/databases/azure_ora_nfile_procedures.html
https://docs.netapp.com/us-en/netapp-solutions/databases/azure_ora_nfile_procedures.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/netapp-solutions/automation/getting-started.html
https://docs.netapp.com/us-en/netapp-solutions/databases/automation_ora_anf_nfs.html
https://docs.netapp.com/us-en/netapp-solutions/databases/automation_ora_anf_nfs.html

installer archives:
- "LINUX.X64 193000 db home.zip"
- "p34765931 190000 Linux-x86-64.zip"
- "p6880880 190000 Linux-x86-64.zip"

7. Watch the following video:

Oracle Database Backup, Recovery, and Clone on ANF with SnapCenter

8. Review the Get Started online menu.

SnapCenter installation and setup
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=960fb370-c6e0-4406-b6d5-b110014130e8

We recommend to go through online SnapCenter Software documentation before proceeding to
SnapCenter installation and configuration: . Following provides a high level summary of steps for
installation and setup of SnapCenter software for Oracle on Azure ANF.

1. From SnapCenter Windows server, download and install latest java JDK from Get Java for desktop
applications.

2. From SnapCenter Windows server, download and install latest version (currently 5.0) of SnapCenter
installation executable from NetApp support site: NetApp | Support.

3. After SnapCenter server installation, launch browser to login to SnapCenter with Windows local admin
user or domain user credential via port 8146.

4. Review Get Started online menu.

M NetApp SnapCenter® a = - a SnapCenterAdmin

) ‘ Status  GetStarted Get Started

[
-1 Add storage connections and licensing -

Dashboard

L
] @ Configure user cradentials o
> A Addahost&install plug-ins %
al & Create polices o
o B o eouess .
N
2
o Q@ =ckupnow o
= Unable to connect to YouTube. You can use the playlist
4 Restorea backup <
A (https://www.youtube.com/playlist?
list=PLdXI3bZJEw7nofM6IN44eOe4a0Saryckg) to view the videos. T coneabacur v
8 cAcentificate Settings e
@ sacup to Object store v

Learn more

5. In Settings-Global Settings, check Hypervisor Settings and click on Update.

11


https://docs.netapp.com/us-en/snapcenter/index.html
https://www.java.com/en/
https://www.java.com/en/
https://mysupport.netapp.com/site/
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o

I NetApp SnapCenter® ~  Mazureuser SnapCenterAdmin @ SignOut

GlobalSettings ~ FPolides  UsersandAccess  Roles  Credential  Software

Global Settings

Hypervisor Settings B

VMs have iSCS| direct attached disks or NFS for all the hosts TR

Notification Server Settings @ v
Configuration Settings @ v
Purge Jobs Settings @ v
Domain Settings @ v
CA Certificate Settings @ v
Disaster Recovery @ v
Audit log Settings @ v
Multi Factor Authentication (MFA) Settings @ v

If needed, adjust Session Timeout for SnapCenter Ul to the desired interval.

M NetApp SnapCenter® - %azureuser SnapCenterAdmin [ sign Out

GlobalSettings ~ Polides  Usersand Access  Roles  Credential  Software

u Resources

P Monitor

@l Repores
Hosts

B0 Storage Systems

Global Settings

Hypervisor Settings @ v

Notification Server Settings @ v

Configuration Settings A
Session Timeout (in minutes) 20

Purge Jobs Settings @ v
Domain Settings @ ~
CA Certificate Settings @ v
Disaster Recovery @ ~
Auditlog Settings @ 2
Multi Factor Authentication (MFA) Settings @ v

Add additional users to SnapCenter if needed.

M NetApp SnapCenter® - Bareuser SnapCenterAdmin [ Sign Out

Global Settings Polides ~ UsersandAccess ~ Roles  Credential  Software

by Name

> Monitor
@l Repors
& Hosts

O Name = Type Roles Domain

User SnapCenterAdmin localhost

The Roles tab list the built-in roles that can be assigned to different SnapCenter users. Custom roles

also can

be created by admin user with desired privileges.



M NetApp SnapCenter®

Global Settings Polices  UsersandAccess  Roles  Credential  Software

Search by Name

L azureuser  SnapCenterAdmin [ Sign Out

O Name It Details

O Overall administrator of SnapCenter system
O App Backup and Clone Admin

O Backup and Clone Viewer

O Infrastructure Admin

=
Members
1 User, No Groups.
No Members
No Members

No Members

. From settings-Credential, create credentials for SnapCenter management targets. In this demo
use case, they are linux user for login to Azure VM and ANF credential for capacity pool access.

M NetApp SnapCenter®

Global Settings Polides  UsersandAccess  Roles  Credential  Software

ch by Credential Name

- MLareuser SnapCenterAdmin  [sign Out

Credential Name Authentication Mode

azure_anf AzureCredential

azureuser Linux

Credential

Details

Userld:azureuser

Credential Name | azureuser

Authentication Mode | Linux

Username azurelser

" |
Authentication Type () Password Based @ S5H Key Based €
XRIrK1QCaElHE== i~
55H Private Key |- END RSA PRIVATE KEY-—--- =
5

Use sudo privileges €

Cancel
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Credential X

Credential Name | azure_anf

Authentication Mode | Azure Credential ¥

Azure Details @

Tenant 1D Enter Tenant Id

Client ID Enter Clisnt td

Client Secret Key | Enter client secret key

10. From Storage Systems tab, add Azure NetApp Files with credential created above.

2 azureuser  SnapCenterAdmin [ Sign Out

M NetApp SnapCenter®
ONTAPStorage  Azure NetApp Files

Search by Hetapp Account =+
e

Credential

] NetApp Account J& | ResourceGroup

O ANFAVSACEt ANFAVSRG aure ant

Storage Systems

Add Azure NetApp Account X

Credential [azure_anf .] + 0
Subscription ‘ Hybrid Cloud TME Onpram - | o
Netapp Account ‘ ANFAVSACCE (ResourceGroup: ANFAVSRG) - | o

14



11. From Hosts tab, add Azure DB VMs, which installs SnapCenter plugin for Oracle on Linux.

M NetApp SnapCenter® = *  %azreuser SnapCenterAdmin  [§Sign Out

Initiator Groups  iSCSI Session

Name £ Type System Plug-in Version Overall Status
©ora-01.hr2z22nbmh ¢ rscjtusizd.x.internal cloud: 13 Linux Stand-alone UNIX, Oracle Database 50 ® Running
-02.hr222nbmhng te |.cloud: Linux Stand-alone UNIX, Oracle Database 50 @ Runnin g
Host Type | Linux =

Host Name ora-01

Credentials | azureuser = | 4=

Select Plug-ins to Install SnapCenter Plug-ins Package 5.0 for Linux

Oracle Database
(] saP HANA
[ ] unix File Systems

£} More Options : Port, Install Path, Custom Plug-ins...

15



More Options X

Port | 8145 i
Installation Path | /opt/MNetApp/snapcentar (i)
Skip optiona! preinstall checks i)

Add all hosts in the oracle RAC

Custom Plug-ins

Choose 2 File

Browse

Mo plug-ins found.

Save Cancal

12. Once host plugin is installed on DB server VM, databases on the host are auto discovered and visible
in Resources tab. Back to Settings-Polices, create backup policies for full Oracle database
online backup and archive logs only backup. Refer to this document Create backup policies for Oracle
databases for detailed step by step procedures.

M NetApp SnapCenter® - Lazureuser SnapCenterAdmin @ Sign Out

Global Settings Polides ~ UsersandAccess  Roles  Credential  Software

Oracle Database

Name 2 Backup Type Schedule Type Replication Verification
Oracle archivelogs backup LOG, ONLINE Hourly

Oracle full online backup FULL, ONLINE Hourly

Database backup

16


https://docs.netapp.com/us-en/snapcenter/protect-sco/task_create_backup_policies_for_oracle_database.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_create_backup_policies_for_oracle_database.html

A NetApp snapshot backup creates a point-in-time image of the database volumes that you can use to
restore in case of a system failure or data loss. Snapshot backups take very little time, usually less than a
minute. The backup image consumes minimal storage space and incurs negligible performance overhead
because it records only changes to files since the last snapshot copy was made. Following section
demonstrates the implementation of snapshots for Oracle database backup in SnapCenter.

1. Navigating to Resources tab, which lists the databases discovered once SnapCenter plugin installed
on database VM. Initially, the Overall Status of database shows as Not protected.

NI NetApp SnapCenter®

Oracle Database [l

Name Oracle Database Type Host/Cluster Resource Group Policies Last Backup Overall Status

NTAPT Single Instance (Multitenant) ora-01 hr2z2nbmhnqutdsxgsejtuxizd jxinterna Not protected
I.cloudapp.net

NTAP2 Single Instance (Multitenant) ora-02.hr2z2nbmhnqutdsgscjwxizd Jxinterna Mot protected
I.cloudapp.net

2. Click on view drop-down to change to Resource Group. Click on Add sign on the right to add a
Resource Group.

I NetApp SnapCenter® ~ 8 azureuser SnapCentarAdmin [ Sign Out

Name Resources Tags Policies Last Backup Overall Status | Appiication volume

There is ne mateh for your search or data is not available. Resource Group

R OEJ

-

A

3. Name your resource group, tags, and any custom naming.

17



New Resource Group X

0—0 o o5

Name Resources Policies Verification Notification Summary

Provide a name and tags for the resource group

Name full_online_bkup L]

Tags oradata L]

Use custom name format for Snapshot copy

$HostName

Backup settings

Exclude archive log
destinatiens from * o
backup

4. Add resources to your Resource Group. Grouping of similar resources can simplify database
management in a large environment.

New Resource Group X
Name Resources Policies Verification Notification summary

Add resources to Resource Group
Hast

All =

Available Resources Selected Resources

( searchavailable resources Q

NTAP1 (ara-01.hr2z2nbmhnqutdsxgscjtuxizd jx.internal.cloudapp.
NTAPZ {ora-02.hr2z2nbmhnqutdsxgscjtuxizd.jx.internal.cloudapp.!

[:][]

Previous

9. Select the backup policy and set a schedule by click on '+' sign under Configure Schedules.



New Resource Group
0—06——0—- : :

Name Resources Policies Verification Notification Summary

Select one or more policies and configure schedules

Oracle full online backup - ‘ + | @

Configure schedules for selected policies

Policy & Applied Schedules Configure Schedules

Oracle full online backup None L =

Total 1

Previous |NESS

Add schedules for policy Oracle full online backup X

Hourly

Start date 02/06/2024 05:55 pm &
(] Expires on 03/06/2024 05:51 pm &
Repeat every 4 4 | houwsf g mins

i The schiedules are triggered in the SnapCenter Server time:
zone.

Cancel OK




6. If backup verification is not configured in policy, leave verification page as is.

New Resource Group.
Name Resources Policies Verification Notification Summary

Configure verification schedules
Policy I schedule Type Applied Schedules Configure Schedules

There is no match for your search or data is not available.

Total @

‘ Previous

7. In order to email a backup report and notification, a SMTP mail server is needed in the environment.

Or leave it black if a mail server is not setup.

New Resource Group X

o—0—0—0—0 J

Name Resources Policies Verification Notification Summary

Provide email settings @

Select the service accounts or people to notify regarding protection issues,

Email preference Never -
From From email

To Emall to

Subject Notification

Attach job report

8. Summary of new resource group.

20




New Resource Group X

Name Resources Policies Verification Notification Ssummary

Resource group name

Tags

Folicy

Plug-in

Verification enabled for policy None
Send email No

[proses |

9. Repeat the above procedures to create a database archive log only backup with corresponding
backup policy.

M NetApp SnapCenter® - Lazreuser SnapCenterAdmin  [#Sign Out

Oracle Database [l

IO Resource Group ~ [ searchresourcegrous | ¥

Name Resources Togs Policies LastBackup  Overall Status
full_oniine_bkup 2 oradata Oracle full online backup 02/06/2024 6:00:44 PM 4 Completed
archivelog bkup 2 oralog Oracle archivelogs backup 02/06/2024 5:59:25 PM B Completed

10. Click on a resource group to reveal the resources it includes. Besides the scheduled backup job, an
one-off backup can be triggered by clicking on Backup Now.

M NetApp SnapCenter® - Aazureuser SnapCenterAdmin  [§ Sign Out

Oracle Database . full_online_bkup Details

Resource Name Type Host
Name

NTAPT Oracle Database ora-01.hi 1t l.cloudapp.net
full_online_bkup

NTAP2 Oracle Database ora-0; inte l.cloudapp.net

archivelog bkup

21



Backup X

Create a backup for the selected resource group

Resource Group full_online_bkup

Oracle full online backup - i)

Paolicy

[ Verify after backup

11. Click on the running job to open a monitoring window, which allows the operator to track the job
progress in real-time.

22



Job Details

Backup of Resource Group 'Tfull_online_bkup' with policy 'Oracle full online backup’

«  Backup of Resource Group 'full_online_bkup' with policy ‘Oracle full anline backup®

v B ora-02.hr2z2Znbmhngutdsxgscjtuxizd.jxinternal.cloudapp.net

o P ora-01.hr2z2nbmhngutdsxgscjtuxizd.jx.internal.cloudapp.net

€ Task Name: Backup of Resource Group full_online_bkup’ with palicy "Oracle full online backup® Start Time:

02/06/2024 6:00:05 PM End Time: 02/06/2024 6:00:44 PM

View Logs

Close

3

4

12. A snapshot backup set appears under database topology once a successful backup job finishes. A full
database backup set includes a snapshot of the database data volumes and a snapshot of the
database log volumes. A log-only backup contains only a snapshot of the database log volumes.

23



I NetApp SnapCenter®

Oracle Database = full_online._bkup Details X | NTAP1 Topology

S ——

Resource Name

Name
NTAPT Manage Copies

full_online_bkup e

archivelog bkup 3 Backups

= | 0Cones

Local copies

Primary Backup(s)

( search )

Backup Name Snapshot Lock Expiration Count
0ra-01_02-06-2024_18 00_ 1 Log
05_0582_1
0ra-01_02-06-2024 18 00_ 1 Data
06_0582.0
0ra-01_02-06-2024_17.59_ 1 Log
0111581

Total 2 Total 3

Database recovery

24

End Date

02/06/2024 6:00:41 PM 14

02/06/2024 6:00:26 PM &4

02/06/2024 5:59:18 PM &

Verified

Not
Applicable

Unverified

Not
Applicable

8 azureuser  SnapCenterAdmin

= )

Backup o Object e

Summary Card
3 Backups
1 Data Backup
2 LogBackups
0 Clones

0 Snapshots Locked

Mounted RMAN Cataloged
False Not
Cataloged
False Not
Cataloged
False Not
Cataloged

Sign Out

SCN

3374950

3374303

3374762

X



Database recovery via SnapCenter restores a snapshot copy of the database volume image point-in-time.
The database is then rolled forward to a desired point by SCN/timestamp or a point as allowed by

available archive logs in the backup set. The following section demonstrates the workflow of database
recovery with SnapCenter Ul.

1. From Resources tab, open the database Primary Backup (s) page. Choose the snapshot of
database data volume, then click on Restore button to launch database recovery workflow. Note the

SCN number or timestamp in the backup sets if you like to run the recovery by Oracle SCN or

timestamp.

NTAP1 Topology

Manage Copies

- E Backups
bt
= 0 Clones

Local copies

Primary Backup(s)

| search

Backup Name

ora-01_02-06-2024_18_00_
06_0582_1

ara-01.02-06-2024_18.00_
06_0582 0

ora-01_02-06-2024 17 59_
01_1158.1

Snapshot Lock Expiration

Count

Typel®

Log

Data

Log

End Date

02/06/2024 6:00:41 PM 19

02/06/2024 6:00:26 PM &

02/06/2024 5:59:18 PM 14

Verified

Mot
Applicable

Unverified

MNot
Applicable

Summary Card

3 Backups

1 Data Backup

2 Log Backups

0 Clones

0 Snapshots Locked

it

Rename
Mounted

False

False

False

RMAN Cataloged

Not
Catalogad

Not
Cataloged

Mot
Cataloged

SCN

3374950

3374303

3374762

2. Select Restore Scope. For a container database, SnapCenter is flexible to perform a full container

database (All Datafiles), pluggable databases, or tablespaces level restore.
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Restore NTAP1 X

S R R ® Al Datafiles

) Pluggable databases (FDBs)

3 PreOps
() Pluggable database (PDB) tablespaces
4 PostOps
[ control files
5 Notification
Database State

6 Summary
Change database state if needed for restore and recovery

Restore Mode @
[C Force in place restore

if this check box is not selected and if any of the in place restore criteria is not met, restore will be performed using the
connect and copy method. The connect and copy restore method might take time based on the files being restored.

3. Select Recovery Scope.All logs means to apply all available archive logs in the backup set.
Point-in-time recovery by SCN or timestamp are also available.



Restore NTAP1

o Restore Scope

2 Recovery Scope

3

Ln

PreOps

PostOps

Motification

Summary

Choose Recovery Scope

® All Logs (i ]

O until SCN {Systern Change Number)
O Date and Time
O No recovery

Specify external archive log files locations

oe o

4. The PreOps allows execution of scripts against database before restore/recovery operation.

27



28

Restore NTAP1 X

o HEstarE Soope Specify optional scripts to run before performing a restore job @
o Recovery Scope Prascript full path | Ivar/optisnapcenter/spl/scripts/ |Enter Prescript path
4  PostOps Script timeout 60 HEE

5 Notification

6  Summary

5. The PostOps allows execution of scripts against database after restore/recovery operation.



Restore NTAP1

o Restore Scope

o Recovery Scope

o PreOps

5 Motificatdon

6 Summary

Specify optional scripts to run after performing a restore job @

Postscript full path | /varfopt/snapcenter/spl/scripts/ [Enter Postscript path

Arguments

Open the database or container database in READ-WRITE mode after recovery

6. Notification via email if desired.
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Restore NTAP1

€ esore seope
o Recovery Scope
© o

O rosiops

5 MNotification

6 Summary

Provide email settings @

Email preference Mever

From From emall
To . Email to
Subject | Motification

Attach job report

If you want to send notifications for Restore jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings=Naotification Server Settings to configure the SMTP server.

7. Restore job summary
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Restore NTAP1

o Restore Scope
o Recovery Scope
o PreOps

o PostOps

o Notification

Summary

Backup name
Backup date
Restore scope
Recovery scope

Options

Prescript full path
Prescript arguments
Postscript full path
Postscript arguments

Send email

from the Monitor tab.

, Open the database or container database in

8. Click on running job to open Job Details window. The job status can also be opened and viewed
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Job Details

Restore 'ora-01.hr2z2Znbmhngutdsxgscjtuxizd.jx.internal.cloudapp.net\NTAPT'

+" ¥ Restore 'ora-01.hr2z2nbmhnqutdsxgscjtuxizd.jx.internal.cloudapp.net\NTAPT'

v ora-01.hr2z2nbmhnqutdsxgscituxizd.jx.internal.cloudapp.net

L >

v | 2

v >
v >
v >

Prascripts

Mount log backups
Pre Restore

Restore

Post Restore
Unmount log backups
Postscripts

Post Restore Cleanup

Data Collection

O Task Name: ora-01.hr2z2nbmhngutdsxgscjtuxizd.j.internal.cloudapp.net Start Time; 02/06/2024 4:04:55 PM End
Time: 02/06/2024 4:08:42 PM

View Logs

(]

4

Close

Database clone
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Database clone via SnapCenter is accomplished by creating a new volume from a snapshot of a volume.
The system uses the snapshot information to clone a new volume using the data on the volume when the
snapshot was taken. More importantly, it is quick (a few minutes) and efficient compared with other
methods to make a cloned copy of the production database to support development or testing. Thus,
dramatically improve your database application lifecycle management. The following section
demonstrates the workflow of database clone with SnapCenter Ul.

1. From Resources tab, open the database Primary Backup (s) page. Choose the snapshot of
database data volume, then click on clone button to launch database clone workflow.

NTAP1 Topology

e

Baclaip to Object Store

Manage Copies

o= Summary Card
S
S 0 Clones 3 Backups

Local copies 1 Data Backup

2 Log Backups
0 Clones

0 snapshots Locked

Primary Backup(s)

' h =Y &
b searc v . r |_. ﬂ ! : o
Catsioz  Rename | Cone | Restore  Mount Delete
Backup Name Snapshot Lock Expiration Count TypelF End Date Verified Mounted RMAN Cataloged SCN
ora-01_02-06-2024 18 00_ 1 Log 02/06/2024 6:00:41 PM 14 Mot False Mot 3374950
06_0582_1 Applicable Cataloged
ora-01_02-06-2024 18.00_ 1 Data 02/06/2024 6:00:26 PM 4 Unverified False Not 3374903
06 0582 @ Cataloged
ora-01_02-06-2024_17_59_ 1 Log 02/06/2024 5:59:18 PM B4 Not False MNot 3374762
01_1158_1 Applicable Cataloged

2. Name the clone database SID. Optionally, for a container database, clone can be done at PDB level
as well.
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Clone from NTAP1

m Capacity Pool Max.

Throughput (MiB/s)

2

Locations

Credentials

PreOps

PostOps

MNotification

summary

o

Complete Database Clone

Clone SID

Exclude PDBs

PDB Clone

| ntapldev

Type to find PDBs

3. Select the DB server where you want to place your cloned database copy. Keep the default file

locations unless you want to name them differently.



Clone from NTAP1

o hame Select the host to create a clone

Clone host ora-02.hr2z2nbmhngutdsxgscjtuxizd jx.inter =

3 Credentials

& Datafile locations €@

4. PreQ -
tEREs ful2_ntapidev 2 Reset

5 PostQps
6 Notification © control files @
: /u02_ntapidev/ntap1devicontrol/control01.ctl hd = |
7 Summary
ful2_ntapldev/ntap1dev/control/control02.ctl x = ‘ Reset
© Redologs @
Group Size Unit Mumber of files
-
»  RedoGroup 1 * 200 MB i | + "
} RedoGroup 2 s 200 MB 1 + Reset
» RedoGroup 3 X 200 MB 1 % =

4. ldentical Oracle software stack as in source database should have been installed and configured on
clone DB host. Keep the default credential but change Oracle Home Settings to match with
settings on clone DB host.
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Clone from NTAP1 X

1 L Database Credentials for the clone
i Credential ne fi
o Locations redential name for sys ‘ — =l @
user
3 Credentials Database port | 1521 |
4. PreOps
Oracle Home Settings @
5 ' PostOps
Oracle Home | /u01/app/oracle/product/19.0.0/NTAP2 |
& Motification
Cracle OS Usar | oracle |
7 | Summary
Cracle OS Group | oinstall |

5. The PreOps allows execution of scripts before clone operation. Database parameters can be
adjusted to meet a clone DB needs as versus a production database, such as reduced SGA target.



Clone from NTAP1

o Name
o Locations
e Credentials

5 ' PostOps
& Motification

7 Summary

Specify scripts to run before clone operation @

Prescript full path | /varfoptisnapcenter/spl/scripts/  [Enter Prescript path
Arguments
Script timeout &0 secs

© Database Parameter settings

processes 320
remote_login_passwordfile EXCLUSIVE
sga_target 3G
undo_tablespace UNDOTBS1

=

=

6. The PostOps allows execution of scripts against database after clone operation. Clone database

recovery can be SCN, timestamp based, or Until cancel (rolling forward database to last archived log
in the backup set).
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Clone from NTAP1

° Name Recover Database

o Locations 0

® Until Cancel

o Credentials
() Date and Time |

° Pre0ps Date-time format: MM/DD/YYYY hh:mm:ss

5 Postops () Until SCM (System Change Number) |

Specify external archive log locations [§] @] @
& MNotification

7 Summary

Createnew DBID @

Create tempfile for temporary tablespace @
() Enter SQL gueries to apply when clone is created

() Enter scripts to run after clone operation €@

7. Notification via email if desired.

Previous

i



Clone from NTAP1

1 JELS Provide email settings €@
o Locations Email preferance Mever =
e Cradentials From | From email
° PraCps To Email to
) Subject Netification
e PostOps
Attach job report
6 Notification
7 Summary

If you want to send notifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

infermation, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.

8. Clone job summary.

Previous
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Clone from NTAP1

© e

o Locations
© credentiais
O rrops
© rosions

e Notification

Summary

Clone from backup

Clane SID

Capacity Pool Max. Throughput (MiB/s)
Clone server

Exclude PD8=

Oracle home

Oracle OS user

Oracle OS group

Datafile mountpaths

Control files

Redo groups

Recovery scope
Prascript full path
Prescript arguments
Postscript full path
Postscript arguments

Send email

ora-01_02-06-2024 18 00_06_0582_0

ntapldev

none

ora-02.hr2z2Znbmhngutdsxgscjtuxizd.jx.internal cloudapp.net
nane

/u01/app/oracle/product/12.0.0/NTAP2

oracle

oinstall

i

ntapidev

/ul2_ntap1dev/ntapl dev/contral/control0.cd

/uf2_ntaptdev/ntap! dew/controlfcont

RedoGroup =1 Totalsiz ntapldev/ntapldeviredolog/redodl_01.log

RedoGroup =2 Tota ?_ntapidev/ntapidev/redologiredo02_01.log

&y
I
5

RedoGroup =3 TotalSize =200 Path =/u02_ntapldev/ntapidev/redolog/redod3_01.log

Until Cancel

none

naone

Previous

9. Click on running job to open Job Details window. The job status can also be opened and viewed
from the Monitor tab.



10.

1.

Job Details

Clone from backup 'ora-01_02-06-2024_18_00_06_0582_0'

v ¥ Clone from backup 'ora-01_02-06-2024_18_00_06_0582_0"

v ora-02.hr2z2nbmhngutdsxgscjtuxizd.painternal.cloudapp.net
v ¥ Prescripts

o » Query Host Information
v P Prepare for Cloning

L b Cloning Resources

v B FileSystem Clone

v F Application Clone

v P Postscripts

v # Register Clone

vy ¥ Unmount Clone

v » Datz Collaction

O Task Name: ora-02.hr2zznbmhngutdsxgscjtuxizd, jx.internal.cloudapp.net Start Time; 02/06/2024 6:21:59 PM End

Time: 02/06/2024 6:28.10 PM

Cloned database registers with SnapCenter immediately.

M NetApp SnapCenter®

Oracle Database [

15 Name Oracle Database Type Host/Cluster Resource Group
NTAPT single Instance ora-01 j xi archivelog_bkup
nternal.cloudapp.net full_online_bkup

] ntapl dey Single Instance
NTAP2 Single Instanc ora-02.} archivelog_bkup
nternal.cloudapp.net full_online_bkup

Wiew Logs

Policies

Oracle archivelogs backup
Oracle full online backup

Oradle

full o

Oracle archivelogs backup
nline backup

4

Closs

Last Backup

02/06/2024 7:29:18 PM £

02/06/2024 7:29:19 P

Overall Status

Backup succeeded

Hot protacted

Validate clone database on DB server host. For a cloned development database, database archive

mode should be turned off.
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[azureuser@Qora-02 ~]$ sudo su
[root@ora-02 azureuser]# su - oracle
Last login: Tue Feb 6 16:26:28 UTC 2024 on pts/0

[oraclelRora-02 ~]$ uname -a

Linux ora-02 4.18.0-372.9.1.e18.x86 64 #1 SMP Fri Apr
EDT 2022 x86 64 x86 64 x86 64 GNU/Linux
[oracle@ora-02 ~]$ df -h

Filesystem Size
Use% Mounted on

devtmpfs 7.7G
% /dev

tmpfs 7.8G
% /dev/shm

tmpfs 7.8G
1% /run

tmpfs 7.8G
0% /sys/fs/cgroup

/dev/mapper/rootvg-rootlv 22G
75% /

/dev/mapper/rootvg-usrlv 10G
20% /usr

/dev/mapper/rootvg-homelv 1014M
% /home

/dev/sdal 496M
22% /boot

/dev/mapper/rootvg-varlv 8.0G
12% /var

/dev/sdal5 495M
% /boot/efi

/dev/mapper/rootvg-tmplv 12G
70% /tmp

tmpfs 1.6G
0% /run/user/54321

172.30.136.68:/0ra-02-u03 250G
1% /u03

172.30.136.68:/ora-02-ul1l 100G
10% /u01l

172.30.136.68:/0ora-02-u02 250G

3% /u02

tmpfs 1.6G
0% /run/user/1000

tmpfs 1.6G

% /run/user/0
172.30.136.68:/0ora-01-u02-Clone-020624161543077 250G

15 22

Used

49M

17G

40M

106M

958M

10G

:12:19

Avail

975M

390M

489M

248G

91G

243G

242G



4% /u02 ntapldev

[oracle@ora-02 ~]$ cat /etc/oratab

#

# This file is used by ORACLE utilities. It is created by root.sh
# and updated by either Database Configuration Assistant while
creating

# a database or ASM Configuration Assistant while creating ASM

instance.

# A colon, ':', is used as the field terminator. A new line
terminates

# the entry. Lines beginning with a pound sign, '#', are comments.
#

# Entries are of the form:

# $ORACLE_SID:$ORACLE_HOME:<N|Y>:

#

# The first and second fields are the system identifier and home

# directory of the database respectively. The third field indicates
# to the dbstart utility that the database should , "Y", or should

not,

# "N", be brought up at system boot time.

#

# Multiple entries with the same SORACLE SID are not allowed.

#

#

NTAP2:/u0l/app/oracle/product/19.0.0/NTAP2:Y

# SnapCenter Plug-in for Oracle Database generated entry (DO NOT
REMOVE THIS LINE)
ntapldev:/u0l/app/oracle/product/19.0.0/NTAP2:N

[oracle@ora-02 ~]$ export ORACLE SID=ntapldev
[oracle@ora-02 ~]1$ sqglplus / as sysdba

SQL*Plus: Release 19.0.0.0.0 - Production on Tue Feb 6 16:29:02 2024
Version 19.18.0.0.0

Copyright (c) 1982, 2022, Oracle. All rights reserved.

Connected to:

Oracle Database 19c Enterprise Edition Release 19.0.0.0.0 -
Production

Version 19.18.0.0.0
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SQL> select name, open mode, log mode from v$database;

NAME OPEN_MODE

LOG_MODE

NTAPIDEV READ WRITE

SQL> shutdown immediate;
Database closed.

Database dismounted.
ORACLE instance shut down.
SQL> startup mount;

ORACLE instance started.

ARCHIVELOG

Total System Global Area 3221223168 bytes

Fixed Size

9168640 bytes

Variable Size 654311424 bytes
Database Buffers 2550136832 bytes

Redo Buffers
Database mounted.

7606272 bytes

SQL> alter database noarchivelog;

Database altered.

SQL> alter database open;

Database altered.

SQL> select name, open mode,

NAME OPEN MODE

log mode from vS$database;

LOG_MODE

NOARCHIVELOG

NTAP1IDEV READ WRITE

SQL> show pdbs

CON_ID CON_ NAME

2 PDBSSEED

3 NTAP1 PDBI
4 NTAP1 PDBZ
5 NTAP1 PDB3

SQL> alter pluggable database all open;

OPEN MODE

READ ONLY
MOUNTED
MOUNTED
MOUNTED

RESTRICTED



Where to find additional information

To learn more about the information described in this document, review the following documents and/or
websites:

* Azure NetApp Files
https://azure.microsoft.com/en-us/products/netapp

» SnapCenter Software documentation
https://docs.netapp.com/us-en/snapcenter/index.html

* TR-4987: Simplified, Automated Oracle Deployment on Azure NetApp Files with NFS

Deployment Procedure

TR-4977: Oracle Database backup, restore and clone with
SnapCenter Services - Azure

Allen Cao, Niyaz Mohamed, NetApp

This solution provides overview and details for Oracle database backup, restore, clone
using NetApp SnapCenter SaaS using BlueXP console.

Purpose

SnapCenter Services is the SaaS version of the classic SnapCenter database management Ul tool that is
available through the NetApp BlueXP cloud management console. It is an integral part of the NetApp cloud-
backup, data-protection offering for databases such as Oracle and HANA running on Azure NetApp Files. This
SaaS-based service simplifies traditional SnapCenter standalone server deployment that generally requires a
Windows server operating in a Windows domain environment.

In this documentation, we demonstrate how you can set up SnapCenter Services to backup, restore, and clone
Oracle databases deployed on Azure NetApp Files volumes and Azure compute instances. It is very easy to
setup data protection for Oracle database deployed on Azure NetApp Files with web based BlueXP user
interface.

This solution addresses the following use cases:

« Database backup with snapshots for Oracle databases hosted in Azure NetApp Files and Azure VMs
* Oracle database recovery in the case of a failure

* Fast cloning of primary databases for dev, test environments or other use cases
Audience

This solution is intended for the following audiences:

» The DBA who manages Oracle databases running on Azure NetApp Files storage
* The solution architect who is interested in testing Oracle database backup, restore, and clone in Azure

» The storage administrator who supports and manages the Azure NetApp Files storage
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https://azure.microsoft.com/en-us/products/netapp
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/netapp-solutions/databases/automation_ora_anf_nfs.html

* The application owner who owns applications that are deployed to Azure NetApp Files storage and Azure

VMs

Solution test and validation environment

The testing and validation of this solution was performed in a lab environment that might not match the final
deployment environment. For more information, see the section Key factors for deployment consideration.

Architecture

Cloud Backup for
Applications Ul

BlueXP .« .

&
<
w
z
by

Azure
Customer VNet
Azure VMs
. SnapCenter Plug-in for Oracle . SnapCenter Plug-in for Oracle
ORACLE ! ORACLE
DATADASE DATARASE
primary clone

Database Volumes

Azure NetApp Files

This image provides a detailed picture of BlueXP backup and recovery for applications within the BlueXP
console, including the Ul, the connector, and the resources it manages.

Hardware and software components

Hardware

Azure NetApp Files storage

Azure instance for compute

Software

RedHat Linux

Oracle Database

46

Premium Service level

Standard B4ms (4 vcpus, 16
GiB memory)

Red Hat Enterprise Linux 8.7
(LVM) - x64 Gen2

Version 19.18

Auto QoS type, and 4TB in storage
capacity in testing

Two instances deployed, one as primary
DB server and the other as clone DB
server

Deployed RedHat subscription for testing

Applied RU patch
p34765931_190000_Linux-x86-64.zip



Oracle OPatch Version 12.2.0.1.36 Latest patch p6880880_190000_Linux-
x86-64.zip

SnapCenter Service Version v2.5.0-2822 Agent Version v2.5.0-2822

Key factors for deployment consideration

« Connector to be deployed in the same virtual network / subnet as databases and Azure NetApp
Files. When possible, the connector should be deployed in the same Azure virtual networks and resource
groups, which enables connectivity to the Azure NetApp Files storage and the Azure compute instances.

» An Azure user account or Active Directory service principle created at Azure portal for SnapCenter
connector. Deploying a BlueXP Connector requires specific permissions to create and configure a virtual
machine and other compute resources, to configure networking, and to get access to the Azure
subscription. It also requires permissions to later create roles and permissions for the Connector to
operate. Create a custom role in Azure with permissions and assign to the user account or service
principle. Review the following link for details:Set up Azure permissions.

* A ssh key pair created in the Azure resource group. The ssh key pair is assigned to the Azure VM user
for logging into the connector host and also the database VM host for deploying and executing a plug-in.
BlueXP console Ul uses the ssh key to deploy SnapCenter service plugin to database host for one-step
plugin installation and application host database discovery.

* A credential added to the BlueXP console setting. To add Azure NetApp Files storage to the BlueXP
working environment, a credential that grants permissions to access Azure NetApp Files from the BlueXP
console needs to be set up in the BlueXP console setting.

 java-11-openjdk installed on the Azure VM database instance host. SnapCenter service installation
requires java version 11. It needs to be installed on application host before plugin deployment attempt.

Solution deployment

There is extensive NetApp documentation with a broader scope to help you protect your cloud-native
application data. The goal of this documentation is to provide step-by-step procedures that cover SnapCenter
Service deployment with the BlueXP console to protect your Oracle database deployed on an Azure NetApp
Files storage and an Azure compute instance.

To get started, complete the following steps:

» Read the general instructions Protect your cloud native applications data and the sections related to Oracle
and Azure NetApp Files.

« Watch the following video walkthrough

Video of deployment of Oracle and ANF

Prerequisites for SnapCenter service deployment
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https://docs.netapp.com/us-en/bluexp-setup-admin/task-set-up-permissions-azure.html#set-up-permissions-to-create-the-connector-from-bluexp
https://docs.netapp.com/us-en/cloud-manager-backup-restore/concept-protect-cloud-app-data-to-cloud.html#architecture
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=48adf2d8-3f5e-4ab3-b25c-b04a014635ac

Deployment requires the following prerequisites.
1. A primary Oracle database server on an Azure VM instance with an Oracle database fully deployed
and running.

2. An Azure NetApp Files storage service capacity pool deployed in Azure that has capacity to meet the
database storage needs listed in hardware component section.

3. A secondary database server on an Azure VM instance that can be used for testing the cloning of an
Oracle database to an alternate host for the purpose of supporting a dev/test workload or any use
cases that requires a full data set of production Oracle database.

4. For additional information for Oracle database deployment on Azure NetApp Files and Azure compute
instance, see Oracle Database Deployment and Protection on Azure NetApp Files.

Onboarding to BlueXP preparation

1. Use the link NetApp BlueXP to sign up for BlueXP console access.

2. Create an Azure user account or an Active Directory service principle and grant permissions with role
in Azure portal for Azure connector deployment.

3. To set up BlueXP to manage Azure resources, add a BlueXP credential with details of an Active
Directory service principal that BlueXP can use to authenticate with Azure Active Directory (App client
ID), a client secret for the service principal application (Client Secret), and the Active Directory ID for
your organization (Tenant ID).

4. You also need the Azure virtual network, resources group, security group, an SSH key for VM access,
etc. ready for connector provisioning and database plugin installation.

Deploy a connector for SnapCenter services
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https://docs.netapp.com/us-en/netapp-solutions/databases/azure_ora_nfile_usecase.html
https://console.bluexp.netapp.com/

1. Login to the BlueXP console.

= Account v Workspace Connector v
M NetA| ( a )
PP BluexP rares Hw OO
& @ Canvas My working environments My estate HH o to Tabular View
o

+ Add Working Environment Enable Services @ Working Environments
Amazon 53
@ .@ 0 Buckets
.m Azure Blob Storage
20 storage Accounts.

Azure Blob Storage Amazon 53

20 0

Storage Accounts = Buckets aws
L & ~—

2. Click on Connector drop down arrow and Add Connector to launch the connector provisioning
workflow.

FINStAPp  BluexP . Account ‘ Workspace ‘ S | b ‘ﬂ‘ 0 e

Connectors Add Connector Manage Connectors
—_—

Q  Search BlueXP Connectors

[] acao-aws-connector Go to Local Ul 7

AWS | us-east-1 | m Inactive

[} AzureConnector Go to Local Ul 2

Azure | southcentralus | m Inactive

3. Choose your cloud provider (in this case, Microsoft Azure).
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Add BlueXP Connector

Provider

Choose the cloud provider where you want to run the BlueXP Connector:

=lﬂ st_ 3

Microsoft Azure Amazon Web Services Google Cloud Platform

Deploy the Connector on your premises 4

4. Skip the Permission, Authentication, and Networking steps if you already have them set up in your
Azure account. If not, you must configure these before proceeding. From here, you could also retrieve
the permissions for the Azure policy that is referenced in the previous section "Onboarding to BlueXP

preparation.”



Add BlueXP Connector - Azure X

Deploying a BlueXP Connector

The BlueXP Connecter is a crucial component for the day-to-day use of BlueXP.
It's used to connect BlueXP’s services to your hybrid-cloud environments.

The BlueXP Connector can then manage the resources and processes within your public cloud environment.

Before you begin the deployment process, ensure that you have completed the required preparations. This guide

will enable you to focus on the minimum requirements for BlueXP Connector installation.

Permissions Authentication Networking

Ensure that the Azure user or Choose between two methods: an Ensure that you have details on the
service principal you've provided Azure user account or an VNet and subnet in which the

has sufficient permissions Active Directory service principal BlueXP Connector will reside

Skip to Deployment

Previous Continue

5. Click on Skip to Deployment to configure your connector Virtual Machine Authentication. Add the
SSH key pair you have created in Azure resource group during onboarding to BlueXP preparation for
connector OS authentication.



Add BlueXP Connector - Azure More Information X

° VM Authentication @ Details @ MNetwork @ Security Group @ Review

Virtual Machine Authentication

You are logged in with Azure user: acac@netapp.com g7 | Tenant:  Hybrid Cloud TME ~

Subsecription

Authentication Method

‘ Hybrid Cloud TME Origrem . ‘
Location O Password (® Public Key
‘ South Central US - ‘
User Name
Resource Group ‘ azureuser |
O Create New (® Use Existing Enter SSH Public Key @

‘ -—-—BEGIN RSA PRIVATE KEY--— MIIGSAIBAAKCA... |

Resource Group

ANFAVSRG - ‘

Previout “ .

6. Provide a name for the connector instance, select Create and accept default Role Name under
Details, and choose the subscription for the Azure account.

Add BlueXP Connector - Azure More Information X

@ VM Authentication ° Details @ Network @ Security Group @ Review

Details

Connector Instance Name o

‘ AzureConnector Connector Role

(®) Create O Attach existing O Manual

Role Name

@ Add Tags to Connector Instance
BlueXP Operator-5519248

Subscriptions to apply with the role

Hybrid Cloud TME Onprem

ext



7. Configure networking with the proper VNet, Subnet, and disable Public IP but ensure that the
connector has the internet access in your Azure environment.

Add BlueXP Connector - Azure More Information

@ VM Authentication @ Details e Network @ Security Group @ Review

Network
Connectivity Proxy Configuration (Opticnal)
VNet HTTP Proxy
ANFAVSVal
Subnet
Define Credentials for this Proxy ~
VM_Sub
Uplead a root certificate ~
Public IP
Disable

Notice: Ensure that the subnet has internet connectivity
through a NAT device or proxy server so that the Connector
can communicate with Azure services.

Previous “

8. Configure the Security Group for the connector that allows HTTP, HTTPS, and SSH access.

o
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Add BlueXP Connector - Azure More Information X

@ VM Authentication @ Details @ Network o Security Group @ Review

Security Group

The security group must allow inbound HTTP, HTTPS and S5H access.

Assign a security group: @ Create a new security group O Select an existing security group

HTTP (Port 80) HTTPS {Port 443) SSH (Port 22)
Source Type Source Type Source Type
Anywhere Anywhere Anywhere

s “ .

9. Review the summary page and click Add to start connector creation. It generally takes about 10 mins
to complete deployment. Once completed, the connector instance VM appears in the Azure portal.



Add BlueXP Connector - Azure More Information X

@ VM Authentication @ Details @ Netwaork @ Security Group e Review

Review
Code for Terraform Automation
BlueXP Connector Name  AzureConnector
Subscription Hybrid Cloud TME Onprem
Location South Central US
Resource Group Existing - ANFAVSRG
Role New - BlueXP Operator-5519248

Authentication Method Password (user: azureuser)

VNet ANFAVSVal

Subnet VM_Sub

Public IP Enable

Proxy None

Security Group HTTP: 0.0.0.0/0, HTTPS: 0.0.0.0/0, S5H: 0.0.0.0/0

[ e | Q

10. After the connector is deployed, the newly created connector appears under Connector drop-down.

5 o Account >, Workspace Comnector
NetA| Q. Bluexp search ) b
FINetApp  Bluexp M S B ) Automation-te... Azure-DB AzureConnector a o e
- @ Canvas My working environments My estate 8 6o to Tabular View
©

+ Add Working Environment £ Endbla services: @ Working Environments
. Amazon $3
> @ 0 Buckets
.& Azure Blob Storage
20 storage Accounts

Azure 8lob Storage ‘Amazon 53

20 [

Storage Accounts Gl Buckets aws
[} ~abe'=

Define a credential in BlueXP for Azure resources access
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1. Click on setting icon on top right corner of BlueXP console to open Account credentials page, click
Add credentials to start credential configuration workflow.

M NetApp BlueXP Account ‘ b ‘} 0 e

Connector Settings
Timeline
Software Update
HTTPS Setup

Alerts and Notifications Settings

2. Choose credential location as - Microsoft Azure - BlueXP.

I NetApp  BlueXP

& Add Credentials X

Choose Credentials Location

" o aws

o Microsoft Azure Amazon Web Services

Choose how to associate the credentials @

3. Define Azure credentials with proper Client Secret, Client ID, and Tenant ID, which should have
been gathered during previous BlueXP onboarding process.
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M NetApp BluexP

Connector

& . Add Credentials

4. Review and Add.

Define Microsoft Azure Credentials

Learn more about Azure application credentials

Cradentials Name @  Client Secrat

Azure_Hybrid TME

Application (client) ID Directory (tenant) ID

2fbcobes-a259-4539-bbS 7-036b17675c, 9bb0aab6-5c98-419b-9cfd-7a38bdAT...

I have verified that the Azure role assigned to the Active Directory service principal matches
BlueXP policy requirements.

Previeus “

AzureConnector

-G

image::snapctr_svcs_credential_04-azure.png["Screenshot showing this step in the GUI."]

5. You may also need to associate a Marketplace Subscription with the credential.

image::snapctr_svcs_credential_05-azure.png["Screenshot showing this step in the GUL."]

SnapCenter services setup
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With the Azure credential configured, SnapCenter services can now be set up with the following
procedures:

1. Back to Canvas page, from My Working Environment click Add working Environment to discover
Azure NetApp Files deployed in Azure.

4 N Account Connector L
NetA| ( Q BluexpSearch ) b
n et PP BlueXP A B =waip A Automation-te.. AzureConnector ﬁ e 9
& ©) canvas My working environments My estate B Go to Tabular View
©

+ Add Working Environment - O Enable Services @ Working Environments
. Amazon $3
Lo @ 0 Buckets
Azure Blob Storage
.@ 20 storage Accounts

Azure Blob Storage Amazon 53

20 [
Storage Accounts 1] Buckets aws

2. Choose Microsoft Azure as the location and click on Discover.

NI NetApp  BlueXxp Cavmosan ) o [ | wome | o | o @ ©
& Add Working Environment Choose a Location X
L]
aws 2 =

v

Amazon Web Services Google Cloud Platform On-Premis
>

Select Type

®

Azure NetApp Files

® ©®© ©

®

Kubernetes Cluster

3. Name Working Environment and choose Credential Name created in previous section, and click
Continue.



AzureConnector

M NetApp  BlueXP Account Connector v ‘ @ 5 @ O

- s 5 4
Add Azure NetApp Files Wizard zure NetApp Files Details
®
@ sk

4 Azure NetApp Files Credentials @ How to get the credentials

L]
Working Environment Name » Create an Azure AD client that meets the required
f permissions

® | AaureNfie

» Enter credentials on eredentials Page

o Application (client) ID - The ID of an Active Directory service
Select the credentials that provides BlueXP with the principal that BlueXP can use to authenticate with Azure
permissions that it needs to manage ANF. Active Directary,

Client Secret - The value of a client secret for the service

principal application.
Credentials Name

Directory (tenant) ID - The Active Directory ID for your
Azure nfile
organization. This is sometimes referred to as a Tenant ID.

To learn more about Azure NetApp Files, click here

To add 2 new set of credential. go to the Cragentials Page

4. BlueXP console returns to My working environments and discovered Azure NetApp Files from
Azure now appears on Canvas.

Azure Biob Storage
20 storage Accounts

Amazon 53

aws

Azure Blob Storage

20

5. Click on Azure NetApp Files icon, then Enter Working Environment to view Oracle database
volumes deployed in Azure NetApp Files storage.

H Go to Tabular View

Account ‘Workspace " ‘Connector vl
N
n e'App BlueXP Automatio Azure-DB AzureConnector
& @ Canvas My working environments My estate
© :
+ Add Working Environment 20 Enable services © Working Environments
L J
@ 1 Azure NetApp Files
> 7.087i8 Provisioned Capacity
@ Amazon 53
Aaurehe @
Azure Nethpp Files 0 Buckets
- zure NetApp File:
.
16 7.08 Tie
Volumes Capacity T
[

o
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M NetApp  BlueXP

(_ Q Buexpsearch )

Account

Automation-tear

e Workspace v Connector v
e | oo v | % @ ©

- . S
Azure NetApp Files | AzureNfile
©
L/ —] o
= 0ra01-u01 B AVAILABLE +++ .- 0ra01-u02 B AVAILABLE
= ]
o
INFO CAPACITY. INFO CAPACITY
" 0GB moGE
® Premium Used Capacity Premium jsed Caps
South Central U 100.0 GiB South Central US
Provisioned
" NFsy NESi3
2
= =
= =
= 0ra01-u03 m AVAILABLE - test B AVAILABLE
= =
INFO capaciTy INFO capaciTy
= oG8 moGis
Premium Used Ca Standard Used Capscity
South Central US Germany West Central 8
4
NES NFsi3
= =
N testrepldemo ® AVAILABLE W testrepldemoCLONETEST ® AVAILABLE

. From the left-hand sidebar of the console, hover your mouse over the protection icon, and then click
Protection > Applications to open the Applications launch page. Click Discover Applications.

= PR
-

. BlueXP backup and recovery for

o Enterprise Applications i o ]

L Integrated Data protection & Copy management L] ——

service for on-premises and cloud workioads

Doy Applraess,

= ® )

Streamlined data management Save thine & resources Protect dota n minutes

7. Select Cloud Native as the application source type.



M NetApp BlueXP

( Q suexpsearsn )

F
Select Application Source Type
©
Select the application source type that you want to manage.
v
> —
=T .

® Hybrid Cloud Native

Applications hosted within your Applications that are hosted and run in
g organization's infrastructure. the cloud using AWS, Azure, GCP, etc.,

o

8. Choose Oracle for the application type, click on Next to open host details page.

FINetApp  Bluexp ( \ Account v ‘ Workspace v ‘ Connector

o V| % @ ©

Automation-team Aeure DB

Discover Applications

Select Application Type

s ORACLE EITHANAY)

d Oracle SAP HANA

(=)

9. Select Using SSH and provide the Oracle Azure VM details such as IP address, Connector, Azure
VM management Username such as azureuser. Click on Add SSH Private Key to paste in the SSH

key pair that you used to deploy the Oracle Azure VM. You will also be prompted to confirm the
fingerprint.

61



62

Account Workspace
Azure DB

M NetApp BlueXP

Connector

| o @ ©

& Discover Applications @ tostoeraits (D) configuration  (3) Review
©
Select host type
v
Brovide the Following details to'add Hostand discoverapplications
<>
® Host Installation Type O Manual ® Using ssH

HostFQDN or 1P Connector
‘ 172.30.137.142 ‘ ‘ AzureConnector -
Username

Aipalaes: ‘ (3) Add ssH Private Key Optional
SSH Port Plugin Port
‘ 2 ‘ ‘ 8145

Previous Next

Validate fingerprint

Algorithm ssh-rsa

Fingerprint AAAAE2V]ZHNALXNoYTItbmizdHAYNTYAAAAIbmIzdHAYNTYAAAB... ()

8y proceeding further, | confirm that the above fingerprint for host is valid.

10. Move on to next Configuration page to setup sudoer access on Oracle Azure VM.




M NetApp  BluexP ( Q suerpsearch )

& Discover Applications (@ Hostetails @) Configuration  (3) Review
®
Configuration
.
Follow the steps to make sure all the configuration expectations are met

>

® 1. Configure sudoer access for "azureuser”.

1. Log into the application host.
o

2. Create following file /etc/sudoers.d/snapcenter with the following content,

#

# LINUX
#

I have configured sudo access for "azureuser" as per the above steps.

o

11. Review and click on Discover Applications to install a plugin on the Oracle Azure VM and discover
Oracle database on the VM in one step.

= Account L \Workspace S Connector -
)
MNetapp B> ) LM | ST 0% 00
& Discover Applications (@) Hostpetais () configuration @) Review
L4
Review
9
Follow the steps to make sure allthe configuration expectations are met.
>
Host Detals Configurations
®
Host Installation Type SsH
o

172.30.137.142

o AaureConnector
User name (Sudo) azureuser
lug-in Port 8145
SSH Port 22
Fingerprint AAAAE2VjZHNhLXNOYTItbmizdHAYNTYAAAAIbmIZAH. .
Key Type ecdsa-sha2-nistp256

12. Discovered Oracle databases on Azure VM are added to Applications, and the Applications page
lists the number of hosts and Oracle databases within the environment. The database Protection
Status initially shows as Unprotected.
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MINetApp  Bluexp (_ Q Bluexp search

& @ Backup and recovery Volumes ~ Restore  Applications  Virtual Machines  Kubernetes  Job Monitoring ~ Reports
L]
v
‘ Cloud Native - ‘ ‘ Oracle v ‘
<>
® Application Protection

0o 0o
. E 3 oo 3 ao 0 90 3
. Hosts ORACLE Clone Protected Unprotected

3 Databases

Filter By (oWl  Vanage Databases | v Settings

v

Name ~ | HostName | Policy Name | Protection Status Sl
NTAP 172.30.137.142 Unprotected
db1 172.30.15.99 Unprotected
dbitst 1723015124 Unprotected

1-30f3 <« <-> >

This completes the initial setup of SnapCenter services for Oracle. The next three sections of this
document describe Oracle database backup, restore, and clone operations.

Oracle database backup
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1. Our test Oracle database in Azure VM is configured with three volumes with an aggregate total
storage about 1.6 TiB. This gives context about the timing for the snapshot backup, restore, and clone
of a database of this size.

[oraclelRacao-orall ~]$ df -h

Filesystem Size Used Avail Use$% Mounted on
devtmpfs 7.9G 0 7.9G % /dev

tmpfs 7.9G 0 7.9G % /dev/shm

tmpfs 7.9G 17M 7.9G 1% /run

tmpfs 7.9G 0 7.9G % /sys/fs/cgroup

/dev/mapper/rootvg-rootlv 40G 236 156 62% /
/dev/mapper/rootvg-usrlv 9.86 1.6G 7.7G 18% /usr
/dev/sda?2 496M 115M 381M 24% /boot
/dev/mapper/rootvg-varlv 7.96 787M 6.7G 11% /var
/dev/mapper/rootvg-homelv 976M 323M 586M 36% /home
/dev/mapper/rootvg-optlv 2.0 9.e6M 1.8G 1% /opt
/dev/mapper/rootvg-tmplv 2.0G 22M 1.8G % /tmp
/dev/sdal 500M 6.8M 493M % /boot/efi
172.30.136.68:/0ora01-u01 100G 23G 78G 23% /u01l
172.30.136.68:/0ra01-u03 500G 117G 384G 24% /u03
172.30.136.68:/ora01-u02 1000G 804G 197G 81% /u02
tmpfs 1.6G 0 1.6G % /run/user/1000

[oracle@acao-orall ~]1$

1. To protect database, click the three dots next to the database Protection Status, and then click
Assign Policy to view the default preloaded or user defined database protection policies that can be
applied to your Oracle databases. Under Settings - Policies, you have option to create your own
policy with a customized backup frequency and backup data-retention window.



Account Workspace ~ ‘Connector v
FINetApp  BluexP 3

Automatio Azure-DB AzureConnector
- @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitering Reports.
©
v

‘ Cloud Native - ‘ | Oradle - ‘
L~
® Application Protection

0o 0o

° 4 oo 3 0o 0 Q90 3
s Hosts ORACLE Clone Protected Unprotected

3 Databases

Filter By Q I Settings v
Name ~ | HostName | Policy Name
NTAP 172.30.137.142 Unprotected o
: View Details
db1 172.30.15.99 Unprotected
dbltst 172:30.15.124

Unprotected

2. When you are happy with the policy configuration, you can then Assign your policy of choice to
protect the database.

FINetApp  Bluexp Account Workspace v ‘ Connector v

Automatio Azure-DB

AzureConnector

&' @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring Reports

Applications > Assign Policy

Assign Policy

Assign a policy to start taking backups of the database "NTAP"

® 4 policies

-4 | Policy Name ~ | Backup Type Schedules

Daily: Repeats Every 1 Day, Keeps 14 copies
Weekly: Repeats Every Fri, Keeps 4 copies
Monthly: Repeats Every 15t Day of Jan, Feb, Mar, Apr. May., Jun. Jul, Aug, Sep. C

Oracle Full Backup for Bronze FullBackup

Hourly: Repeats Every 6 Hrs, Keeps 16 copies

Daily: Repeats Every 1 Day, Keeps 30 copies

Oracle Full Backup for Gold FullBackup 7 e D/ Py e P
Weekly: Repeats Every Fri, Keeps 4 copies
Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, C
Hourly: Repeats Every 12 Hrs, Keeps 6 copies
Daily: Repeats Every 1 Day, Keeps 14 copies

Oracle Full Backup for Silver FullBackup - Rep: Ty 1 Day, Keep: P
Weekly: Repeats Every Fri, Keeps 4 copies
Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May. Jun, jul, Aug, Sep, C

Q my_full_bkup FullBackup Hourly: Repeats Every & Hrs, Keeps 3 Days

1a0rs | < <[l ~

3. After the policy is applied, the database protection status changed to Protected with a green check
mark. BlueXP executes the snapshot backup according to the schedule defined. In addition, ON-
Demand Backup is available from the three-dot drop down menu as shown below.



Account Workspace ™
Automation Asure-DB AzureConnector

NetApp  Bluexp

- @ Backup and recovery Volumes Restare Applications Virtual Machines Kubernetes Job Monitoring Reports

‘ Cloud Native b ‘ Oracle b ‘

D

Application Protection

3 si=l 3 ==} 0 @1 2

. Hosts ORACLE Clone Protected Unprotected

3 Databases

Filter By [o8  Manage Databases | v Settings v

Name Host Name licy Name rotection Status |

NTAP 172.30.127.142 £ my_full_bkup @ Protected e
View Details

db1 172.30.15.99 Unprotectet
0On-Demand Backup
e

dbitst 172.30.15.124 uUnprotecte( Assign Policy
Un-assign Policy -

> | >

Restore

4. From Job Monitoring tab, backup job details can be viewed. Our test results showed that it took
about 4 minutes to backup an Oracle database about 1.6 TiB.

NetApp  Bluexp prrmo e N
- @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring Reports
© Job Monitoring > Job Name: Backup of NTAP oracle database on host 172.30.137.142 with policy my._full bkup and schedule Hourly
v Job Name: Backup of NTAP oracle database on host 172.30.137.142 with policy my_full_bkup and schedule H...

Job Id: 61a12139-330e-4390-bcaB-e7d 15680869¢

. © © © o

9

o Other Jul 112023, 2:17:53 pm Jul 112023, 2:21:38 pm ® success
Job Type Start Time End Time Job Status
Sub-Jobs(17) Collapse All ~
Job Name 2| JobiD < | StartTime % | EndTime % | Duration = e

Backup of NTAP oracle database on host 17230 (J 61a12139-330e-4390-be..  Jul 11 2023, 217:53 pm Jul 112023, 22138 pm

Applying Retention () 27ffad5f-68f0-4880-343...  Jul 11 2023, 2:21:38 pm Jul 112023, 221:38 pm 0 Second
Performing cleanup after backup 7 074c0689-097e-41aa-ac. Jul 11 2023, 2:21:36 pm Jul 112023, 2:21:38 pm 2 Seconds
Finalizing Oracle database log backup ) 348189d3-90b5-4cce-97..  Jul 11 2023, 221:36 pm Jul 112023, 2:2136 pm 0 Second

5. From three-dot drop down menu View Details, you can view the backup sets created from snapshot
backup.
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NetApp  Bluexp Account Workspace Connector v

Automatio Azure-DB AzureConnector

) @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring Reports
©
L J

| Cloud Native b ‘ ‘ Oracle v ‘
@
® Application Protection

00 00

H E 4 g 3 g O s !
e Hosts ORACLE Clone Protected Unprotected

3 Databases

Name ~ | HostnName | Policy Name | Protection status Sl

NTAP 172.30.137.142 £ my_full_bkup @ Protected P
View Details

db1 172.30.15.99 € my_full_bkup @ Protected | s—
On-Demand Backup

dbitst 172.30.15.124 Unprotecte( Assign Policy
Un-assign Policy -
Restore

6. Database backup details include the Backup Name, Backup Type, SCN, RMAN Catalog, and
Backup Time. A backup set contains application-consistent snapshots for data volume and log
volume respectively. A log volume snapshot takes place right after a database data volume snapshot.
You could apply a filter if you are looking for a particular backup in the backup list.

4 \ Account v Workspace Connector v
Q Bluex b
FINetApp  BluexP e P Automation-te... ‘ Azure-DB | AzureConnector | Q 0 e
- @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Menitoring Reports
o Applications > Database Details
v Database Details
o NTAP @ Protected my_full_bkup atabasETipe
Database Name Fraection Policy Names
®
172.30.137.142 ANF Unreachable zEHIu7vkdyaBnujcx|IbkKELKVXToyNiclients
LH Host Name Host Storage Database Version Connector Id
Disabled
Clones Parent Database RMAN Catalog RMAN catalog repository
14 Backups
Filter By Q| select Timeframe ¥
Backup Name RMAN Catalog | Backup Time
my_full_bkup_Hourly_NTAP_2023_07_13_12_04_28 8376... Log 29192187 Not Cataloged Jul 13, 2023, 8:06:22 am Delete
my_full_bkup_Hourly_NTAP_2023_07_13_12_03_07_4363... Data 29192136 Not Cataloged Jul 13,2023, 8:03:40 am Delete
my_full_bkup_Hourly_NTAP_2023_07_13_06_04_28 5618... Log 29178022 Not Cataloged Jul 13,2023, 2:05:50 am Delete
my_full_bkup_Hourly_NTAP_2023_07_13_06_03_03_6371... Data 29177972 Not Cataloged Jul 13,2023, 2:03:43 am Delete

Oracle database restore and recovery
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1. For a database restore, click the three-dot drop down menu for the particular database to be restored
in Applications, then click Restore to initiate database restore and recovery workflow.

™ Account ~ Works v Connects v
M NetApp  BlueXP ( Q Bluexp search ) e | vy ‘ gz ‘

Automation-te.. Azure-DB AzureConnector

- Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring Reports
©
v

Cloud Native v ‘ Oracle v ‘

Application Protection

[~]
E4 = 3 =) 0 02 1
Hosts

® ORACLE Clone Protected Unprotected

3 Databases

Filter By Q Manage Databases | V. Settings Iy

Name ~ | HostName | Policy Name | Protection Status =8|

NTAP 172.30.137.142 £ my_full_bkup @ Frotected wos
View Details

db1 172.30.15.99 £ my_full_bkup @ Protected
0On-Demand Backup

dbitst 172.30.15.124 Unprotectel Assign Policy
Un-assign Policy -

> | >

Restore

2. Choose your Restore Point by time stamp. Each time stamp in the list represents an available
database backup set.

Mo a o\ Account ~ Workspace Connector
(e s )
FINEtAPD  Bluex Cameosen ) 2, | s T | % @ O
& Restore "NTAP" @ restore pointand Location (2 configuration  (3) Review
©
Restore Point and Location
A4
Specify the restore point to which the database should to be restored.
o
® Restore Point

Jul 13, 2023, 8:03:40 am -

Jul 13, 2023, 8:03:40 am
Jul 13, 2023, 2:03:43am
Jul 12, 2023, 8:03:41 pm
Jul 12, 2023, 2:03:32 pm

Jul 12, 2023, 2:03:31 am

Tocation focation

Previous

3. Choose your Restore Location to original location for an Oracle database in place restore and
recovery.
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M NetApp  BlueXP

® Restore "NTAP" © restorc pointand Location  (2) configuration (3) Review
©
v Restore Point and Location
Specify the restore point to which the database should to be restored.

>
(c] Restore Point

Jul 13,2023, 803:40am -
a2 L )

Restore to original Restore to alternate
location location

et Q

4. Define your Restore Scope, and Recovery Scope. All Logs mean a full recovery up to date including
current logs.

Account Workspace v Comnector ¥
I NetA, BlueXP Search b
StAPP  Blucxp SmspeEm ) i &« @ 6

& Restore "NTAP" (2) Restore point and Location © configuration (3) review
L
\ Restore Scope @@ i DataFiles

Data Files Restore
>

Control Files
® Control Files Restore

@ Database state will be changed if needed for restore and recovery.
o

o

Recovery Scope @ All Logs O until System Change Number ~ ODate and Time O No Recovery

External Archive log locations @ | /mt/log_location

Open the database or the container database in READ-WRITE mode after recovery.

5. Review and Restore to start database restore and recovery.



M NetApp  BlueXP m‘ Account Workspace Connector v | ! 5 0 0

Automation-te. Azure-DB AzureConnector

& Restore "NTAP" () Restore pointand Location (&) configuration @) Review
©
v Review
o
my_full_bkup_Hourly_NTAP_2023_07_13_12_03_07_43633.0
e All Data Files
All Logs

Q

6. From the Job Monitoring tab, we observed that it took 2 minutes to run a full database restore and
recovery up to date.

FINetApp  BluexP BlueXP Search i 5 ‘ Nehean ‘ il ‘ QD &4 © 0

Automation-te. Azure-DB AzureConnector

@ Backup and recovery Volumes ~ Restore  Applications  Virtual Machines ~ Kubernetes  Job Monitoring  Reports
© Job Monitoring > Job Names Restore for Oracle Database NTAP using backup name my full bkup_Hourly NTAP 2023 07 13 12 03 07 43633 0
v Job Name: Restore for Oracle Database NTAP using backup name my_full_bkup_Hourly NTAP_2023 07 13_12...

Job Id: 80882740-952d-4acd-b368-912791830256

° © o © @

Other Jul 13 2023, 1037:42 am Jul 13 2023, 10:39:15 am © Success
Job Type Start Time End Time Job Status
Sub-Jobs(6) Collapse All ~
Job Name < | JobiD + | start Time < | EndTime < | Duration < e

Restore for Oracle Database NTAP using backu.. (7 80B82740-952d-dacd-b... Jul 13 2023, 10:37:42 am Jul 13 2023, 10

Post Restore Cleanup 7' 0533d58b-7750-40c1-a... Jul 13 2023, 10:3%:14 am Jul 13 2023, 10:3%:15 am 1 Second
Post Restare T 64262431-041c-4c21-8d. Jul 13 2023, Jul 13 2023, 10:39:14 am 26 Seconds
Restore 1 918ad669-af04-417e-89, Jul 13 2023, 10:38:24 am Jul 13 2023, 10:38:48 am 24 Seconds

Oracle database clone
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Database clone procedures are similar to restore but to an alternate Azure VM with identical Oracle
software stack pre-installed and configured.

@ Ensure that your Azure NetApp File storage has sufficient capacity for a cloned database

the same size as the primary database to be cloned. The alternate Azure VM has been
added to Applications.

1. Click the three-dot drop down menu for the particular database to be cloned in Applications, then
click Restore to initiate clone workflow.

FINetApp BlueXP

( Q Bluexpsearch )

Automation-te.. Azure-DB AzureConnector

Account ~ | Workspace ¥ ‘ Connector ¥ ‘

& Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring Reports
v
v

‘ Cloud Native v ‘ ‘ Qracle v

Application Protection

- [ - B & 0 02 1
Hosts

ORACLE Clone Protected Unprotected

3 Databases

Filter By Q Manage Databiases | ¥ Settings Iv

Name ~ | HostName | Policy Name | Protection status )

NTAP 172.30.137.142 € my_full_bkup @ Protected
View Details

db1 172.30.15.99 £ my_full_bkup @ Protected
0On-Demand Backup

db1tst 172.30.15.124 Unprotectet Assign Policy
Un-assign Policy .

1 S

Restore

2. Select the Restore Point and check the Restore to alternate location.

a ™ Account v Workspace v [
FINetApD  Bluckp Camwsmn ) o™ | e e | 0% @ ©
- Restore "NTAP" @ restore Point and Location (@) configuration (3) Review
°
o Restore Point and Location

Specify the restore point to which the database should to be restored.

L]
®

Restore Point

Jul 13, 2023, 8:03:40 am - ‘

S s °

Restore to original Restore to alternate
location location

3. In the next Configuration page, set alternate Host, new database SID, and Oracle Home as



configured at alternate Azure VM.

Account Connector

M NetApp  BluexP

Automatior AzureConnector

& Restore "NTAP" (©) Restore Pointand Location @) configuration  (3) Review
A4
. Configuration
Specify the alternate host details on which the database wil be restored and throughput.

[~
® Host s

‘172.30137147 v| ‘ NTAPT
-

Oradle Home Database Credentials Optional

‘ /u01/app/oracle/product/19.0.0/clone

| @ Add Credential

Maximum storage throughput (Mi/s) optional

‘ Enter throughput (1-4500) |

4. Review General page shows the details of cloned database such as SID, alternate host, data file
locations, recovery scope etc.

SR e || e | e [ @
L Restore "NTAP" (©) restore pointand Location () configuration (@) Review

L

v Review

o General Database parameters

® Backup Name my_full_bkup_Hourly_NTAP_2023_07_13.12_03_07_43633.0

- sD NTAP1

172.30.137.147

/102 NTAP1

/u02_NTAP1/NTAP1/control/control01.ctl

RedoGroup = 1 TotalSize = 1024 Path = /u02_NTAP1/NTAP1/redolog/redo01_01.log
RedoGroup = 2 TotalSize = 1024 Path = /u02_NTAP1/NTAP1/redolog/red002_01.log
RedoGroup = 3 TotalSize = 1024 Path = /u02_NTAP1/NTAP1/redolog/redo03_01.log

Until cancel using selected backup's archive logs

Jul 13, 2023, 8:03:40 am

Alternate Location

Previous Restore

5. Review Database parameters page shows the details of cloned database configuration as well as
some database parameters setting.

o

(2]

o
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FINEtAPP  BlueXp Account Workspace ™ Connector v ‘ @ a o e

Automatior Azure-DB AzureConnector

& Restore "NTAP" (©) restorepointand Location () configuration @) Review
o
. Review
> General Database parameters
@ None
o

Oracle nome u01/app/oracle/product/19.0.0/clone

Oradle 05 user oracle

oinstall

audit_file_dest = /u01/app/oracle/admin/NTAP/adump_NTAP1
audit_trail = DB

open_cursors =300

pga_aggregate_target in mb =512

processes =320

remote_login_passwordfile = EXCLUSIVE

sga_target in.mb = 9216

undo_tablespace = UNDOTBS1

Previous Restore .

6. Monitor the cloning job status from the Job Monitoring tab, we observed that it took 8 minutes to
clone a 1.6 TiB Oracle database.

Account b2 ‘Workspace » Connector
Automation-t Azure-DB AzureConnector
& @ Backup and recovery Volumes ~ Restore  Applications  Virtual Machines Kubemetes  Job Monitoring  Reports
o Job Monitoring > Job Name: Restore Oracle Database NTAP as NTAPT on host 172.30.137.147 using backup my full bkup_Hourly NTAP_2023 07 13_12 03 07 43633 0
v Job Name: Restore Oracle Database NTAP as NTAP1 on host 172.30.137.147 using backup my_full_bkup_Hourl...
Job Id: 7a187d5a-7Te-461a-83b3-48e37fbfB90F
@
. © © © L
o Other Jul 13 2023, 1:05:02 pm Jul 13 2023, 11315 pm © Success
* Job Type Start Time End Time Job Status
Sub-Jobs(6) Collapse All A
Job Name ~ | JobID ~ | startTime ~ | EndTime + | Duration = 0

Restore Oracle Database NTAP as NTAP1 on ho... O 7a187d5a-7f7e-4612-83..  Jul 13 2023, 1:05:02 pm Jul 13 2023, 1:13:15 pm
Collect the restore database job logs of... ) bc9342a-5777-4262-B... Jul 13 2023, 1:13:14 pm Jul 132023, 1:13:14 pm 0 Second
Register the restored database metadata D 15aefb90-b21b-4187-b0..  Jul 13 2023, 1:12:30 pm Jul 13 2023, 1:12:30 pm 0 Second
Remove the temporary storage of the |.. T cc106b9-7555-46¢8-9c... Jul13 2023, 1:12:30 pm Jul 13 2023, 1:13:14 pm 44 Seconds

7. Validate the cloned database in BlueXP Applications page that showed the cloned database was
immediately registered with BlueXP.



FINetApp BlueXP

BlueXp Search

Account

~

Automation-te...

Workspace
Azure-DB

Connector g a o e
AzureConnector

& @ Backup and recovery

Job Monitoring

Volumes Restore Applications Virtual Machines Kubernetes
v
L
[coanane = W] e =
[~
]
0o ao
. E 4 2l 4 o, O
s Hosts ORACLE Clone
4 Databases
Filter By
Name Host Name | Policy Name
NTAP 172.30.137.142 £ my_full_bkup
172.30.137.147
db1 172.30.15.99 £ my_full_bkup
dbitst 172.30.15.124

Q

Reports

Application Protection

%2

Protected

Manage Databases

| Protection Status

@ Protected

Unprotected

@ Protected

Unprotected

[

2

Unprotected

8. Validate the cloned database on the Oracle Azure VM that showed the cloned database was running

as expected.
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This completes the demonstration of an Oracle database backup, restore, and clone in Azure with NetApp
BlueXP console using SnapCenter Service.

Additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

» Set up and administer BlueXP
https://docs.netapp.com/us-en/cloud-manager-setup-admin/index.html

* BlueXP backup and recovery documentation
https://docs.netapp.com/us-en/cloud-manager-backup-restore/index.html

* Azure NetApp Files
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https://docs.netapp.com/us-en/cloud-manager-setup-admin/index.htmll
https://docs.netapp.com/us-en/cloud-manager-backup-restore/index.html

https://azure.microsoft.com/en-us/products/netapp
» Get started with Azure

https://azure.microsoft.com/en-us/get-started/

TR-4964: Oracle Database backup, restore and clone with
SnapCenter Services - AWS

This solution provides overview and details for Oracle database backup, restore, clone
using NetApp SnapCenter SaaS using BlueXP console in Azure cloud.

Allen Cao, Niyaz Mohamed, NetApp

Purpose

SnapCenter Services is the SaaS version of the classic SnapCenter database management Ul tool that is
available through the NetApp BlueXP cloud management console. It is an integral part of the NetApp cloud-
backup, data-protection offering for databases such as Oracle and HANA running on NetApp cloud storage.
This SaaS-based service simplifies traditional SnapCenter standalone server deployment that generally
requires a Windows server operating in a Windows domain environment.

In this documentation, we demonstrate how you can set up SnapCenter Services to backup, restore, and clone
Oracle databases deployed to Amazon FSx for ONTAP storage and EC2 compute instances. Although it is
much easier to set up and use, SnapCenter Services deliver key functionalities that are available in the legacy
SnapCenter Ul tool.

This solution addresses the following use cases:

» Database backup with snapshots for Oracle databases hosted in Amazon FSx for ONTAP
* Oracle database recovery in the case of a failure

» Fast and storage-efficient cloning of primary databases for a dev/test environment or other use cases

Audience
This solution is intended for the following audiences:

» The DBA who manages Oracle databases running on Amazon FSx for ONTAP storage

* The solution architect who is interested in testing Oracle database backup, restore, and clone in the public
AWS cloud

* The storage administrator who supports and manages the Amazon FSx for ONTAP storage

» The application owner who owns applications that are deployed to Amazon FSx for ONTAP storage

Solution test and validation environment

The testing and validation of this solution was performed in an AWS FSx and EC2 environment that might not
match the final deployment environment. For more information, see the section Key factors for deployment
consideration.
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Architecture

Cloud Backup for

Applications Ul

" /
\
\ f /
\ / f
| { |
I 1 > \
/ f {
r J LY
y /

\
I. w 1 |
—— \ B (] | SnapGenter Plug-In for Oracle | | snapCenter Plug-in for HANA | |
h R, ' 2| 2| & ; : )
N, = o W
8 E| = oRACLE EHana
» g — DATABASE DATABASE
o = \
('8 L :
/ A\
=y — e . -—-""1
______ . SO, SRR, . M. .. I
: Database Volumes | I' Database Volumes ‘| Database Volumes \u
| (] | 1 (]
[ I I
| | | :
I I
I b1 Cloud Volumes ONTAP ) Azure NetApp Flies !

Amazon FSx for NetApp ONTAP

This image provides a detailed picture of BlueXP backup and recovery for applications within the BlueXP

console, including the Ul, the connector, and the resources it manages.

Hardware and software components

Hardware

FSx ONTAP storage Current version offered by AWS

EC2 instance for compute t2.xlarge/4vCPU/16G

Software

RedHat Linux RHEL-8.6.0_HVM-20220503-

x86_64-2-Hourly2-GP2

Oracle Grid Infrastructure Version 19.18

Version 19.18

Oracle Database

Oracle OPatch Version 12.2.0.1.36
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One FSx HA cluster in the same
VPC and availability zone

Two EC2 T2 xlarge EC2 instances,
one as primary DB server and the
other as clone DB server

Deployed RedHat subscription for
testing

Applied RU patch
p34762026_190000_Linux-x86-
64.zip

Applied RU patch
p34765931_190000_Linux-x86-
64.zip

Latest patch
p6880880_190000_Linux-x86-
64.zip



SnapCenter Service Version v2.3.1.2324

Key factors for deployment consideration

» Connector to be deployed in the same VPC as database and FSx. When possible, the connector
should be deployed in the same AWS VPC, which enables connectivity to the FSx storage and the EC2
compute instance.

* An AWS IAM policy created for SnapCenter connector. The policy in JSON format is available in the
detailed SnapCenter service documentation. When you launch connector deployment with the BlueXP
console, you are also prompted to set up the prerequisites with details of required permission in JSON
format. The policy should be assigned to the AWS user account that owns the connector.

* The AWS account access key and the SSH key pair created in the AWS account. The SSH key pair is
assigned to the ec2-user for logging into the connector host and then deploying a database plug-in to the
EC2 DB server host. The access key grants permission for provisioning the required connector with IAM
policy above.

* A credential added to the BlueXP console setting. To add Amazon FSx for ONTAP to the BlueXP
working environment, a credential that grants BlueXP permissions to access Amazon FSx for ONTAP is set
up in the BlueXP console setting.

 java-11-openjdk installed on the EC2 database instance host. SnapCenter service installation requires
java version 11. It needs to be installed on application host before plugin deployment attempt.

Solution deployment

There is extensive NetApp documentation with a broader scope to help you protect your cloud-native
application data. The goal of this documentation is to provide step-by-step procedures that cover SnapCenter
Service deployment with the BlueXP console to protect your Oracle database deployed to Amazon FSx for

ONTAP and an EC2 compute instance. This document fills in certain details that might be missing from more
general instructions.

To get started, complete the following steps:

» Read the general instructions Protect your cloud native applications data and the sections related to Oracle
and Amazon FSx for ONTAP.

« Watch the following video walkthrough.

Solution Deployment

Prerequisites for SnapCenter service deployment
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https://docs.netapp.com/us-en/cloud-manager-backup-restore/concept-protect-cloud-app-data-to-cloud.html#architecture
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=4b0fd212-7641-46b8-9e55-b01200f9383a

Deployment requires the following prerequisites.
1. A primary Oracle database server on an EC2 instance with an Oracle database fully deployed and
running.
2. An Amazon FSx for ONTAP cluster deployed in AWS that is hosting the database volumes above.

3. An optional database server on an EC2 instance that can be used for testing the cloning of an Oracle
database to an alternate host for the purpose of supporting a dev/test workload or any use cases that
requires a full data set of a production Oracle database.

4. If you need help to meet the above prerequisites for Oracle database deployment on Amazon FSx for
ONTAP and EC2 compute instance, see Oracle Database Deployment and Protection in AWS

FSx/EC2 with iISCSI/ASM or white paper Oracle Database Deployment on EC2 and FSx Best
Practices

Onboarding to BlueXP preparation
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https://docs.netapp.com/us-en/netapp-solutions/databases/aws_ora_fsx_ec2_iscsi_asm.html
https://docs.netapp.com/us-en/netapp-solutions/databases/aws_ora_fsx_ec2_iscsi_asm.html
https://docs.netapp.com/us-en/netapp-solutions/databases/aws_ora_fsx_ec2_deploy_intro.html
https://docs.netapp.com/us-en/netapp-solutions/databases/aws_ora_fsx_ec2_deploy_intro.html

1. Use the link NetApp BlueXP to sign up for BlueXP console access.

2. Login to your AWS account to create an IAM policy with proper permissions and assign the policy to
the AWS account that will be used for BlueXP connector deployment.

aws 55 Services | Q Search [Alt+S] | a4 ® Global v

@ Resource Groups & Tag Editor

Identity and Access Policies > snapcenter
Management (I1AM) 1 Summary
Dashboard Policy ARN arm:aws:iam::541696183547:policy/snapcenter (Z)

= Access management Description Policy to grant snapcenter service permission to create connector in AWS.

User groups —_—
Permissions Policy usage Tags Policy versions Access Advisor

Users

Roles Policy summary | } JSON | Edit policy

Policies h

Identity providers

Account settings

= m

« Access reports
Access analyzer
Archive rules
Analyzers

Settings

Credential report
Qrganization activity

Service control policies (SCPs)

The policy should be configured with a JSON string that is available in NetApp documentation. The
JSON string can also be retrieved from the page when connector provisioning is launched and you
are prompted for the prerequisites permissions assignment.

3. You also need the AWS VPC, subnet, security group, an AWS user account access key and secrets,
an SSH key for ec2-user, and so on ready for connector provisioning.

Deploy a connector for SnapCenter services

81


https://console.bluexp.netapp.com/

1. Login to the BlueXP console. For a shared account, it is a best practice to create an individual
workspace by clicking Account > Manage Account > Workspace to add a new workspace.

Manage Account: Automation-team Overview Members Workspaces BlueXP Connector X

Manage the BlueXP connector Workspaces

+ Add New Workspace

Database we
Database-2 we
sufians-k& we
Workspace-1 we

2. Click Add a Connector to launch the connector provisioning workflow.

TUHeAER. O i ool e - e o 0 0
& @ Backup 8 Restare Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring
L]
=]
Backup & Restore o
® o @ 1225,
Fully integrated data protection for ONTAP anywhere
®

Cloud Backup dramatically reduces the complexity of backing up critical structured
and unstrucutred data across your ONTAP hybrid cloud environments to cost-

A
= effective object storage. All you need to do is select the source, the target and the
protection policy and you're protected

®
® To start your Backup & Restore experience, please deploy our connector
Py Add a Connector
&
]
o
&
N
=

Simple & intuitive Hybrid Multicloud Unmatched Efficiency
=

No backup or cloud expertise required. Simply click Backup from On-premises or Cloud Volumes Combines incremental, block-leve| operatio
the button above and follow the instructions ONTAP to AWS, Azure, GCP or StorageGRID storage efficiencies to reduce time and c{l —



1. Choose your cloud provider (in this case, Amazon Web Services).

Add Connector

Provider
Choose the cloud provider where you want to run the Connector:
| 1 aws
] ~—
Microsoft Azure Amazon Web Services Google Cloud Platform

1. Skip the Permission, Authentication, and Networking steps if you already have them set up in your
AWS account. If not, you must configure these before proceeding. From here, you could also retrieve
the permissions for the AWS policy that is referenced in the previous section "Onboarding to BlueXP

preparation.”
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Add Connector - AWS

Deploying a Connector

The Connector is a crucial component for the day-to-day use of Cloud Manager.
It's used to connect Cloud Manager's services to your hybrid-cloud environments.

The Connector can then manage the resources and processes within your public cloud environment.

Before you begin the deployment process, ensure that you have completed the required preparations. This guide

will enable you to focus on the minimum requirements for Connector installation.

Permissions Authentication Networking

Set up an 1AM role with the Choose between two AWS Obtain details about the VPC and

required permissions authentication methods: AWS keys subnet in which the Connector will
or assuming an IAM role reside

Skip to Deployment

Previous Continue

1. Enter your AWS account authentication with Access Key and Secret Key.

Add Connector - AWS

o AWS Credentials @ Details @ Network @ Security Group @ Review

AWS Authentication

Region

us-east-1 | US East (N. Virginia)

Select the Authentication Method: O Assume Role @ AWS Keys

AWS Access Key AWS Secret Key

AKIABJRXAGZVGVFSHMO3

Want to launch an instance without AWS Credentials? ~~

next

84
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2. Name the connector instance and select Create Role under Details.

Add Connector - AWS More Information

@ AWS Credentials e Details @ Network @ Security Group @ Review

Details

Connector Instance Name
Connector Role

SnapCentersvs
@ Create Role O Select an existing Role

Role Mame

@ Add Tags to Connector Instance Cloud-Manager-Operator-VZzSSP9-SnapCenter

AWS Managed Encryption

text

1. Configure networking with the proper VPC, Subnet, and SSH Key Pair for connector access.

X
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Add BlueXP Connector - AWS More Information X

@ AWS Credentials @ Details o Network @ Security Group @ Review

Network
Connectivity Proxy Configuration (Optienal)
VPC HTTP Proxy
vpc-0b522d5e982a50ceb - 172.30.15.0/25
Subnet Define Credentials for this Proxy ~

172.30.15.0/25 | priv-subnet-01
Upload a root certificate ~

Key Pair (i ]

sufi_new

Public IP
Use subnet settings (Disable)

Motice: Ensure that the subnet has internet connectivity
through a NAT device or proxy server so that the Connector
can communicate with AWS services.

ext .

2. Set the Security Group for the connector.

Add BlueXP Connector - AWS More Information

@ AWS Credentials @ Details @ Network ° Security Group @ Review

Security Group

The security group must allow inbound HTTP, HTTPS and SSH access.

Assign a security group: o Create a new security group. @ Select an existing security group

1 Security Group Q

Security Group Name

@ default default VPC security group




3. Review the summary page and click Add to start connector creation. It generally takes about 10 mins
to complete deployment. Once completed, the connector instance appears in the AWS EC2
dashboard.

Add BlueXP Connector - AWS More Information X

@ AWS Credentials @ Details @ Network @ Security Group e Review

Review

Code for Terraform Automation

BlueXP Connector Name  aws-snapctr-us-east

AWS Access Key AKIAX4H43ZT56IWWR3TI

Region us-east-1

VPC vpe-0b522d5e982a50ceb - 172.30.15.0/25
Subnet 172.30.15.0/25 | priv-subnet-01

Key Pair sufi_new

Public IP Use subnet settings (Disable)

Proxy None

Security Group default

Frevius “ Q

Define a credential in BlueXP for AWS resources access
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1. First, from AWS EC2 console, create a role in Identity and Access Management (IAM) menu Roles,

Create role to start role creation workflow.

tdentity and Access x 1AM % Tale

Management (IAM]

a

Dok - Trssted eeemsen Laat iy o

2. In Select trusted entity page, choose AWS account, Another AWS account, and paste in the

BlueXP account ID, which can be retrieved from BlueXP console.

IAM > Roles > Create role

Select trusted entity o

Select trusted entity

Trusted entity type

AWS sen

An AWS account

Allow entities in other AWS accounts belonging to you o a 3rd party to perform actions in this account

This account (541696183547)

© Another AWS account
Account D

952013314444
ount ID is a 12-digit number.

Options
Require external ID (Best practice when a third party will assume this role)
Require MFA

3. Filter permission policies by fsx and add Permissions policies to the role.



IAM > Roles > Create role

Add permissions e

Select trusted entity

permissions o Create policy (7
o 4 matches < 1> @
‘s X | Clearfilters

= Policy name (7 =  Type v | Description
W AmazonFSxReadOnlyAccess AWS ma. Provides read only access to Amazon FSx.

W AmazonFSxFullAccess AWS ma. Provides full access to Amazon FSx and aceess to related AWS services
Wil AmazonFsxConsoleReadOnlyAccess AWS ma. Provides read only access to Amazon FSx and access to related AWS services via the AWS Management Console.
Wil AmazonFsxConsoleFullAccess AWS ma Provides full access to Amazon FSx and access to related AWS services via the AWS Management Console

b Set permissions boundary - optional into
Seta 1o controt this role can have. This is not a commen setting, but you can use it to delegate permission management to others.

-] - |

4. In Role details page, name the role, add a description, then click Create role.

IAM > Roles » Createrole

Name, review, and create

Select trusted entity

Step 2 Role details
Add permissions

Role name

Name, review, and create faxn_bluexp

Maximum 64 characters

Description
a short explanation for his rol

Grant permission for BlueXP access 10 FSxN in AWS.

Step 1: Select trusted entities Edit

2 “Version": "2812-10-17",
3~ “Statement”: [
A& {

1low”,
ts:AssumeRole",

{
952013314444"

L
1e “Condition": {3

FER

5. Back to BlueXP console, click on setting icon on top right corner of the console to open Account
credentials page, click Add credentials to start credential configuration workflow.

NetApp BluexP

& {:c} Credentials Account credentials User credentials
o
BlueXP and the Connector use account-level credentials to deploy
v and manage resources in your cloud environment.
5 Credentials Add credentials
L]
- shantanucreds
® o Type: Assume Role | BlueXP
o
d 210811600188 nkarthik_Kafka_nfs_role_FSxN
AWS Account ID Assume Role

6. Choose credential location as - Amazon Web Services - BlueXP.



I NetApp  BluexpP , O bluexe search '::, Account ~ Workspace ™~ Connector v ‘ QD ‘u 0 e

Automation-te. Database-2 ‘acao-aws-conn..

& @ Add Credentials X

Choose Credentials Location

]
u
o Microsoft Azure
® - -
Choose how to associate the credentials
o

it]

BlueXP

Connector

T (=)

7. Define AWS credentials with proper Role ARN, which can be retrieved from AWS IAM role created in
step one above. BlueXP account ID, which is used for creating AWS IAM role in step one.

0 = X Account ~ ‘Workspace v Connector N

( Q suexes )
FUNCARD RlieXE (Qmovsma ) o |~ | fmwm v | e v | 82 @ O
& @ Add Credentials @ credentialstype @) Define Credentials () Review X
v

Define Amazon Web Services Credentials

- Learn more about AWS authentication methods
@
() o ooios e M e sl cthar NV st e socupt o
BlueXP: 952013314444
®
- Credentials Name © RoleARN (1]
fon_blusxp | | amawsiamssat69618354T:r00er... |
External ID Optional @

| have verified that the |AM policy associated with this 1AM role adheres to the

BlueXP 1AM palicy raquirements,

“ Q

8. Review and Add.
image::snapctr_svcs_credential_08-aws.png["Screenshot showing this step in the GUI."]

SnapCenter services setup
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With the connector deployed and the credential added, SnapCenter services can now be set up with the
following procedure:

1. From My Working Environment click Add working Environment to discover FSx deployed in AWS.

NI NetApp BluexP

& (® canvas My Working Environments My Opportunities EH Go to Tabular View
e o
+ Add Working Environment T Sienatiaseres O Working Environments

L]

D

®

<

F—

1. Choose Amazon Web Services as the location.

FINetApp  BlueXP (@ owexpsearn )
& Add Working Environment Choose a Location X
©
L J
= aws, () =

(]

Microsoft Azure Amazon Web Services Google Cloud Platform On-Premises
®

1. Click Discover Existing next to Amazon FSx for ONTAP.
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M NetApp  BluexpP

[P \ Account > ‘Workspace 2 Connector .
(_Q Buexpsearch ) 7 r 3 @0 06

utomation-team Database-2 aws-snapctr-us-.

& Add Working Environment

©

L J

Microsoft Azure

(]

®

Cloud Volumes ONTAP
o2

Cloud Volumes ONTAP HA

High Availability
Amazon FSx for ONTAP
High Availability

% Kubernetes Cluster

Choose a Location X
s L al =
Amazon Web Services Google Cloud Platform On-Premises
Select Type

1. Select the Credentials Name that you have created in previous section to grant BlueXP with the
permissions that it needs to manage FSx for ONTAP. If you have not added credentials, you can add
it from the Settings menu at the top right corner of the BlueXP console.

M NetApp  BlueXP

& Add an Existing FSx for ONTAP

FSx for ONTAP Authentication X

Select the credentials that provides BlueXP with the permissions that it
needs to manage FSx for ONTAP,

Credentials Name

DemoFSkNCMCredentials

To add a new set of credential. go to the Credentials Page.

“ Q

2. Choose the AWS region where Amazon FSx for ONTAP is deployed, select the FSx cluster that is
hosting the Oracle database and click Add.
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& Add an Existing FSx for ONTAP Select FSx for ONTAP

X
0
v Choose an AWS region and then select the working environment that you want to add
Region
o g
us-east-1| US East (N. Virginia)
]
7 FSx for ONTAP instance Q
L4

File System ID. Subnet ID Management Address Deployment modal

= e Subnet- management fs-
fx.01 Single Availabilty Z @
O 023d7b3476b741df 0b522d5e982... 041SFeTOT311S.. 02ac7bf3476b741d fsxus-east.. Al s

fiins “

1. The discovered Amazon FSx for ONTAP instance now appears in the working environment.

e Y Account . Connector ~

NI NetApp  BlueXP N Automatior-team aws-snapetr-us-. L o 0 06
& ® canvas My Working Environments My Opportunities FH Go to Tabular View
© ) ]

+ Add Working Environment S Enable Services © Working Environments
L J

@ 1 Foxfor ONTAP (High-Availability)

° 25068 Provisioned Capacity
®
<

ik Amazon §3
Fsx for ONTAP mazon
250 Gt
Velomes | Capacty  aws Buckets aws

1. You can log into the FSx cluster with your fsxadmin account credentials.

93



94

NI NetApp  BlueXP (Q swowsear ) AT

Automation-team

& @ fsx_01 Overview  Volumes e @

L]
. f.‘:)'
: O
®
One last step and you are ready to start

Provide GNTAP Cluster Password

ONTAP Cluster Password

1. After you log into Amazon FSx for ONTAP, review your database storage information (such as
database volumes).

M NetApp  BlueXP ( Qouewseran ) A ¥ fomme smnme L & © O

Automation-team Database-2 aWs-SnapCtr-us-.

& fox_01 Overview  Volumes c 0

. Volumes Summary 3 250 cis 26.03 ais 0 cis

Volumes Provisioned Capacity SSD Used Capacity Pool Used
(]
® =
=] Add Vol
3 Volumes Q 8 eme

<

INFO CAPACITY INFO CAPACITY

Disk Type 5D Provisioned 100 Gig Disk Type ssD Provisioned 100GiB

SVM Name svm_ora SSD Used 579GiB SVM Name svm_ora SSD Used 114618

Tiering Policy  Snapshot Only CapacityPool 0GB Tiering Policy  Snapshot Only CapactyPool 0GB

Used Used

INFO CAPACITY

Disk Type 5D Provisioned 50GiB

SVM Name svm_ora S50 Used 19.1GB

Tiering Policy Snapshot Only Capacity Pool ~ 0GiB
Used

1. From the left-hand sidebar of the console, hover your mouse over the protection icon, and then click
Protection > Applications to open the Applications launch page. Click Discover Applications.



BEEVEY Vi * At sty

v Cloud Backup for Applications

Integrated Data Protection for ONTAP primary

.

)
&)

Streamiined dots managament

Sanve time & resources

Account 2

Automation-team

Select Application Source Type

Select the application source type that you want to manage.

-
©
A\ J
Lo —
]
® Hybrid
Applications hosted within your
£ organization's infrastructure.

1. Choose Oracle for the application type.
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P NetApp BlueXP ‘1"':‘ Account ~ Workspace ™

Automation-team Database-2

Discover Applications

Select Application Type

® ORACLE EITFANA )

H Oracle SAP HANA

1. Fill in the AWS EC2 Oracle application host details. Choose Using SSH as Host Installation Type for
one step plugin installation and database discovery. Then, click on Add SSH Private Key.

1 NetApp  BlueXP

& @) Backup and recovery Volumes ~ Restore  Applications  Virtual Machines  Kubernetes  Job Monitoring
v
Add Host
.
Provide the following details to add host and discover applications

o

Host Installation Type O Manual @ ® UsingssH @
®
-2

Host FQDN or IP Connector o

‘ 172.30.15.58 ‘ ‘ aws-snapctr-us-east -

Username(sudo) @

‘ ec2-user ‘ @ Add SSH Private Key Optional @
SSH Port Plugin Port
‘ 2 ‘ ‘ 8145

2. Paste in your ec2-user SSH key for the database EC2 host and click on Validate to proceed.



FINetApp  Bluexp

b Add SSH Private Key

Validate SSH connectivity to host

SSH Private Key

[ ENDRSAPRWATEKEY— |
Validate

3. You will be prompted for Validating fingerprint to proceed.

I NetApp BluexpP

& @ Backup and recovery Volumes ~ Restore  Applications  Virtual Machines  Kubemetes  Job Monitoring

Validating fingerprint

Algorithm

Fingerprint NoYTitbmizd

By proceeding further, | confirm that the above fingerprint for host is valid.

Procced Cancel

4. Click on Next to install an Oracle database plugin and discover the Oracle databases on the EC2
host. Discovered databases are added to Applications. The database Protection Status shows as
Unprotected when initially discovered.
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FINetApp  BlueXP (Q sluexe search )

& @) Backup and recovery Volumes ~ Restore  Applications  Virtual Machines ~ Kubernetes  Job Monitoring
o
v
‘ Cloud Native - ‘ ‘ Oracle . 4 ‘
>
° Application Protection
(0@ 0o
e Hosts ORACLE Clone

Protected Unprotected

1 Databases

Filter By (6@l  Manage Databases | ¥ Settings i

Name ~ | HostName 2 | Policy Name | Protection status Sl

db1 172.30.15.58 1 Unprotected

1-10f1 | << <-> =

This completes the initial setup of SnapCenter services for Oracle. The next three sections of this
document describe Oracle database backup, restore, and clone operations.

Oracle database backup
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1. Click the three dots next to the database Protection Status, and then click Polices to view the
default preloaded database protection policies that can be applied to protect your Oracle databases.

e e Account. S Workspace ¥ Connector ¥
I NetAPp  Bluexp : mim o [ .| B @ O
& @ Backup and recovery Volumes  Restore  Applications  Virtual Machines ~ Kubernetes  Job Monitoring
v
A\ J
[ vt N[ e -]
L
® Application Protection
00 0o
. 1 taln] 1 oo 0 Qo 1
e Hosts ORACLE Clone Protected Unprotected
1 Databases
Filter By [OW  \ianage Databases | v Settings v
Policies
Name A | Host Name 2 | Policy Name | Protection Status
About
b1 172301558 Unprotected
Hosts

101 <« <-> .

1. You can also create your own policy with a customized backup frequency and backup data-retention
window.

il ™~ Account b Connector b

Ml NetApp  BluexP (@ Bwepsearch ) ERE e enapcir r & © 06
& @ Backup and recovery Volumes  Restore  Applications  Virtual Machines ~ Kubemetes  Job Monitoring
v

Applications > Policies
°
(] ‘ Cloud Native ¥ ‘ ‘ Qracle ¥ ‘
] A4 policies
.
®e Policy Name ~ | BackupType 2 | schedulesand Retention |

Daily: Repeats Every 1 Day, Keeps 14 copies
Oracle Full Backup for Bronze FullBackup Weekly: Repeats Every Fri. Keeps 4 copies

Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Noy

Hourly: Repeats Every 6 Hrs, Keeps 16 copies

Dally: Repeats Every 1 Day, Keeps 30 copies

Weekly: Repeats Every Fri, Keeps 4 copies

Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May, jun, ul, Aug, Sep, Oct, Noy

oradle Full Backup for Gold FullBackup

Hourly: Repeats Every 12 Hrs, Keeps 6 copies

Daily: Repeats Every 1 Day, Keeps 14 copies

Weekly: Repeats Every Fri, Keeps 4 copies

Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May, Jun, Jul. Aug, Sep, Oct, Nov

Oracle Full Backup for Silver FullBackup

my_full_bkup FullBackup Hourly: Repeats Every 1 Hr, Keeps 3 Days

s

1.40f4 | << <-> -

1. When you are happy with the policy configuration, you can then assign your policy of choice to protect
the database.
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M NetApp  BlueXP

Account e Workspace

Database-2

Connector

Automation-team aws-snapetr-us-.

L

o @ e

& @ Backup and recovery

9

Valumes Restore Applications Virtual Machines Kubernetes Job Monitoring
[ oiiie - [ e -]
Application Protection
(5]w] (8]w)
1 00 1 0o 0 Qo 01
Hosts ORACLE Clone

Protected Unprotected

1 Databases

Filter By Q

Manage Databases | ¥

Name PN | Protection Status S

Host Name 2 | Policy Name

db1 172.30.15.58 ) Unprotected oee

View Details

1. Choose the policy to assign to the database.

M NetApp  BlueXP

Account v Connector

aws-snapctr-us-

Workspace

Automation-team Database-2

[ &

o 0 6

& @ Backup and recovery Volumes  Restore  Applications  Virtual Machines  Kubemetes  Job Monitoring
v
Applications > Assign Policy
\4 % 3
Assign Policy
(] Assign a policy to start taking backups of the database "db1"
® 4 policies
o2 Backup Type Schedules
Daily: Repeats Every 1 Day, Keeps 14 copies
Oracle Full Backup for Bronze FullBackup Weekly: Repeats Every Fri, Keeps 4 copies
Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep. C
Hourly: Repeats Every 6 Hrs, Keeps 16 copies
Daily: Repeats Every 1 Day, Keeps 30 copies
Oracle Full Backup for Gold FullBackup ¥ ReD) Ty 1Day. Keep D
Weekly: Repeats Every Fri, Keeps 4 copies
Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May, jun, Jul, Aug, Sep, C
Hourly: Repeats Every 12 Hrs, Keeps 6 copies
Daily: Re its B 1 Day. K 14
Oracle Full Backup for Silver FullBackup AL Aepeain ERR. Deteeps S HIPES
Weekly: Repeats Every Fri, Keeps 4 copies
Monthly: Repeats Every 1st Day of Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep. C
° my_full_bkup FullBackup Hourly: Repeats Every 1 Hr, Keeps 3 Days
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1. After the policy is applied, the database protection status changed to Protected with a green check

mark.



N NetApp  BlueXP ( Q sepseacn ) Aot ¥

Automztion-team

& @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring
©
v

Cloud Native - ‘ Oracle v ‘
[~
® Application Protection

0o oo

5 E 1 ge. 1 g, O . .
% Hosts ORACLE Clone

Protected Unprotected

1 Databases

Filter By [O@  Manage Databases | v Sattings 1w

Name A | HostName 2 | PolicyName | Protection Status 2

db1 17230.15.58 £ my_full_bkup @ Protected

1-10f1 <« <-> »

1. The database backup runs on a predefined schedule. You can also run a one-off on-demand backup
as shown below.

e ———— Account S Workspace ™~ Connector
c e
"NEtApp BlueXP W HE e s Automation-team Database-2 AWS-SNAPCT-US—. tz
- @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitering
L+
v
Cloud Native a4 ‘ Oracle v ‘
>
® Application Protection
00 Q0 .
®e Hosts ORACLE Clone

Protected Unprotected

1 Databases

Name ~ | HostName 2 | Policy Name | Protection status

Settings | v

db1 172.30.15.58 € Oracle Full Backup for Gold @ Protected “ee
View Details
H: -
On-Demand Backup
—

Assign Policy

Un-assign Policy

1. The database backups details can be viewed by clicking View Details from the menu list. This
includes the backup name, backup type, SCN, and backup date. A backup set covers a snapshot for
both data volume and log volume. A log volume snapshot takes place right after a database volume
snapshot. You can apply a filter if you are looking for a particular backup in a long list.
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N NetApp BlueXP

Bluexp Search

Account ™ Workspace Connector ¥

Automation-team Databa: aWS-SNapetr-us-...
& @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring
Applications > Database Details
v
- Database Details
o db1 @ Protected Oracle Full Backup for Gold Database Type
Database Name Protection Policy Names
C]
172.30.15.58 FSx Unreachable bKed8yv2T19BJ0V5QyqvA...
£ Host Name Host Storage Database Version Agent Id
Clones Parent Database
8 Backups
Filter By Q, | select Timeframe ¥
Backup Name > Backup Type SCN Backup Date
Oracle_Full_Backup_for_Gold_Weekly_db1_2023_03_24 19_12_18_60900_1 Log 2589354 Mar 24, 2023, 3:12:34 pm Delete
Oracle_Full_Backup_for_Gold_Weekly_db1_2023_03_24_19_11_51_51476_0 Data 2589306 Mar 24, 2023, 3:12:18 pm e
Oracle_rull_Backup_for_Gold_Hourly_db1_2023 03_24_18_10_31_71953_1 Log 2586621 Mar 24, 2023, 2:10:45 pm Delete
Oracle_Full_Backup_for_Gold_Hourly_db1_2023_03_24_18_10_03_70535_0 Data 2586557 Mar 24, 2023, 2:10:31 pm aee

Oracle database restore and recovery
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1. For a database restore, choose the right backup, either by the SCN or backup time. Click the three
dots from the database data backup, and then click Restore to initiate database restore and recovery.

Act 3
FINetApp  BlueXP Q BlueXP Search = fmm
& @ Backup and recovery Volumes ~ Restore  Applications  Virtual Machines  Kubernetes Job Monitoring
®
Applications > Database Details
v
Database Details
(]
db1 @ Protected Oracle Full Backup for Gold Database Type
@ Database Name Protection policy Names
o
* 172.30.15.58 FSK unreachable bKed8yv2T19BJOVSQyqVA...
Host Name Host Storage Database Version Agentd
Clones Parent Database
6 Backups
Filter By Q| select Timeframe ¥

Backup Name 2 | BackupType | sen ¢ | BackupDpate v |

Oracle_Full_Backup_for_Gold_Hourly_db1_2023_03_24_18_10_31_71953_1 Log 2586621 Mar 24, 2023, 2:10:45 pm Delete

Oracle_Full_Backup_for_Gold_Hourly_db1_2023 03 24.18.10.03.70535.0  Data 2586557 Mar 24, 2023, 2:10:31 pm

l Restore I
Oracle_Full_Backup_for_Geld_Hourly_db1_2023_03_24_15_37_04_98851_1 Log 2580577 Mar 24, 2023, 11:37:1 e
Delete
Oracle_Full_Backup_for_Gold_Hourly_db1_2023 03 24_15.36 33272050  Data 2580524 Mar 24,2023, 11370 ¢jone

1. Choose your restore setting. If you are sure that nothing has changed in the physical database
structure after the backup (such as the addition of a data file or a disk group), you can use the Force
in place restore option, which is generally faster. Otherwise, do not check this box.

M NetApp BlueXxP ;' Account ~ Workspace

s )
@ pluexpsearch ) E—— Database-2

& Restore "db1" @ restore settings (2 Review
L]
. Restore Settings
L] Restorescope @ @@ Al pata Files
Data Files Restore
®
Control Files
Control Files Restore
<

Force in place restore

In place restore will skip the foreign files(files which are not part of the database) validation check. The Oracle
database and the ASM disk group will be restored to the point when the backup was created.

(@ Database state will be changed if needed for restore and recovery.

Recovery Scope @AllLogs @  Ountil System Change Number O Dateand Time O No Recovery
Archive Log Files Locations | /mnt/log_location001

‘Open the database or the container database in READ-WRITE mode after recovery.

1. Review and start database restore and recovery.
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M NetApp BlueXP

- Restore "db1" (@) Restore settings © review
0
Review

v
(]

Backup Name Oracle_Full_Backup_for_Gold_Week!
® y_db1_2023_03 24 19_11_51_51476_

0

o )

Restore Scope All Data Files

Recovery Scope Al Logs

Force In Place Restore Yes

Open Database or Container Yes

Database in READ-WRITE Mode
After Recovery

Previous Restore .

1. From the Job Monitoring tab, you can view the status of the restore job as well as any details while it
is running.

Account Workspace
SetACEEEXE Automat Database-2

- @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring

©

Job Monitoring (s Bprigted
March 24 2023, 15:25:33
v
(] = o
= Advanced Search & Filtering Timeframe: Last 24 Hours v
@
Jobs(30) L
o
.
Job ID 2| Type % | Resource Name 2 | status % | Job Name 2 | startTime 0
(3 1fdcaObd-a9c8-45aa.. = -- o (©) Success Restore for Oracle Database db..  Mar 24 2023, 3:16:28 pr
Pttt e et

3 fofdfe2d-3040-497f-.. -- -- (©) Success Backup of db oracle database ... Mar 24 2023, 3:11:51 pr

(3 5e3299f5-29db-4dcc.. | -- o (©) Success Backup of dbT oracle database o... Mar 24 2023, 2:10:03 pr

3 6daSeSie-1a79-deTe..  -- -- (©) Success Initialize FullBackup backup of po...  Mar 24 2023, 2:10:01 pr
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Account ~ Connector
n NetApp BlueXP " Q Bluexp Search B Automation-team aws-snapctr-us-...
- @ Backup and recovery Volumes Restore Applications Virtual Machines Kubernetes Job Monitoring
© Job Monitoring > Job Id: 1fdcaObd-a9c8-45aa-9d7a-05a07cb291f4
L J
Job Details
o Job Id: 1fdcaObd-a9¢c8-45aa-9d7a-05a07ch291f4
Expand All
Sub-Jobs(6)
®
Job Name + | JobID + | Start Time ~ | End Time + | Duration = e
<
Restore for Oracle Database db1 using backup ... O 1fdcaObd-agc8-45aa-9d... Mar 24 2023, 3:16:28 pm Mar 24 2023, 3:23:33 pm 7 Minutes

Post Restore Cleanup (3 2096a8e4-889d-4b2a-9... Mar 24 2023, 3:23:18 pm Mar 24 2023, 3:23:32 pm 14 Seconds

Post Restore ) fb7b1171-9f61-4228-9.. Mar 24 2023, 3:20:06 pm Mar 24 2023, 3:23:19 pm 3 Minutes

Restore 7 0f4580d0-6598-458b-a7..  Mar 24 2023, 3:17:49 pm Mar 24 2023, 3:20:07 pm 2 Minutes

Oracle database clone
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To clone a database, launch the clone workflow from the same database backup details page.

1. Select the right database backup copy, click the three dots to view the menu, and choose the Clone
option.

s - \ Account L4 Workspace ¥ Connector .
FINetApp  Bluexp (S BleXpseanh ) Automation-team Database-2 aws:-snapctr-us- . o @ 0
& @ Backup and recovery Volumes ~ Restore  Applications Virtual Machines Kubemetes  Job Monitoring
©
Applications > Database Details
L
Database Details
(]
db1 @ Protected Oracle Full Backup for Gold Database Type
e 8 Database Name Pretection Policy Names
<
172.30.15.58 Fsx Unreachable bKedByv2T19BJOVSQYQVA...
Host Name Host Storage Database Version Agentld
Clones Parent Database
2 Backups
Backup Name 2 | BackupType s | sen 2 | BackupDate ~ |
Oracle_Full_Backup_for_Gold_Hourly_db1_2023_03_24_13_34_41_.30491_1 Log 2575607 Mar 24, 2023, 9:34:55 am Delete
Oracle_Full_Backup_for_Gold_Hourly_db1_2023_03_24_13_34_07_26748 Data 2575555 Mar 24, 2023, 9:34:41 am e
Restore

< - s | s>
Delete

1. Select the Basic option if you don’t need to change any cloned database parameters.

3] ™ Account v Connector v
( e )
LT = Pt “= - r B e e
- Clone Database of "db1" @ corepetais  (2) review
o
Create Clone
v

Provide following details to create a clone from the database backup "Oracle_Full_Backup_for_Gold_Hourly_db1_2023 03 24 13..

>
Select Clone Options ® Basic @ O specification file @

®

<
Clone Host Clone SID
i 172.30.15.58 hd ‘ ‘ dbiclone ‘
Clone Naming Scheme Oracle Home

(]

‘Au(orger\erated v ‘ ‘ JuO1/app/oracle/product/19.0.0/db1 |
Database Credentials optional ASM Credentials Optional
] [ ]
@) Add Credential () Add Credential

1. Alternatively, select Specification file, which gives you the option of downloading the current init file,
making changes, and then uploading it back to the job.
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Account ~ Waorkspace Connector
Automation-team Database-2 aws-snapcir-us-..

N NetApp BluexP

& Clone Database of "db1" @ conepetais @) review
©
Create Clone
v
Provide following details to create a clone from the database backup "Oracle_Full_Backup_for_Gold_Weekly db1_2023 03 24 19...
@
Select Clone Options Q Basic @ ® Specification file @@
®
%

@ Generate specification file to modify input parameters and use for clone. 4 Download File

Specification File [ ]
| db1_3 24 2023 10_14_specjson | X Browse ‘
Clone Host Clone sID
| 172.30.15.58 - ‘ | dbiclone ‘
Database Credentials Optional ASM Credentials Optional

] [}

@ Add Credential @ Add Credential

1. Review and launch the job.

™\ Account W

FINetApp  Bluexp e e e
& Clone Database of "db1" (@) CloneDetails @) Review
©
. Review
L~ General Database parameters
@ Backup Name Oracle_Full_Backup_for_Gold_Hourly_db1_2023 03 24 13 34.07_26748.0
o

Clone SID dbiclone

Clone Host 172.30.15.58

jons DATA_dbiclone
control files +DATA _dbiclone/db1clone/control/contralo1.ctl

Redo logs RedoGroup = 1 TotalSize = 1024 Path =
+DATA dbiclone/db1clone/redolog/redo01_01.log
RedoGroup = 2 TotalSize = 1024 Path =
+DATA _dbiclone/dbiclone/redolog/redo02_01.Iog
RedoGroup = 3 TotalSize = 1024 Path =
+DATA dbiclone/dbiclone/redolog/redo03_01.log

Recovery scoe Until cancel using selected backup's archive logs

Previous Clone

1. Monitor the cloning job status from the Job Monitoring tab.
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FINetApp Bluexp "R Buexs semrch Account ~ Workspace Connector

Automation-team Database-2 aws-snapetr-us-.
& @ Backup and recovery Volumes ~ Restore  Applications  Virtual Machines  Kubernetes  Job Monitoring
© Job Monitoring > Job Id: cd30abaf-fbe2-4052-a6db-4bf965a8d29b
v
Job Details
Job Id: cd30abaf-fbe2-4052-a6db-4bf965a829b
> Expand All
Sub-Jobs(2)
®
Job Name 2| JobID 2 | StartTime % | EndTime 2+ | Duration Bl o
<
Cloning Oracle Database dbi as dblclone on h... 9 cd30abaf-fbe2-4052-a6..  Mar 24 2023, 1:3036 pm .
Running pre scripts ) 5171521-853a-dec6-adf..  Mar 24 2023, 1:30:41 pm Mar 24 2023, 1:30:41 pm 0 Second
Validating clone request () 9326¢44-2eb2-4c52-9f... Mar 24 2023, 1:30:35 pm Mar 24 2023, 1:30:42 pm 7 Seconds

1. Validate the cloned database on the EC2 instance host.
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fapp/oracl

app/oracle

(DO NOT EREMOVE

LONE . dg

ONLINE

ora.cssd
1 CNLINE
ora.dbl.db

ONLINE

ONLINE

ora.diskmon
1 COFFLINE
er.afd

ONLINE

5ID=dbiclon
T

HOME

1

Release 19.0.0.0.0

Release 19.0.0.0.0

SQL> select name, open mode from vidatabase;

OPEN_MODE




Additional information

To learn more about the information that is described in this document, review the following documents and/or
websites:

» Set up and administer BlueXP
https://docs.netapp.com/us-en/cloud-manager-setup-admin/index.html

* BlueXP backup and recovery documentation
https://docs.netapp.com/us-en/cloud-manager-backup-restore/index.html

* Amazon FSx for NetApp ONTAP
https://aws.amazon.com/fsx/netapp-ontap/

* Amazon EC2

https://aws.amazon.com/pm/ec2/?trk=36c6da98-7b20-48fa-8225-

4784bced9843&sc _channel=ps&s_kwcid=AL!4422131467723097970!e!!lg!laws%20ec2&ef id=Cj0KCQIA54KfB
hCKARIsAJzSrdqwQrghn6171jiwzSeaT9Uh1-vY-VfhJixF-
xnv5rWwn2S7RqZOTQO0aAh7eEALW_wcB:G:s&s_kwcid=AL!4422!31467723097970!e!!g!laws%20ec2

Hybrid Cloud Database Solutions with SnapCenter

TR-4908: Hybrid Cloud Database Solutions with SnapCenter Overview

Alan Cao, Felix Melligan, NetApp

This solution provides NetApp field and customers with instructions and guidance for
configuring, operating, and migrating databases to a hybrid cloud environment using the
NetApp SnapCenter GUI-based tool and the NetApp storage service CVO in public
clouds for the following use cases:

« Database dev/test operations in the hybrid cloud

« Database disaster recovery in the hybrid cloud

Today, many enterprise databases still reside in private corporate data centers for performance, security,
and/or other reasons. This hybrid cloud database solution enables enterprises to operate their primary
databases on site while using a public cloud for dev/test database operations as well as for disaster recovery
to reduce licensing and operational costs.

Many enterprise databases, such as Oracle, SQL Server, SAP HANA, and so on, carry high licensing and
operational costs. Many customers pay a one-time license fee as well as annual support costs based on the
number of compute cores in their database environment, whether the cores are used for development, testing,
production, or disaster recovery. Many of those environments might not be fully utilized throughout the
application lifecycle.

The solutions provide an option for customers to potentially reduce their licensable cores count by moving their
database environments devoted to development, testing, or disaster recovery to the cloud. By using public-
cloud scale, redundancy, high availability, and a consumption-based billing model, the cost saving for licensing
and operation can be substantial, while not sacrificing any application usability or availability.
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https://docs.netapp.com/us-en/cloud-manager-backup-restore/index.html
https://aws.amazon.com/fsx/netapp-ontap/
https://aws.amazon.com/pm/ec2/?trk=36c6da98-7b20-48fa-8225-4784bced9843&sc_channel=ps&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2&ef_id=Cj0KCQiA54KfBhCKARIsAJzSrdqwQrghn6I71jiWzSeaT9Uh1-vY-VfhJixF-xnv5rWwn2S7RqZOTQ0aAh7eEALw_wcB:G:s&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2
https://aws.amazon.com/pm/ec2/?trk=36c6da98-7b20-48fa-8225-4784bced9843&sc_channel=ps&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2&ef_id=Cj0KCQiA54KfBhCKARIsAJzSrdqwQrghn6I71jiWzSeaT9Uh1-vY-VfhJixF-xnv5rWwn2S7RqZOTQ0aAh7eEALw_wcB:G:s&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2
https://aws.amazon.com/pm/ec2/?trk=36c6da98-7b20-48fa-8225-4784bced9843&sc_channel=ps&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2&ef_id=Cj0KCQiA54KfBhCKARIsAJzSrdqwQrghn6I71jiWzSeaT9Uh1-vY-VfhJixF-xnv5rWwn2S7RqZOTQ0aAh7eEALw_wcB:G:s&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2
https://aws.amazon.com/pm/ec2/?trk=36c6da98-7b20-48fa-8225-4784bced9843&sc_channel=ps&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2&ef_id=Cj0KCQiA54KfBhCKARIsAJzSrdqwQrghn6I71jiWzSeaT9Uh1-vY-VfhJixF-xnv5rWwn2S7RqZOTQ0aAh7eEALw_wcB:G:s&s_kwcid=AL!4422!3!467723097970!e!!g!!aws%20ec2

Beyond potential database license-cost savings, the NetApp capacity-based CVO license model allows
customers to save storage costs on a per-GB basis while empowering them with high level of database
manageability that is not available from competing storage services. The following chart shows a storage cost
comparison of popular storage services available in the public cloud.

Secondary Workloads
Price per GB per Month

CVO Esserttials

EBS DIY

Elastic F5x for Windows

Elzstic FileServices (EFS)

Azure Premium Files

PureCloud Block Store
5 %0.05 50.10 50.15 50.20 50.25 50.30

This solution demonstrates that, by using the SnapCenter GUI-based software tool and NetApp SnapMirror
technology, hybrid cloud database operations can be easily setup, implemented, and operated.

The following videos demonstrate SnapCenter in action:

» Backup of an Oracle database across a Hybrid Cloud using SnapCenter
» SnapCenter- Clone DEV/TEST to AWS Cloud for an Oracle database

Notably, although the illustrations throughout this document show CVO as a target storage instance in the
public cloud, the solution is also fully validated for the new release of the FSx ONTAP storage engine for AWS.

To test drive the solution and use cases for yourself, a NetApp Lab-on-Demand SL10680 can be requested at
following xref:./databases/ TL_AWS 004 HCoD: AWS - NW,SnapCenter(OnPrem).

Solution Architecture

The following architecture diagram illustrates a typical implementation of enterprise
database operation in a hybrid cloud for dev/test and disaster recovery operations.
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https://www.youtube.com/watch?v=-8GPzwjX9CM&list=PLdXI3bZJEw7nofM6lN44eOe4aOSoryckg&index=35
https://www.youtube.com/watch?v=v3udynwJlpI
https://labondemand.netapp.com/lod3/labtest/request?nodeid=68761&destination=lod3/testlabs

Hybrid Cloud Database Solutions with Enamanhfmmm

On-Prem Network Cloud Provider Network
VM |€--------3 » VM {...: PEERREEE VW
Database SnapCenter | Database
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Cloud Manager

In normal business operations, synchronized database volumes in the cloud can be cloned and mounted to
dev/test database instances for applications development or testing. In the event of a failure, the synchronized
database volumes in the cloud can then be activated for disaster recovery.

SnapCenter Requirements

This solution is designed in a hybrid cloud setting to support on-premises production
databases that can burst to all of the popular public clouds for dev/test and disaster
recovery operations.

This solution supports all databases that are currently supported by SnapCenter, although only Oracle and
SQL Server databases are demonstrated here. This solution is validated with virtualized database workloads,
although bare-metal workloads are also supported.

We assume that production database servers are hosted on-premises with DB volumes presented to DB hosts
from a ONTAP storage cluster. SnapCenter software is installed on-premises for database backup and data
replication to the cloud. An Ansible controller is recommended but not required for database deployment
automation or OS kernel and DB configuration syncing with a standby DR instance or dev/test instances in the
public cloud.

Requirements
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Environment

On-premises

Cloud - AWS

Cloud - Azure

Cloud - GCP

Requirements

Any databases and versions supported by SnapCenter
SnapCenter v4.4 or higher

Ansible v2.09 or higher

ONTAP cluster 9.x

Intercluster LIFs configured

Connectivity from on-premises to a cloud VPC (VPN, interconnect, and so on)

Networking ports open
- ssh 22
- tcp 8145, 8146, 10000, 11104, 11105

Cloud Manager Connector

Cloud Volumes ONTAP

Matching DB OS EC2 instances to On-prem

Cloud Manager Connector

Cloud Volumes ONTAP

Matching DB OS Azure Virtual Machines to On-prem
Cloud Manager Connector

Cloud Volumes ONTAP

Matching DB OS Google Compute Engine instances to on-premises

Prerequisites configuration

Certain prerequisites must be configured both on-premises and in the cloud before the
execution of hybrid cloud database workloads. The following section provides a high-level
summary of this process, and the following links provide further information about
necessary system configuration.

On premises

« SnapCenter installation and configuration

* On-premises database server storage configuration

* Licensing requirements
» Networking and security

* Automation

Public cloud

* A NetApp Cloud Central

login

» Network access from a web browser to several endpoints

* A network location for a connector
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* Cloud provider permissions

» Networking for individual services
Important considerations:

1. Where to deploy the Cloud Manager Connector?
2. Cloud Volume ONTAP sizing and architecture
3. Single node or high availability?

The following links provide further details:
On Premises

Public Cloud

Prerequisites on-premises

The following tasks must be completed on-premises to prepare the SnapCenter hybrid-
cloud database workload environment.

SnapCenter installation and configuration

The NetApp SnapCenter tool is a Windows-based application that typically runs in a Windows domain
environment, although workgroup deployment is also possible. It is based on a multitiered architecture that
includes a centralized management server (the SnapCenter server) and a SnapCenter plug-in on the database
server hosts for database workloads. Here are a few key considerations for hybrid-cloud deployment.

« Single instance or HA deployment. HA deployment provides redundancy in the case of a single
SnapCenter instance server failure.

* Name resolution. DNS must be configured on the SnapCenter server to resolve all database hosts as well
as on the storage SVM for forward and reverse lookup. DNS must also be configured on database servers
to resolve the SnapCenter server and the storage SVM for both forward and reverse lookup.

* Role-based access control (RBAC) configuration. For mixed database workloads, you might want to
use RBAC to segregate management responsibility for different DB platform such as an admin for Oracle
database or an admin for SQL Server. Necessary permissions must be granted for the DB admin user.

« Enable policy-based backup strategy. To enforce backup consistency and reliability.

* Open necessary network ports on the firewall. For the on-premises SnapCenter server to communicate
with agents installed in the cloud DB host.

* Ports must be open to allow SnapMirror traffic between on-prem and public cloud. The SnapCenter
server relies on ONTAP SnapMirror to replicate onsite Snapshot backups to cloud CVO storage SVMs.

After careful pre-installation planning and consideration, click this SnapCenter installation workflow for details
of SnapCenter installation and configuration.

On-premises database server storage configuration

Storage performance plays an important role in the overall performance of databases and applications. A well-
designed storage layout can not only improve DB performance but also make it easy to manage database
backup and recovery. Several factors should be considered when defining your storage layout, including the
size of the database, the rate of expected data change for the database, and the frequency with which you
perform backups.
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Directly attaching storage LUNSs to the guest VM by either NFS or iSCSI for virtualized database workloads
generally provides better performance than storage allocated via VMDK. NetApp recommends the storage
layout for a large SQL Server database on LUNs depicted in the following figure.

Data files Log directory Transaction logs

DB1 DB2 DB3 DB1 D@2 D83

= B B 5 B @
‘ Vol 4
Vol 1 Vol 2 Vol 3 AL A Vol Vol 6 Vol 7
AN = AL
LUN 1 LUN 2 LUN 3 LUN & LUN 6 LUN 7
Starage system

The following figure shows the NetApp recommended storage layout for small or medium SQL Server
database on LUNSs.
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The Log directory is dedicated to SnapCenter to perform transaction log rollup for database
recovery. For an extra large database, multiple LUNs can be allocated to a volume for better
performance.

For Oracle database workloads, SnapCenter supports database environments backed by ONTAP storage that
are mounted to the host as either physical or virtual devices. You can host the entire database on a single or
multiple storage devices based on the criticality of the environment. Typically, customers isolate data files on
dedicated storage from all other files such as control files, redo files, and archive log files. This helps
administrators to quickly restore (ONTAP single-file SnapRestore) or clone a large critical database (petabyte
scale) using Snapshot technology within few seconds to minutes.

Control + Redo + Control + Redo +
Datafiles Datafiles ontrol + Redo

Flexvol 1 Flexvol 2 Lunt e Lun2
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For mission critical workloads that are sensitive to latency, a dedicated storage volume should be deployed to
different types of Oracle files to achieve the best latency possible. For a large database, multiple LUNs
(NetApp recommends up to eight) per volume should be allocated to data files.

Datafiles Control files

Flexvol 1 Flexvol 2

Flexvol 3 Flexvold

For smaller Oracle databases, SnapCenter supports shared storage layouts in which you can host multiple
databases or part of a database on the same storage volume or LUN. As an example of this layout, you can
host data files for all the databases on a +DATA ASM disk group or a volume group. The remainder of the files
(redo, archive log, and control files) can be hosted on another dedicated disk group or volume group (LVM).
Such a deployment scenario is illustrated below.

Volume Group / Disk Group
DB1:Datafiles

Volume Group £ Disk Grouep

DB1:Logs + control file

DB2:Datafiles DB2:Logs + control file

DPB3:Logs + control file

o P2 o

DB3:Datafiles Flexvol / Lun

Host A LVM /ASM Layout

To facilitate the relocation of Oracle databases, the Oracle binary should be installed on a separate LUN that is
included in the regular backup policy. This ensures that in the case of database relocation to a new server host,
the Oracle stack can be started for recovery without any potential issues due to an out-of-sync Oracle binary.

Licensing requirements

SnapCenter is licensed software from NetApp. It is generally included in an on-premises ONTAP license.
However, for hybrid cloud deployment, a cloud license for SnapCenter is also required to add CVO to
SnapCenter as a target data replication destination. Please review following links for SnapCenter standard
capacity-based license for details:

SnapCenter standard capacity-based licenses

Networking and security

In a hybrid database operation that requires an on-premises production database that is burstable to cloud for
dev/test and disaster recovery, networking and security is important factor to consider when setting up the
environment and connecting to the public cloud from an on-premises data center.

Public clouds typically use a virtual private cloud (VPC) to isolate different users within a public-cloud platform.
Within an individual VPC, security is controlled using measures such as security groups that are configurable
based on user needs for the lockdown of a VPC.

The connectivity from the on-premises data center to the VPC can be secured through a VPN tunnel. On the
VPN gateway, security can be hardened using NAT and firewall rules that block attempts to establish network
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connections from hosts on the internet to hosts inside the corporate data center.

For networking and security considerations, review the relevant inbound and outbound CVO rules for your
public cloud of choice:

» Security group rules for CVO - AWS

« Security group rules for CVO - Azure

* Firewall rules for CVO - GCP

Using Ansible automation to sync DB instances between on-premises and the cloud - optional

To simplify management of a hybrid-cloud database environment, NetApp highly recommends but does not
require that you deploy an Ansible controller to automate some management tasks, such as keeping compute
instances on-premises and in the cloud in sync. This is particular important because an out-of-sync compute
instance in the cloud might render the recovered database in the cloud error prone because of missing kernel
packages and other issues.

The automation capability of an Ansible controller can also be used to augment SnapCenter for certain tasks,
such as breaking up the SnapMirror instance to activate the DR data copy for production.

Follow these instruction to set up your Ansible control node for RedHat or CentOS machines:
include::_include/automation_rhel_centos_setup.adoc|]

Follow these instruction to set up your Ansible control node for Ubuntu or Debian machines:
include::_include/automation_ubuntu_debian_setup.adoc]]

Prerequisites for the public cloud

Before we install the Cloud Manager connector and Cloud Volumes ONTAP and
configure SnapMirror, we must perform some preparation for our cloud environment. This
page describes the work that needs to be done as well as the considerations when
deploying Cloud Volumes ONTAP.

Cloud Manager and Cloud Volumes ONTAP deployment prerequisites checklist

[ A NetApp Cloud Central login

O Network access from a web browser to several endpoints
1 A network location for a Connector

O Cloud provider permissions

[ Networking for individual services

For more information about what you need to get started, visit our cloud documentation.
Considerations

1. What is a Cloud Manager connector?

In most cases, a Cloud Central account admin must deploy a connector in your cloud or on-premises network.
The connector enables Cloud Manager to manage resources and processes within your public cloud
environment.

For more information about Connectors, visit our cloud documentation.
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2. Cloud Volumes ONTAP sizing and architecture

When deploying Cloud Volumes ONTAP, you are given the choice of either a predefined package or the
creation of your own configuration. Although many of these values can be changed later on nondisruptively,
there are some key decisions that need to be made before deployment based on the workloads to be deployed
in the cloud.

Each cloud provider has different options for deployment and almost every workload has its own unique
properties. NetApp has a CVO sizing tool that can help size deployments correctly based on capacity and
performance, but it has been built around some basic concepts which are worth considering:

» Capacity required

* Network capability of the cloud virtual machine

» Performance characteristics of cloud storage

The key is to plan for a configuration that not only satisfies the current capacity and performance requirements,
but also looks at future growth. This is generally known as capacity headroom and performance headroom.

If you would like further information, read the documentation about planning correctly for AWS, Azure, and
GCP.

3. Single node or high availability?

In all clouds, there is the option to deploy CVO in either a single node or in a clustered high availability pair with
two nodes. Depending on the use case, you might wish to deploy a single node to save costs or an HA pair to
provide further availability and redundancy.

For a DR use case or spinning up temporary storage for development and testing, single nodes are common
since the impact of a sudden zonal or infrastructure outage is lower. However, for any production use case,
when the data is in only a single location, or when the dataset must have more redundancy and availability,
high availability is recommended.

For further information about the architecture of each cloud’s version of high availability, visit the
documentation for AWS, Azure and GCP.

Getting started overview

This section provides a summary of the tasks that must be completed to meet the
prerequisite requirements as outlined in previous section. The following section provide a
high level tasks list for both on-premises and public cloud operations. The detailed
processes and procedures can be accessed by clicking on the relevant links.

On-premises

» Setup database admin user in SnapCenter

« SnapCenter plugin installation prerequisites

« SnapCenter host plugin installation

* DB resource discovery

» Setup storage cluster peering and DB volume replication
* Add CVO database storage SVM to SnapCenter
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« Setup database backup policy in SnapCenter
« Implement backup policy to protect database

» Validate backup

AWS public cloud

 Pre-flight check
+ Steps to deploy Cloud Manager and Cloud Volumes ONTAP in AWS

* Deploy EC2 compute instance for database workload
Click the following links for details:

On Premises, Public Cloud - AWS

Getting started on premises

The NetApp SnapCenter tool uses role based access control (RBAC) to manage user
resources access and permission grants, and SnapCenter installation creates
prepopulated roles. You can also create custom roles based on your needs or
applications.

On Premises

1. Setup database admin user in SnapCenter

It makes sense to have a dedicated admin user ID for each database platform supported by SnapCenter for
database backup, restoration, and/or disaster recovery. You can also use a single ID to manage all databases.
In our test cases and demonstration, we created a dedicated admin user for both Oracle and SQL Server,
respectively.

Certain SnapCenter resources can only be provisioned with the SnapCenterAdmin role. Resources can then
be assigned to other user IDs for access.

In a pre-installed and configured on-premises SnapCenter environment, the following tasks might have already
have been completed. If not, the following steps create a database admin user:

1. Add the admin user to Windows Active Directory.

2. Log into SnapCenter using an ID granted with the SnapCenterAdmin role.

3. Navigate to the Access tab under Settings and Users, and click Add to add a new user. The new user ID is
linked to the admin user created in Windows Active Directory in step 1. . Assign the proper role to the user
as needed. Assign resources to the admin user as applicable.
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@ Monitor
O oradba User App Backup and Clane Admin demo
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soldba User App Backup and Clone Admin demo

2. SnapCenter plugin installation prerequisites

SnapCenter performs backup, restore, clone, and other functions by using a plugin agent running on the DB
hosts. It connects to the database host and database via credentials configured under the Setting and
Credentials tab for plugin installation and other management functions. There are specific privilege
requirements based on the target host type, such as Linux or Windows, as well as the type of database.

DB hosts credentials must be configured before SnapCenter plugin installation. Generally, you want to use an
administrator user accounts on the DB host as your host connection credentials for plugin installation. You can
also grant the same user ID for database access using OS-based authentication. On the other hand, you can
also employ database authentication with different database user IDs for DB management access. If you
decide to use OS-based authentication, the OS admin user ID must be granted DB access. For Windows
domain-based SQL Server installation, a domain admin account can be used to manage all SQL Servers
within the domain.

Windows host for SQL server:
1. If you are using Windows credentials for authentication, you must set up your credential before installing
plugins.

2. If you are using a SQL Server instance for authentication, you must add the credentials after installing
plugins.

3. If you have enabled SQL authentication while setting up the credentials, the discovered instance or
database is shown with a red lock icon. If the lock icon appears, you must specify the instance or database
credentials to successfully add the instance or database to a resource group.

4. You must assign the credential to a RBAC user without sysadmin access when the following conditions are
met:

o The credential is assigned to a SQL instance.
o The SQL instance or host is assigned to an RBAC user.

> The RBAC DB admin user must have both the resource group and backup privileges.
Unix host for Oracle:

1. You must have enabled the password-based SSH connection for the root or non-root user by editing
sshd.conf and restarting the sshd service. Password-based SSH authentication on AWS instance is turned
off by default.

2. Configure the sudo privileges for the non-root user to install and start the plugin process. After installing the
plugin, the processes run as an effective root user.

3. Create credentials with the Linux authentication mode for the install user.
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4. You must install Java 1.8.x (64-bit) on your Linux host.

5. Installation of the Oracle database plugin also installs the SnapCenter plugin for Unix.

3. SnapCenter host plugin installation

Before attempting to install SnapCenter plugins on cloud DB server instances, make sure that all
configuration steps have been completed as listed in the relevant cloud section for compute
instance deployment.

The following steps illustrate how a database host is added to SnapCenter while a SnapCenter plugin is
installed on the host. The procedure applies to adding both on-premises hosts and cloud hosts. The following
demonstration adds a Windows or a Linux host residing in AWS.

Configure SnapCenter VMware global settings

Navigate to Settings > Global Settings. Select "VMs have iSCSI direct attached disks or NFS for all the hosts"
under Hypervisor Settings and click Update.

M NetApp SnapCenter® ©~ 2 demo\administrator  SnapCenterAdmin [ Sign Out

Global Settings ~ Policies  Usersand Access  Roles  Credential  Software

3% Dashboard

O Resources Global Settings

@ Monitor

4  Repons Hypervisor Settings €@ ~
& Hosts Vs have iSCS| direct attached disks or NFS for all the hosts

|
EEpIEEm Notification Server Settings € v

Settings

il

Configuration Settings € v
Purge Jobs Settings € v
Domain Settings @ v

CA Certificate Settings @ v

Add Windows host and installation of plugin on the host

1. Log into SnapCenter with a user ID with SnapCenterAdmin privileges.

2. Click the Hosts tab from the left-hand menu, and then click Add to open the Add Host workflow.

3. Choose Windows for Host Type; the Host Name can be either a host name or an IP address. The host
name must be resolved to the correct host IP address from the SnapCenter host. Choose the host
credentials created in step 2. Choose Microsoft Windows and Microsoft SQL Server as the plugin
packages to be installed.

Sign Out

M NetApp SnapCenter® ~ 2 demo\administrator  SnapCenterAdmin

X

Add Host

Host Type | Windows =

Host Name | sqi-standby ‘

Credentials | Domain Admin

Select Plug-ins to Install SnapCenter Plug-ins Package 4.5 for Windows

&

[] Microsoft Exchange Server

[ sap Hana

£¥ More Options:: Port, gMSA, Install Path, Custom Plug-Ins.

]

4. After the plugin is installed on a Windows host, its Overall Status is shown as "Configure log directory."
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©- 2 demo\administrator  SnapCenterAdmin  [§ Sign Out

M NetApp SnapCenter®
Managed Hosts Disks. Shares Initiator Groups iSCSI Session

o +

@ Resources [ Name 12 Type System Plugiin Version Overall Status
@ onitor [} Linux Stand-alone UNIX, Oracle Database 45 @ Running

a Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server 45 @ Running
& Reports 0 Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server 45 Configure log directory

Storage Systems

Settings

Alerts

©~ 2 demo\administrator  SnapCenterAdmin @ Sign Out

X|

Host Details

HostName  sql-standby.demo.netapp.com
Alerts
HostIP 10.2212.56
Overall Status ® Configure log directory. o Alerts

Host Type Windows
System Stand-alone

Credentials Domain Admin &
Plug-ins SnapCenter Plug-ins package 4.5.0.6123 for Windows

Microsoft Windaws

Microsoft SQL Server Remove Configure lo;

£ More Options : Port, gMS4, Install Path, Add Plug-ins..

6. Click "Configure log directory” to open "Configure Plug-in for SQL Server."

Configure Plug-in for SQL Server X
Configure the log backup directory for sql-standby.demo.netapp.com
Configure host log directory
Host log directory dedicated disk directory path B EBrowse
Save Close

7. Click Browse to discover NetApp storage so that a log directory can be set; SnapCenter uses this log
directory to roll up the SQL server transaction log files. Then click Save.
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Configure Plug-in for SQL Server

Configure the log backup directory for sql-standby.demo.netapp.com

Configure host log directory

Host log directory G

B Erowss

Choose directory on NetApp Storage
& sql-standby.demo.netapp.com
= Gh

W System Volume Information

Save

Close

@ For NetApp storage provisioned to a DB host to be discovered, the storage (on-prem or
CVO) must be added to SnapCenter, as illustrated in step 6 for CVO as an example.

8. After the log directory is configured, the Windows host plugin Overall Status is changed to Running.

I NetApp SnapCenter®

Disks  Shares  Intiator Groups  iSCSI Session
Search by Name
Dashboard <)
Resources O Name I Type System Plug-in
Linux Stand-alone UNIX, Oracle Database
Monitor
Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server
Reports Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server

Storage Systems
Settings

Alerts

SnapCenterAdmin [ Sign Out

Overall Status
® Running
@ Running

® Running

9. To assign the host to the database management user ID, navigate to the Access tab under Settings and
Users, click the database management user ID (in our case the sqgldba that the host needs to be assigned
to), and click Save to complete host resource assignment.

I NetApp SnapCenter®

Global Settings Policies  UsersandAccess  Roles  Credential  Software

Dashboard
Resources O Name = Type Roles

O zdministrator User SnapCenterAdmin
Monitor

O oradba User App Backup and Clone Admin
RERArS O sqldba User App Backup and Clone Admin
Hosts
Storage Systems.

~ 3 demo\administrator  SnapCenterAdmin i Sign Out

+

sdd
Domain

demo

demo

demo
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Assign Assets

x
Asset Type Host o search
] Asset Mame [ES
] rhel2.demo.netapp.com
] sgl1.demo.netapp.com
sql-standby.demo.netapp.com

Save Cloze

Add Unix host and installation of plugin on the host

1. Log into SnapCenter with a user ID with SnapCenterAdmin privileges.
2. Click the Hosts tab from left-hand menu, and click Add to open the Add Host workflow.

3. Choose Linux as the Host Type. The Host Name can be either the host name or an IP address. However,
the host name must be resolved to correct host IP address from SnapCenter host. Choose host credentials

created in step 2. The host credentials require sudo privileges. Check Oracle Database as the plug-in to be
installed, which installs both Oracle and Linux host plugins.

[ ] 1 @~ 2 demo\administrator  SnapCenterAdmin [l Sign Out

X
Add Host

Host Type ‘ Linux M ‘

Host Name | ora-standby

Credentials ‘ admin - ‘ + 0

Select Plug-ins to Install SnapCenter Plug-ins Package 4.5 for Linux

B oracle Database
] sap HANA

£ More Options : Port, Install Path, Custom Plug-Ins..

m canes

4. Click More Options and select "Skip preinstall checks." You are prompted to confirm the skipping of the
preinstall check. Click Yes and then Save.
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More Options

Port

Installation Path

5145

/opt/MetApp/snapcenter

Skip preinstall checks
Add all hosts in the oracle RAC

Custom Plug-ins
Choose a File

Mo plug-ins found.

Save Cancel

5. Click Submit to start the plugin installation. You are prompted to Confirm Fingerprint as shown below.

Confirm Fingerprint X
Authenticity of the host cannot be determined €9

Host name 1z Fingerprint Valid

ora-standby.demo.netapp.com ssh-rsa 3072 5C02:EFEB:63:54:59:10:84:DF:A0D:6B:AB:FB:61:67

Confirm and Submit

Close

6. SnapCenter performs host validation and registration, and then the plugin is installed on the Linux host.
The status is changed from Installing Plugin to Running.

I NetApp SnapCenter® .
Managed Hosts Disks

©~ 2 demouadministrator  SnapCenterAdmin i Sign Out

Shares Initiator Groups  iSCS| Session

+

B2 Dashboard o

Resources O £ Type System Plugin Version Overall Status
O Linux Stand-alone UNIX, Oracle Database 45 ® Running g
Monitor
O Linux Stand-alone UNIX, Oracle Database 45 @ Running

Reports

Windows stand-alone Microsoft Windows Server, Microsoft SQL Server 45 ® Running

o
(]

Hosts Windows Stand-alone Microsoft Windows Server, Microsoft SQL Server 45 @ Running

Storage Systems

Settings

Alerts.

7. Assign the newly added host to the proper database management user ID (in our case, oradba).
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Users/Groups Details

X
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O Name I Domain  demo
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o saldba Assign Assets
# Assign W Unassign
0 Asset Name & Type Asset Type
o O 0.0.0 DataOntapClustar Storaga Connection
O 192.168.0.101 DataOntapCluster Storage Connection
] admin Credentials
O Linux Admin Credentials
0 Oracle Archive Log Backup. Policy
=] Oracle Full Online Backup Policy
- rhel? dama. natann.com host ek
[Gancar]
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Asset Type Host A search
] Asset Name 1=
ora-standby.demo.netapp.com
] rhel2.demo.netapp.com
] sgll.demo.netapp.com
] sql-standby.demo.netapp.com
Save Close

4. Database resource discovery

With successful plugin installation, the database resources on the host can be immediately discovered. Click
the Resources tab in the left-hand menu. Depending on the type of database platform, a number of views are
available, such as the database, resources group, and so on. You might need to click the Refresh Resources
tab if the resources on the host are not discovered and displayed.

M NetApp SnapCenter® # = @- 1demowradba App Backup and Clone Admin i Sign Out

Oracle Database  [i

=

Refresh Resources  New Resource Group

@ Resources I~ Name Oracle Database Type Host/Cluster Resource Group Palicies Last Backup Overall Status

o cdb2 Single Instance i ) rhel2.demo.netapp.com Not protected
lonitor

Reports
Hosts

Storage Systems

Settings

Alerts

When the database is initially discovered, the Overall Status is shown as "Not protected." The previous
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screenshot shows an Oracle database not protected yet by a backup policy.

When a backup configuration or policy is set up and a backup has been executed, the Overall Status for the
database shows the backup status as "Backup succeeded" and the timestamp of the last backup. The
following screenshot shows the backup status of a SQL Server user database.

M NetApp SnapCenter® ©®- Ademosqldba  App Backup and Clone Admin  @sign Out
Microsoft sQL Server [l
<
iew s | ¥
H
Resources IFm Name Instance Host LastBackup  Overall Status Type
-~ master sl sql1.demo.netapp.com Not available for backup System database
w
model sqlt sqi1.demo.netapp.com Not available for backup System database
P
ol msdb sqlt sqi1.demo.netapp.com Not available for backup System database
& Hosts tempdb sqll sgl1.demo.netapp.com Not available for backup System database
tpcc sqlt sql1.demo.netapp.com 09/14/2021 2:35:07 PM 4 Backup succeeded User database

Storage Systems
Settings

Alerts

B i

If database access credentials are not properly set up, a red lock button indicates that the database is not
accessible. For example, if Windows credentials do not have sysadmin access to a database instance, then
database credentials must be reconfigured to unlock the red lock.

M NetApp SnapCenter® ~  fdemosgidba  App Backup and Clone Admin  Sign out
wmicrosoft sQL server [l
-

view [EEEERES ~ W search by name -

Name Host Resource Groups Policies State Type

sgi-standby sql-standby.demo.netapp.com Running Standalone 0

sqi1 sqi1.demo.netapp.com Running Standalone (15.0.2000)

Storage Systems

Settings

Alerts

M NetApp SnapCenter® = A demo\sgidba  App Backup and Clone Admin [l Sign Out
Microsoft SQL server [ Instance - Credentials x
men search by name
] Name i " ver or Wind e d the d Auth. X
sqistandby "
e Mame
=9 Resource Grou
p
al
Policy

Selectable @ ot available for backup. DB is not on NetApp storage, auto-close is enabled or in recovery mode

ek

A

After the appropriate credentials are configured either at the Windows level or the database level, the red lock
disappears and SQL Server Type information is gathered and reviewed.

M NetApp SnapCenter® ©®- Ldemowsqldba  App Backup and Clone Admin @ Sign Out

microsoft sQL server |

- T CETTE +

Resources Fim Name Host Resource Groups Policies State Type
sql1 sql1.demo.natapp.com Running standalone (15.0.2000)
e Menitor
sql-standby sgl-standby.demo.netapp.com Running Standalone (15.0.2000)
& Reports

Hosts

-

Storage Systems

-

Settings

Alerts

L]
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5. Setup storage cluster peering and DB volumes replication

To protect your on-premises database data using a public cloud as the target destination, on-premises ONTAP
cluster database volumes are replicated to the cloud CVO using NetApp SnapMirror technology. The replicated
target volumes can then be cloned for DEV/OPS or disaster recovery. The following high-level steps enable
you to set up cluster peering and DB volumes replication.

1. Configure intercluster LIFs for cluster peering on both the on-premises cluster and the CVO cluster
instance. This step can be performed with ONTAP System Manger. A default CVO deployment has inter-
cluster LIFs configured automatically.

On-premises cluster:

Il ONTAP System Manager (etumto classcverion)

Overview
DASHBOARD
STORAGE v
IPspaces + Broadcast Domains +

NETWORK
m—— Cluster Broadcast Domains Cluster 000MTU  IPspace: Cluster

Cluster
Ethernet Ports Default 1500 MTU
FCPorts Defautt Storage VMs s 0100 B06-200, EUR

svm_onPrem
EVENTS & JOBS V

Broadeast Domains

Default
PROTECTION  ~
Overview
Relationships Network Interfaces + T iter
HOSTS

N status * Storage VM 1Pspace Address Current Node Current Port Protocols Type

SAN Initiator Groups
NVMe Subsystem onPrem-01_IC (V] Default 102.168.0.113 onPrem-01 elb Intercluster
cLUSTER ~ onPrem-01_mgmtl ) Default 102.168.0.111 onPrem-01 e0c Cluster/Node Mgmt
SRR cluster_mgmt ® Default 192.168.0.101 onPrem-0L e0a Cluster/Node Mgmt

Search actions, objects, and pages

Overview ]
DASHBOARD
sToRAGE
NETWORK A IPspaces + Broadcast Domains
Overvie
i Cluster Broadcast Domains Cluster Q000MTU  IPspace: Cluster
Ethemnet Ports. Cluster hybridcvo-01 e0b

hybridcvo-02 e0b
EVENTS & JOBS

Default Storage VMs
e i Default 9001MTU  IPspace: Default
PROTECTION v —ren hybridcvo-01 e0a
S o hybridevo-02 e0a
HOSTS e
CLUSTER
Network Interfaces 4 Qsearch & pownload THlter @ Showliide v
Name * status Storage VM 1Pspace Address Current Node current Port Protocols Type Throughput (1

] Default 10.221.2.104 hybridcvo-02 e0a Cluster/Node Mgmt 0

Default 10.221.1.180 hybridcvo-01 <0a Intercluster,Cluster/Node Mgmt 0z

Default 102212250 hybridcvo-02 e0a Intercluster,Cluster/Node Mgmt 003

svm_hybridcvo Default 10.221.1.5 hybridcvo-01 eda iscs Data o

isesi_2 0 svm_hybridcvo Default 10.221.2.168 hybridcvo-02 e0a iscsi Data 0

2. With the intercluster LIFs configured, cluster peering and volume replication can be set up by using drag-
and-drop in NetApp Cloud Manager. See "Getting Started - AWS Public Cloud" for details.

Alternatively, cluster peering and DB volume replication can be performed by using ONTAP System
Manager as follows:

3. Log into ONTAP System Manager. Navigate to Cluster > Settings and click Peer Cluster to set up cluster
peering with the CVO instance in the cloud.
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= [ ONTAP System Manager

Overview
Applications
Volumes

LUNs

NVMe Namespaces
Shares

Qtrees

Quotas

Storage VMs:

Tiers
NETWORK

Overview
Ethernet Ports

FC Ports

EVENTS & JOBS

PROTECTION

Overview

Relationships

HOSTS

CLUSTER

Overview

Settings

Ul Settings

LOG LEVEL
DEBUG

INACTIVITY TIMEOUT
30 minutes

Intercluster Settings

Network Interfaces

P ADDRESS
7

@ 152.168.0.113

[Return to classic version)

+ Cluster Peers
PEI CLUSTER NAME

& hybridovo

Generate Passphrase

PEERED STORAGE WM5

Manage Cluster Peers

4. Go to the Volumes tab. Select the database volume to be replicated and click Protect.

= [ ONTAP System Manager (et tocssicversion)

DASHBOARD

STORAGE
‘Overview
Applications
Volumes
LUNs

NVMe Namespaces
Shares
Qtrees
Quotas
Storage VMs
Tiers
NETWORK

Overview

Ethernet Ports

FC Poris

EVENTS & JOBS

PROTECTION

HOSTS

CLUSTER

Volumes

.

W Delete i More

Name
onPrem_data
rhel2_uol
rhel2_u02
rhel2_u03

rhel2_u030923211942120311
8

sgll_data
sqll_log
sql1_snapctr

sym_onPrem_root

lhet27u03 All Volumes
Overview Snapshot Copies Clone Hierarchy SnapMirror (Local or Remote)
Capacity
STATUS apacity
Online
STYLE
Flexvol ]
0% 10% 20% 30% 40%
MOUNT PATH
/rhelz_uo3 SNAPSHOT CAPACITY
STORAGE VM 0 Bytes Available 2.36 GB Used 2.36 GB Overflow

svm_onPrem

LOCAL TIER
onPrem_01_SSD_1

SNAPSHOT POLICY
default

Performance
Haur Day
QUOTA

off

Latency
TYPE

Read Write

15

SPACE R

VATION

Storage VM Peers

5. Set the protection policy to Asynchronous. Select the destination cluster and storage SVM.
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= [l ONTAP System Manager (retumtoclassicversion)

DASHBOARD

STORAGE

Overview

Volumes

LUNs

NVMe Namespaces
Shares

Qtrees

Quotas

Storage VMs

Tiers

NETWORK

Overview

Ethernet Poris

FC Ports

EVENTS & JOBS

PROTECTION

HOSTS

CLUSTER

Protect Volumes
PROTECTION POLICY

Asynchronous v

Source L ]

CLUSTER
onPrem

STORAGEVM
svm_onPrem

SELECTED VOLUMES
rhel2_u03

6. Validate that the volume is synced between the source and target and that the replication relationship is

healthy.

Volumes

+ Add @ Delete W Protect i More

Name N
rhel2_u03  Allvolumes

onPrem_data

Overview Snapshot Copies
rhel2_uo1
rhel2_u02
Source
rhel2_uo3

svm_onPremirhel2_u03
rhel2_u030923211942120311
8

Clone Hierarchy

svm_hybridevoirhel2_uo3_dr

SnapMirror (Local or Remote)

Protection Policy ionship Health

Q
x
Destination
CLUSTER
hybridcvo v
STORAGE WM
svm_hybridcvo v
~ Destination Settings
2 matching labels
VOLUME NAME
PREFIX SUFFIX
vol_ <SourceVolumeName=| _dest
Override default storage service name
Configuration Details
Initialize relationship (@
Enable FabricPool (D
= Filter
# Edit § More

MirrorallSnapshots Healthy

6. Add CVO database storage SVM to SnapCenter

1. Log into SnapCenter with a user ID with SnapCenterAdmin privileges.

ip Status Lag

Mirrored 12 seconds

2. Click the Storage System tab from the menu, and then click New to add a CVO storage SVM that hosts
replicated target database volumes to SnapCenter. Enter the cluster management IP in the Storage
System field, and enter the appropriate username and password.
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M NetApp SnapCenter®

2 demo\administrator  SnapCenterAdmin [ Sign Out

Add Storage System

X

Add Storage System €}

Storage S
ONTAP Storage Connections torage System ‘ 10.00.1 ‘

O Name 2 Username ‘ admin ‘
svm hybridevo password ‘ ‘
svm onPrem

Event ystem (EMS) & pport Settings

send Autesuppert notification to storage system

Log SnapCenter Server events to syslog

£ More Options : Platform, Protocol, Preferred IP etc..

3. Click More Options to open additional storage configuration options. In the Platform field, select Cloud

Volumes ONTAP, check Secondary, and then click Save.

More Options X
Platform | Cloud Volumes ON * Secondary €
Protoco HTTPS -
Port 443
Timeout | &0 seconds (i ]
(J preferred IP [§ ]
Cancel

4. Assign the storage systems to SnapCenter database management user IDs as shown in 3. SnapCenter

host plugin installation.

I NetApp SnapCenter® ®@ = @- Ademoladministrator SnapCenterAdmin  [Sign Out|

+
@ Resources ONTAP Storage Connections
2 Monitor O Name [E Cluster Name User Name Platform Controller License
1000.1 o -}
@ Repors
192.168.0.101 oo v
& Hosts
Storage Systems

Settings

A Aers

7. Setup database backup policy in SnapCenter

The following procedures demonstrates how to create a full database or log file backup policy. The policy can
then be implemented to protect databases resources. The recovery point objective (RPO) or recovery time
objective (RTO) dictates the frequency of database and/or log backups.
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Create a full database backup policy for Oracle
1. Log into SnapCenter as a database management user ID, click Settings, and then click Polices.

M NetApp SnapCenter® ~ % demoloradba App Backup and Clone Admin

Policies Credential

Oracle Database
iis  Dashboard

+

a Resources Mew
Name It BackupType Schedule Type Replication Verification
£ Monitor il P P
Oracle Archive Log Backup LOG, ONLINE Hourly SnapMirror
4l Repors
L Oracle Full Online Backup FULL, ONLINE Daily SnapMirror
& Hosts

:—l Storage Systems.

= Settings

2. Click New to launch a new backup policy creation workflow or choose an existing policy for modification.

Modify Oracle Database Backup Policy =
“ Provide a policy name
o Backup Type Policy name ‘ Oracle Full Online Backup ‘ Li]
Details ‘ Backup all data and log files ‘
e Retention

O repiication
0

@ verification
©Q:mary

3. Select the backup type and schedule frequency.

132



Modify Oracle Database Backup Policy ®

o Nt Select Oracle database backup options

I, Choose backup type

e Retention

® online backup

o Replication ® Datafiles, control files, and archive logs
e i .
o Script () Datafiles and control files
) Archive logs
o Verification
) Offline backup a
o Summary

Choose schedule freguency

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

() ©n demand
) Hourly

@ Daily =

4. Set the backup retention setting. This defines how many full database backup copies to keep.

133




Modify Oracle Database Backup Policy ®

o Nt Retention settings @
o SEEELES Daily retention settings
Data backup retention settings €@
3 Retention
| () Total Snapshot copies to keep 7
o Repicadon (@ Keep Snapshot copies for 14 days
: Archive Log backup retention settings

o Secript
(O Total Snapshot copies to keep 7

o Verification - davs
® Keep Snapshot copies for 14 ays

o Summary

5. Select the secondary replication options to push local primary snapshots backups to be replicated to a
secondary location in cloud.
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Modify Oracle Database Backup Policy

o ETTE Select secondary replication options @
o Backup Type Update SnapMirror after creating a local Snapshot copy.
e Retention [ Update SnapVault after creating a local Snapshot copy.

Secondary policy labe! ‘ Daily v i ]
4 Replication
EESSS——————= Error retry count Li]
o Script
e Verification

o Summary

6. Specify any optional script to run before and after a backup run.
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Modify Oracle Database Backup Policy

o Name

Specify optional scripts to run before and after performing a backup job

o Backup Type Prescript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘Ente' Prescript path
Prescript
e Retention arguments

Postscript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘EHIE’ Postscript path

o Replication
Postscript

arguments
5 Script
E——  S.cript timeout

e verification
o Summary

60 secs

7. Run backup verification if desired.
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Modify Oracle Database Backup Policy

€ -

€ = Type
© =etencon
@O ==oicton
(5 B

6 Verification

a Summary

Select the options to run backup verification

Run Verifications for following backup schedules

Select how often you want the schedules to occur in the policy. The specific verification times are set at backup job creation

enabling you to stagger your verification start times.

O paily

Verification script commands

Script timeout
Prescript full path

Prescript
arguments

Postscript full path

Postscript
arguments

] Secs

‘ Jvarfopt/snapcenter/spl/scripts/

Enter Prescript path

Choose optional arguments...

| Jvar/opt/snapcenter/spl/scripts/

‘ ‘Emer Postscript path

Cheose optional arguments...

Previous

8. Summary.
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Modify Oracle Database Backup Policy

o Name Surnmary
o Backup Typs Policy name
Details
e Retention
Backup type
o Replication Schedule type
RMAN catalog backup
Secript
o - Archive log pruning

On demand data backup retention

o Verification

On demand archive log backup retention None
Hourly data backup retention N

Hourly archive log backup retention
Daily data backup retention

Daily archive log backup retention
Weekly data backup retention
Weekly archive log backup retention
Monthly data backup retention
Monthhy archive log backup retention

Replication

None

Delete Snapshot copies older than : 14 days

4 days
None
None
None
napMirmror enabled | Secondary pelicy labe

Error retry count: 3

Previous

-

Create a database log backup policy for Oracle

1. Log into SnapCenter with a database management user ID, click Settings, and then click Polices.

2. Click New to launch a new backup policy creation workflow, or choose an existing policy for modification.
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a Backup Type
3 'Retention
4 Replication
5 | Script
6 Verification

7 Summary

New Oracle Database Backup Policy

Provide a policy name

Policy name Oracle Archive Log Backup

Details Backup Oracle archive logs

3. Select the backup type and schedule frequency.
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New Oracle Database Backup Policy ®

o Narna

IS Choose backup type

3

(]

Retention

Replication

Script

Verification

Summary

Select Oracle database backup options

® oOnline backup

(0 Datafiles, control files, and archive logs
(O Datafiles and control files

@ Archive logs

O offline backup Li ]

Choose schedule freguency

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

() ©n demand
@ Hourly

O Daily =

4. Set the log retention period.
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New Oracle Database Backup Policy ®
o Name Retention settings @

o IR Hourly retention settings

4  Replication

Archive Log backup retention settings

O Total Snapshot copies to keep
6 Verification - 5
(@ Keep Snapshot copies for ?1 $ daps

7 Summary

5 Script

Previous

5. Enable replication to a secondary location in the public cloud.
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o Narna
o Backup Type
e Retention

5 Script
6 Verification

7 Summary

6. Specify any optional scripts to run before and after log backup.

142

New Oracle Database Backup Policy

Select secondary replication options @

Update SnapMirror after creating a local Snapshot copy.

[ update SnapWault after creating a local Snapshot copy.

Secondary policy label |[ Hourly 3 ]| @

Error retry count 3 i ]

Previous




New Oracle Database Backup Policy

o Name

Specify optional scripts to run before and after performing a backup job

o Backup Type Prescript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘Ente' Prescript path
Prescript
e Retention arguments

Postscript full path ‘ Jvar/opt/snapcenter/spl/scripts/ ‘ ‘EHIE’ Postscript path

o Replication

6 Verification

Postscript
arguments

60 secs

Script timeout

7 summary

7. Specify any backup verification scripts.
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New Oracle Datahase Backup Policy

o Backup Type

e Retention € '- .
o Replication

o Script

6 Verification

7 Summary

0

Previous

8. Summary.
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New Oracle Datahase Backup Policy

© -

€ sackup ipe
© reteniion
@ =ciicztion
(5 B

0 verification

Summary

Policy name

Details

Backup type
Schedule type

RMAMN catalog backup
Archive log pruning

On demand data backup retention

Hourly data backup retention

Hourly archive log backup retention
Daily data backup retention

Daily archive log backup retention
Weekly data backup retention
Weekly archive log backup retention
Maonthiy data backup retention
Maonthly archive log backup retention

Replication

Hourly

On demand archive log backup retention No

snapMirror enabled | Secondary pelicy label: Hourly , Error retry count: 3

Previous

-

Create a full database backup policy for SQL

1. Log into SnapCenter with a database management user ID, click Settings, and then click Polices.

M NetApp SnapCenter®

Polides  Credential
Microsoft QL server [B
s Dashboard
Resources
Name |t Backup Type
D Nonitor PP
There is no match for your search or data is not available.
4 Reports
& Hosts
.

w8 Storage Systems

2 demotsqldba  App Backup and Clone Admin

Schedule Type Replication Verification

@signout

. Click New to launch a new backup policy creation workflow, or choose an existing policy for modification.
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a Backup Type

3 ' Retention
4  Replication
5 | Script

6 Verification

7 Summary

New SQL Server Backup Policy

Provide a policy name

Policy name

Details

SQL Server Full Backup

Backup all data and log files

3. Define the backup option and schedule frequency. For SQL Server configured with an availability group, a
preferred backup replica can be set.
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o Name

3 'Retention
4  Replication
5 ' Script

6 Verification

7 Summary

New SQL Server Backup Policy

Select SQL server backup options

2 Backup Type
Choose backup type

@ Full backup and log backup
(O Full backup
(O Log backup

[JJ Copy only backup (i ]

Maximum databases backed up per Snapshot copy:

Availability Group Settings v

Schedule frequency

100

i

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to

stagger your start times.
) On demand

O Hourly

@ Daily

(r Weekly

(O Monthly

4. Set the backup retention period.
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New SQL Server Backup Policy £

o Nariie Retention settings

o Backup Type
Retention settings for up-to-the-minute restore operation @

3 Retention = 7
- ® Keep log backups applicable to last 7 full backups
14

4 Replication O Keep log backups applicable to last days

un

Script
Full backup retention settings @

6 Verification Daily

@ Total Snapshot copies to keep 7
‘ 14

) Keep Snapshot copies for

7 Summary
days

5. Enable backup copy replication to a secondary location in cloud.
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New SQL Server Backup Policy

o EE Select secondary replication options @
o Backup Type Update SnapMirror after creating a local Snapshot copy.
e Retention (0 update SnapVault after creating a local Snapshot copy.
Secondary policy labe ‘[ Daily e ]| Li ]
4 Replication
Error retry count Li ]
5 | Script

6 Verification

7 Summary

6. Specify any optional scripts to run before or after a backup job.

149



New SQL Server Backup Policy

o Name

o Backup Type
e Retention
o Replication

6 Verification

7 Summary

Specify optional scripts to run before performing a backup job

Prescript full path ‘

Prescript
arguments
Specify optional scripts to run after performing a backup job

Choose optional arguments...

Postscript full path ‘

Postscript
arguments

Script timeout 60 Secs

Choose optional arguments...

7. Specify the options to run backup verification.
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€ e

© sackup Type
© retention
@ repiication
0~

6 Verification

New SQL Server Backup Policy

Select the options to run backup verification

Run verifications for the following backup schedules

Select how often you want the schedules to occur in the pelicy. The specific verification times are set at backup job creation
enabling you to stagger your verification start times,

O paily

Database consistency checks options

Limit the integrity structure to physical structure of the database (PHYSICAL_ONLY)
Suppress all information message (NO_INFOMSGS)

[J Display all reported error messages per object (ALL_ERRORMSGS)

7 summary
[T Do not check non-clustered indexes (NOINDEX)
[ Limit the checks and obtain the locks instead of using an internal database Snapshot copy (TABLOCK)
Log backup
[ Verify log backup. [i ]
Verification script settings
Script timeout 60 secs
I 1 h
e
8. Summary.
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New SQL Server Backup Policy

o Name

Summary
o Backup Type Policy name
Details
9 Retention
Backup type

Availability group settings

o Replication
o Script
o Verification

Schedule Type

UTM retention

Daily Full backup retention
Replication

Backup prescript settings

Backup postscript settings

Verification for backup schedule type

Verification prescript settings

Verification postscript settings

SQL Server Full Backup

Backup all data and log files

Full backup and log backup

Backup only on preferred backup replica
Daily

Total backup copies to retain : 7

Total backup copies to retain: 7

SnapMirror enabled , Secondary policy label: Daily, Error retry count: 3

undefined

Prescrip

rguments:

undefined
Postscript arguments:

none

undefined

Prescrip

rguments:

undefined

Postscript a rguments:

Create a database log backup policy for SQL.

1. Log into SnapCenter with a database management user ID, click Settings > Polices, and then New to

launch a new policy creation workflow.
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New SQL Server Backup Policy =

Provide a policy name

2 'Backup Type Policy name ‘ SQL Server Log Backup ‘ i ]

Details ‘ Backup SQL server lo ‘
3 ' Retention P ‘Qj

4 Replication
5 | Script
6 Verification

7 Summary

2. Define the log backup option and schedule frequency. For SQL Server configured with a availability group,
a preferred backup replica can be set.
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New SQL Server Backup Policy

o Name

2 Backup Type
Choose backup type

3

Retention

Replication

Script

verification

Summary

Select SQL server backup options

(O Full backup and log backup
O Full backup
@ Log backup

[JJ Copy only backup 0

Maximum databases backed up per Snapshot copy: 100 (i ]

Availability Group Settings v

Schedule frequency

Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

(") On demand
@ Hourly

O Daily

) Weekly

() Monthly

3. SQL server data backup policy defines the log backup retention; accept the defaults here.
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New SQL Server Backup Policy *

o Narmsa

Log backup retention settings

o Backup Type Up-to-the-minute (UTM) retention settings retains log backups created as part of full backup and full and log backup operations.
UTM retention settings alse decides for how many full backups the log backups are to be retained. For example, if UTM retention
settings is configured to retain log backups of the last 5 full backups, then the log backups of the last 5 full backups are retained and
the rest are deleted.

4. Replication
5 Script
6 Verification

7 Summary

Previous

4. Enable log backup replication to secondary in the cloud.
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o Narmsa
o Backup Type
e Retention

5 Script
& Verification

7 Summary

5. Specify any optional scripts to run before or after a backup job.

156

New SQL Server Backup Policy

Select secondary replication options @

Update SnapMirror after creating a local Snapshot copy.

[ Update SnapVauit after creating a local Snapshot copy.

Secondary policy label |[ Hourly > ]| Li]

Error retry count 3 i ]

Previous




New SQL Server Backup Policy

o ETTE Specify optional scripts to run before performing a backup job
o Backup Type Prescript full path ‘

Prescript .
e Retention arguments Choose optional arguments...

Specify optional scripts to run after performing a backup job

o Replication

Postscript full path ‘
5 Script ]
- Postscript Choose optional arguments...
- arguments

Script timeout 60 secs

6 Verification

7 Summary

6. Summary.
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New SQL Server Backup Policy ®

@ vere Summary
o Backup Type Policy name SQL Server Log Backup
Details Backup SQL server log
9 Retention
Backup type Log transaction backup
o Replication Awvailahbility group settings Backup only on preferred backup replica
Schedule Type
Secript
o - Replication 1, Secondary policy label: Hourly , E
o Vérification Backup prescript settings i
7 Summary Backup postscript settings undefin
Posts
Verification for backup schedule type none

Verification prescript settings

Verification postscript settings undefin

Posts

Previous

8. Implement backup policy to protect database

SnapCenter uses a resource group to backup a database in a logical grouping of database resources, such as
multiple databases hosted on a server, a database sharing the same storage volumes, multiple databases
supporting a business application, and so on. Protecting a single database creates a resource group of its own.
The following procedures demonstrate how to implement a backup policy created in section 7 to protect Oracle
and SQL Server databases.

Create a resource group for full backup of Oracle

1. Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either Database or Resource Group to launch the resource group creation workflow.

M NetApp SnapCenter® & = @- fdemoworadba AppBackupand Clone Admin @ Signout

Oracle Database [l

.

Resources ™~ Name Oracle Database Type Host/Cluster Resource Group Policies LastBackup  Overall Status

Qg

cdb2 Single Instance (Multitenant) thel2.demo.netapp.com Not protected
Monitor

R O

Reports

Hosts

Storage Systems.

Settings

A

Alerts

2. Provide a name and tags for the resource group. You can define a naming format for the Snapshot copy
and bypass the redundant archive log destination if configured.
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2 demoloradba  App Backup and Clone Admin 1 Sign Out

M NetApp SnapCenter®

Oracle Database [l

2 4
I Name ° 8 s 6

Name Resources Policies Verification Notification Summary

X

New Resource Group

v

bz

R OKJ

Provide a name and tags for the resource group

-

Name ‘ rhel2_cdb2 | o

Tags ‘ orafullskup ‘ o

Use custom name format for Snapshot copy

rhel2_cdb2 ‘

Backup settings

Exclude archive log

destinations from x| 2 L
backup

Bl

2 demo\oradba  App Backup and Clone Admin 1 Sign Out

Oracle Database - New Resource Group X

searchd

3 4 5 6
T o—©O

Name Resources Policies Verification Notification Summary

Add resources to Resource Group

Host
Available Resources Selected Resources
(search available resources jQ

cdb2 (rhel2.demo.netapp.com)

Select a full backup policy created in section 7 from the drop-down list.

M NetApp SnapCenter® ®@ = @- 2demooradba AppBackupand Clone Admin B SignOut

Oracle Database [l X

New Resource Group

searchd

4 5 6
] o—0—©

Name Resources Policies Verification Notification summary

cdbz

Select one or more policies and configure schedules

K

Oracle Full Online Backup -

Configure schedules for selected policies

Policy 2 Applied Schedules Configure Schedules

Oracle Full Online Backup None

Total 1

Click the (+) sign to configure the desired backup schedule.
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160

Add schedules for policy Oracle Full Online Backup »

Daily

Start date 09/10/2021 2:32 PM ==

Expires on 12/31/2021 2:32 PM s

1— days £ December 2021 »
Su Mo Tu We Th Fr Sa
28 29 320 1 2 3 =

] 7 8 9 1 mn
iz 13 14 15 16 17 18

Repeat every

-i The schedules are triggered in the Snag
zone.

Click Load Locators to load the source and destination volume.

~ 2 demoloradba  App Backup and Clone Admin @ sign out

M NetApp SnapCenter®

Oracle Database [l

Search databases

X

New Resource Group.

HH
EH
5 6
T o 0 L O
Name Resources Policies Verification Notification Summary
Py cdb2
v
oM Load secondary locators to
verify backups on secondary
Secondary storage location: Snapvault or SnapMirror
=
Source Volume Destination Volume
svm_onPremimalz_uo2 svm_hybridevosrhel2_u02_dr

A

Configure verification schedules
Policy = Schedule Type Applied Schedules Configure Schedules

There is no match for your search or data is not available.

. Configure the SMTP server for email notification if desired.



L] ® @~ ALdemoloradba App Backup and Clone Admin [ Sign Out

M NetApp SnapCenter®

Oracle Database  [Bff

X

the SMTP

New Resource Group

v

If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the Summary page to save your and then go to i Server Settings

HH server.
HH
9 &~ Name
o oz ° ° o ° ° S
<

Name Resources Policies Verification Notification Summary
~

Provide email settings @

-

Select the service accounts or people to notify regarding protection issues.

Email preference Never -

B it

From From email
To Email to
Subject Notification

Attach job report

. Summary.

App Backup and Clone Admin [ Sign Out

M NetApp SnapCenter® ~ 2 demo\oradba

Oracle Database - New Resource Group

Search databases

b

O &m Name o ° o ° ° o
Name Resources Policies Verification Notification Summary
P cdb2
v
ol
i Resource group name rhelz_cdb2
Tags orafullbkup
. Policy le Full Online Backup: Daily
L) . .
Plugin SnapCenter Plug-in for Oracle Database
= Verification enabled for policy None
A send email No

Create a resource group for log backup of Oracle

1.

Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either Database or Resource Group to launch the resource group creation workflow.

N NetApp SnapCenter® 2 demo\oradba  App Backup and Clone Admin [ Sign Out

Oracie Database [

Résouees Name Resources | Tags Policies

Last Backup Overall Status

0y s~

rheiz_cdb2 1 orafullbkup Oracle Full Online Backup
Monitor

RO

Reports

Hosts.

Storage Systems.

Settings

B

Alerts

Provide a name and tags for the resource group. You can define a naming format for the Snapshot copy
and bypass the redundant archive log destination if configured.

161



M NetApp SnapCenter®

Oracle Database [

Search resource groups

Name

rhel2_cdb2

New Resource Group

2 demo\oradba  App Backup and Clone Admin @ Sign Out

X|

6

o : : . :

Name Resources Policies Verification Notification

Provide a name and tags for the resource group

Summary

Name. ‘ rhel2_cdb2_log

Tags ‘ oralogbkup

Use custom name format for Snapshot copy

$CustomText

rhel2_cdb2_log

Backup settings
Exclude archive log
destinations from
backup.

3. Add database resources to the resource group.

M NetApp SnapCenter®

Oracle Database [

arch resource groups

Name

rhel2_cdb2

Total 1

New Resource Group

2 demo\oradba  App Backup and Clone Admin @ Sign Out

X|

6

o—o : 2 ;

Name Resources Policies Verification Notification

Add resources to Resource Group

Host

Available Resources

(_search available resources Q

Selected Resources

Summary

cdb2 (rhel2.demo.netapp.com)

4. Select a log backup policy created in section 7 from the drop-down list.

M NetApp SnapCenter®

Oracle Database [

Search resource groups

Name

rhel2_cdb2

Total 1

New Resource Group

s = O Wsign out

b

2 demoloradba  App Backup and Clone Admin

6

o—0—0© g :

Name Resources Policies Verification Notification

Select one or more policies and configure schedules

Oracle Archive Log Backup -

Oracle Full Online Backup

v Oracle Archive Log Backup s
Policy Applied Schedules
Oracle Archive Log Backup None
Total 1

Summary

Configure Schedules

5. Click on the (+) sign to configure the desired backup schedule.
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Add schedules for policy Oracle Archive Log Backup X

Hourly

Start date 09/10/2021 3:00 PM =]

Expires on 12/31/20217 2:00 PM =]

Repeat every 1 hours| o mins

1 The schedules are triggered in the SnapCenter Server time
zone.

6. If backup verification is configured, it displays here.

M NetApp SnapCenter®

Oradle Database [l

Search resource groups
N o ° o ° s s
ame
s policies verification

Name Resources Notification Summary

~ 2 demoloradba  App Backup and Clone Admin @ sign Out

X

New Resource Group.

] i

rhel2_cdb2

R O

Configure verification schedules

Policy Iz Schedule Type Applied Schedules Configure Schedules

-]

There is no match for your search or data is not available.

A

Total 0

7. Configure an SMTP server for email notification if desired.
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App Backup and Clone Admin [ Sign Out

~ 2 demo\oradba

M NetApp SnapCenter®

Oracle Database [ X|

Search resource groups

Name

o—0 00 0 —

Name Resources Policies Verification Motification Summary

New Resource Group

if you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the Summary pags your andthen go to ‘Server Settings to configure the SMTI
server.

Provide email settings @

Select the service accounts or people to notify regarding protection issues

Email preference Naver -

I

B i

From From email
To Emailto
Subject Notification

Attach job repart

8. Summary.

® = @©- Ldemoloradba AppBackup and Clone Admin [ Sign Out

M NetApp SnapCenter®

Oracle Database  [i

Search resource groups

X

New Resource Group

Name o ° o ° ° °
Name Resources Policies Verification Notification Summary

P rhel2_cdb2

v

~

il Resource group name

o Tags

A Policy le Archive Log Backup: Hourly

)
Plug-in SnapCenter Plug-in for Oracle Database

= Verfication enabled for policy None

A Send email No

Create a resource group for full backup of SQL Server

1. Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either a Database or Resource Group to launch the resource group creation
workflow. Provide a name and tags for the resource group. You can define a naming format for the
Snapshot copy.
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Name
master
model
msdb
tempdb

tpec

Total 5

M NetApp SnapCenter®

Microsoft sQL server [l

search by name

New Resource Group

2 demo\sgldba  App Backup and Clone Admin @ Sign Out

b

° 2 3 4 5 6

Name Resources Palicies Verification Notification Summary

Provide a name and tags for the resource group

Name ‘ sqi1_tpcc ‘

Tags ‘ sqifullbkup ‘

Use custom name format for Snapshot copy
$CustomText
sql1_tpec ‘

2. Select the database resources to be backed up.

P NetApp SnapCenter®

Microsoft sqL server [l

2 demo\sgldba  App Backup and Clone Admin [ Sign Out

New Resource Group X

Name
master
model
msdb
tempdb

tpec

Total 5

o ° ? ‘ ® ¢
Name Resources Policies Verification Notification Summary
Add resources to Resource Group
Host Resource Type SQL Server Instance

Al - ‘ Databases - ‘ sqit -
Available Resources Selected Resources
((search available resources )
Auto select all the resources from the same storage volume €@

tpee(sql1)

][]

3. Select a full SQL backup policy created in section 7.

M NetApp SnapCenter®

Microsoft SQL Server -

search by name

Name
master
model
msdb
tempdb

tpec

Total 5

New Resource Group x|

A demo\sqidba  App Backup and Clone Admin ¥ Sign Out

o—0—© 2 : 0

Name Resources policies Verification Notification Summary

Select one or more policies and configure schedules

SQL Server Full Backup -

v 5QLServer Full Backup

SQL Server Log Backup s
Policy Applied Schedules Configure Schedules
SQL Server Full Backup None
Total 1

O use Microsoft SQL Server scheduler @
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4. Add exact timing for backups as well as the frequency.

Add schedules for policy SQL Server Full Backup X

Daily

Start date 09/10/2021 6:20 PM =2

Expires on 12/31/2021 6:20 PM ==

Repeat every 1 days

[ ]
1 The schedules are triggered in the SnapCenter Server time
zone.

5. Choose the verification server for the backup on secondary if backup verification is to be performed. Click
Load Locator to populate the secondary storage location.

M NetApp SnapCenter® @~  2demosqidba  App Backup and Clone Admin B Sign Out

Microsoft SQL Server - New Resource Group X

= sear me
H
o—0—0—90 g C
Name
Name Resources Policies verification Notification Summary
-~ master
v
model "
o e Select the verification servers
& tempdb Verification server ‘ Select one or more servers
. tpee
el Load secondary locators to
ety baeLps o scondar
Secondary storage location: SnapVault or SnapMirror
Source Volume Destination Volume
svm_onPrem:sql1_data ‘ sum_hybridevo:sglt_data_dr - ‘
svm_onfrem:sql1_log ‘ sum_hybridevo:sqlt _log_dr - ‘
Configure verification schedules
Policy = Schedule Type Applied Schedules Configure Schedules

There is no match for your search or data is not available.

6. Configure the SMTP server for email notification if desired.
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M NetApp SnapCenter® 2 demo\sgldba  App Backup and Clone Admin [ Sign Out

Microsoft SQL Server . New Resource Group X

If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to th page to save your and then goto 5 r Settings to configure the ST
Name
[ mester ° o o ° ° e
w
model Name Resourcas Policies Verification Notification Summary
&l
L msdb.
& tempdb Provide emall settings @
iy tpee Select the service accounts or peaple to notify regarding protection issues.
5
= Email preference Never - ‘
a From From email
To Email to
Subject Netification

Attach job report

= -

7. Summary.

M NetApp SnapCenter® @~  2demoqidba  App Backup and Clone Admin [ Sign Out

Microsoft SQL Server - New Resource Group X

search by name
Name ° ° o ° ° °

v

Q

Name Resources Policies Verification Notification Summary
PRl e is o match for your search or data
v is not available.
~
ol Resource group name
A Tags sqlfullbkup
"y Policy SQL Server Full Backup: Daily
L
Plug-in SnapCenter Plug-in for Microsoft SQL Server
= Verification Server None
A Verification enabled for policy None
Send email No

Resources are not found. Click Refresh
Resources to discover databases in the
database view or create new resource group
on the discovered databases from the

resource view. previous | IEUIEN

Create a resource group for log backup of SQL Server

1. Log into SnapCenter with a database management user ID, and navigate to the Resources tab. In the View
drop-down list, choose either a Database or Resource Group to launch the resource group creation
workflow. Provide the name and tags for the resource group. You can define a naming format for the
Snapshot copy.
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2 demo\sqldba  App Backup and Clone Admin @ Sign Out

M NetApp SnapCenter®

Microsoft SQL Server . New Resource Group X

° 2 3 4 5 6
Name

Name Resources Policies Verification Notification Summary

sqll_tpec

Provide a name and tags for the resource group

Name ‘ sql_tpee_log ‘ o

Tags ‘ sqllogbkup ‘ (1]

(ige Gishorn e Tarmrak Fo Snapshatcopy

SCustomText

[ sall_tpec_log

2. Select the database resources to be backed up.

Wsignout

M NetApp SnapCenter® 4 demo\sqldba  App Backup and Clone Admin

Microsoft SQL Server H New Resource Group X

0—0 o6
Name

Name Resources Policies Verification Notification summary

sqli_tpce

Add resources to Resource Group

Host Resource Type 5QL Server Instance
A =] [ e ] [ :
Available Resources Selected Resources

)Q

vailat ourc

Aute select all the resources from the same storage volume @

tpec(sql1)

3. Select a SQL log backup policy created in section 7.

M NetApp SnapCenter® 2 demoisqidba  App Backup and Clone Admin [ Sign Out

Microsoft SQL Server . New Resource Group x|

o—0—9© . : :
Name

Name Resources Policies verification Notification summary
sqi1_tpce
Select one or more policies and configure schedules
SQL Server Log Backup »: ‘ + ‘ Li]
SQL Server Full Backup
+ SQL Server Log Backup s
Policy Applied Schedules Configure Schedules
SQL Server Log Backup None ‘ +
Total 1
O use Microsoft SQL Server scheduler @
Total 1
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4. Add exact timing for the backup as well as the frequency.

Wsignout

2 demoisgidba  App Backup and Clone Admin

N NetApp SnapCenter®

Microsoft sqL server [l

o 0—© ! : :
Name

Name Resources Policies Verification Notification Summary

X

New Resource Group

sql_tpec

Select one or more policies and configure schedules

[+]e

SQL server Log Backup -

Configure schedules for selected policies

Policy Iz Applied Schedules Configure Schedules

SQLServer Log Backup Hourly: Repeat every 1 hours s E

Total 1

[0 Use Microsoft SQL Server scheduler @

5. Choose the verification server for the backup on secondary if backup verification is to be performed. Click
the Load Locator to populate the secondary storage location.

i NetApp SnapCenter® # = @- ALdemosgdba AppBackupand Clone Admin [l sign out

Microsoft SQL Server - New Resource Group X

o—0—0—0 : :
Name

Name Resources Folicies Verification Notification summary

sqil_tocc

Select the verification servers

Verlfication server ‘ Select one or mare servers =

Load secondary locators to
verify backups on secondary Load locators ‘

Secondary storage location: SnapVault or SnapMirror

Source Volume Destination Volume
sum_onPremisqi1_data ‘ svm_hybridcvo:sql1_data_dr - ‘
svm_enPremisqli_log ‘ sum_hybridevo:sall _log_dr - ‘

Configure verification schedules

Policy & Schedule Type Applied Schedules Configure Schedules

There is no match for your search or data is not available.

6. Configure the SMTP server for email notification if desired.
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Name

sqi_tpec

Total 1

M NetApp SnapCenter®

Microsoft sqL server [

search by name

New Resource Group

server,

o—0—©0—0 0 J

Name Resources Policies Verification Notification Summary

Provide email settings @

Select the service accounts or people to notify regarding protaction issues.

Email preference Never =

From From email
T Emal to
Subject Notification

Attach job report

If you want to send natifications for scheduled or on demand jobs, an SMTP server must be configured. Contine to the Summary page to save your information, and then

2 demotsqldba  App Backup and Clone Admin

Wsignout

Server Settings

X

the SMTF

7. Summary.

M NetApp SnapCenter®

Microsoft SQL Server -

searcl ame

Name

sql1_tpce

Total 1

New Resource Group.

Name Resources Policies Verification Notification summary

Resource group name

Tags
Policy

Plugin L Server
Verification Server None

Verification enabled for policy None

Send email No

9. Validate backup

After database backup resource groups are created to protect database resources, the backup jobs runs

2 demo\sqldba

according to the predefined schedule. Check the job execution status under the Monitor tab.

M NetApp SnapCenter®

Jobs  Schedules

me

Status

b
Dashboard 2
Q@ resources Jobs - Filter
e o
532
528
524
Storage Systems: [R—.
Settings 517
513
Alerts
509
503

Go to the Resources tab, click the database name to view details of database backup, and toggle between

Events  Logs

Name

Backup of Resource Group 'sql1_tpee_log’ with policy 'SQL Server Log Backup'
Backup of Resource Group 'sql1_tpce_log' with policy ‘SQL Server Log Backup'
Backup of Resource Group 'sql1_tpec_log' with policy 'SQL Server Log Backup'
Backup of Resource Group 'sql1_tpee! with policy 'SQL Server Full Backup'

Backup of Resource Group sql1_tpec_log’ with policy 'SQL Server Log Backup'
Backup of Resource Group sql1_tpec_log' with policy SQL Server Log Backup'
Backup of Resource Group 'sql1_tpec_log' with policy 'SQL Server Log Backup'

Backup of Resource Group 'sql1_tpee_log' with policy ‘SQL Server Log Backup'

Start date

09/14/2021 8:35:01 PM 13
09/14/20217:35:01 PM 13
09/14/2021 6:35:01 PM 1

09/14/2021 6:25:01 PM B3

09/14/2021 5:35:01 PM B3
09/14/2021 4:35:01 PM 8
09/14/2021 3:35:01 PM 13
09/14/2021 2:35:01 PM B3

2 demo\sqidba  App Backup and Clone Admin

End date

09/14/2021 8:37:10 PM B3
09/14/2021 7:37:09 PM B
09/14/2021 6:37:08 PM B
09/14/2021 6:27:14 PM B
09/14/2021 5:37:09 PM B3
09/14/2021 4:37:08 PM 83
09/14/2021 3:37:10PM B
09/14/2021 2:37:09 PM B

App Backup and Clone Admin

@sign out

X

Owner

demo\sqldba
demorsgldba
demo\sqldba
demorsgldba
demo\sqldba
demo\sqldba
demo\sqldba

demorsqldba

@ sign out

Local copies and mirror copies to verify that Snapshot backups are replicated to a secondary location in the

public cloud.
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M NetApp SnapCenter® = » % demoloradba  App Backup and Clone Admin  ##Sign Out

Oracle Database - «cdb2 Topology X
>
=mn Search databases =
b cereah
v - N
] £ ame Manage Copies .
P cdb2 | 197 Backups
v 197 Backups. Summary Card
cdb2dev — i | 2cknes 2
al - e | o Mirror capies 394 Backups
Local copies 28 Data Backups
& W cdb2dr2
366 Log Backups
[ 2
[ W cdb2test 3 Clones
- Primary Backup(s)
("search [v)
Backup Name Count Type H End Date Verified Mounted RMAN Cataloged el
rhel2_cdb2 09-23-2021_1435.03.3242_1 1 Log 09/23/2021 2:35:45 PM 14 Not False Mot Cataloged 6872761
Applicable
rhel2_cdb2_09-23-2021_14.35.03.3242_0 1 Data 09/23/20212:35:30 PM M Unverified False Not Cataloged 6872715
rhel2_cdb2 08-22-2021_14.35.02.0014_1 1 Log 09/22/2021 2:35:24 PM B Not False Mot Cataloged 6737479
Applicable
rhel2_cdb2 05-22-2021_14.35.02.0014 0 1 Data 09/22/2021 23514 PM B Unverified False Mot Cataloged 6737395
rhel2_cdb2_09-21-2021_14.35.02.18841 1 Log 09/21/2021 2:35:35 PM B ot False Mot Cataloged 6598735

At this point, database backup copies in the cloud are ready to clone to run dev/test processes or for disaster
recovery in the event of a primary failure.

Getting Started with AWS public cloud

This section describes the process of deploying Cloud Manager and Cloud Volumes
ONTAP in AWS.

AWS public cloud

(D To make things easier to follow, we have created this document based on a deployment in AWS.
However, the process is very similar for Azure and GCP.
1. Pre-flight check

Before deployment, make sure that the infrastructure is in place to allow for the deployment in the next stage.
This includes the following:

1 AWS account

[ VPC in your region of choice

0 Subnet with access to the public internet

1 Permissions to add IAM roles into your AWS account

0 Asecret key and access key for your AWS user

2. Steps to deploy Cloud Manager and Cloud Volumes ONTAP in AWS

There are many methods for deploying Cloud Manager and Cloud Volumes ONTAP; this method
is the simplest but requires the most permissions. If this method is not appropriate for your AWS
environment, please consult the NetApp Cloud Documentation.

Deploy the Cloud Manager connector

1. Navigate to NetApp Cloud Central and log in or sign up.
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https://docs.netapp.com/us-en/occm/task_creating_connectors_aws.html
https://cloud.netapp.com/cloud-manager

M NetApp

Continue to Cloud Manager

Log In to NetApp Cloud Central

Don't have an account yet? Sign Up

rt1600680@demo.netapp.com

= |
L won

Forgot your password?

2. After you log in, you should be taken to the Canvas.
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Cloud Manager

Replication Backop & Restore Compute

Let's Add Your First Working Environment

3. Click "Add Working Environment" and choose Cloud Volumes ONTAP in AWS. Here, you also choose
whether you want to deploy a single node system or a high availability pair. | have chosen to deploy a high

availability pair.

Cloud Manager

File Cache Compute

Carnims Replication Backop & Resiore Wi Duata Serme

Ade New Working Envirgnmant

B -
B . ] =
Mo roat Ara Smarie Wb Wi faztigie Cigaal Macism O Premile
Choose Type
Cicud Vedumes QNTAR Choud Vaiumes ONTAP HA Clowd Velumes Servce
=TT

4. If no connector has been created, a pop-up appears asking you to create a connector.
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Add Connector

Need Hetn? »

(=)
=
Create Connector

A Connedtar i rrguehed 1o ute mest of Cloud Managers leatishe,

Tiwe Conrerior sllows Chined Manager b marage nessses and

proceiary FNECTLANT far

fhe continued 1

ration of the senaces Bl you enibie

5. Click Lets Start, and then choose AWS.

Add Connector

6. Enter your secret key and access key.

the NetApp policies page.

Add Connector
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o}

Nowd Helpi? X

Provider

Choose the dhoud provider where you want to run ihe Connectar:

©
aws

a

Googhe Cloud Platliorm

|
[ L

Microsoft Anure Amaron Web Services

Contanie

Make sure that your user has the correct permissions outlined on

Mesd beipr X

Gt Ready ) 245 Credentials @ vealls ) Herwues (@) Sotiarity Group & Aevimw

AWS Credentials

S ALoeTs Ky

WG ALCETE Ry [ Dk

R, et My
Hepon

iehmaal. 1 | UES East (M. Virginda)
Wt 0 lsinch an migancs wihaas AWS Cresentian?

Previous


https://mysupport.netapp.com/site/info/cloud-manager-policies

7. Give the connector a name and either use a predefined role as described on the NetApp policies page or
ask Cloud Manager to create the role for you.

Add Connector NeedHelaT ¥

@ ceimady  (O) Mwscredenunls @ Dovdh (B ek () Secmy oy (B) Raeview

Details
Emnnector mstahoe Name Cannector Role
I AL AT (@) Crepdn s ) Sebect n esistmg Gmle
Rode Farne
\okid-Mharages. Operatos N

@ Acit: T i Conmacinr inatanee

v “

8. Give the networking information needed to deploy the connector. Verify that outbound internet access is
enabled by:

a. Giving the connector a public IP address
b. Giving the connector a proxy to work through

c¢. Giving the connector a route to the public internet through an Internet Gateway

Add Connector Meed Metpr X

G Get Maatly G} AWt Creviamian =) Deraily Q etk @ Security Groag {D At

Connectivity Proay Configuration [Opdional
W HTTP Proay

s icod Mar Safbibe - 10221 0 A5
Sutnet Defime Credennah For they Proey =

1022140424 | puatibcSh_uk-eial-1a_r1 600
Lipiead m rpot cariificatn -~

Stkdiakad “

9. Provide communication with the connector via SSH, HTTP, and HTTPs by either providing a security group
or creating a new security group. | have enabled access to the connector from my IP address only.
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https://mysupport.netapp.com/site/info/cloud-manager-policies

Add Connector

() et Boady

ASEEEN i SeCurily gFoupc () Croate & New SO

HTTF ot HTTF
Soue Type Sourte. Ty
iy 1P Tk AT

Prive

(=) AWS Cradentials {Z) Detais

()} Wetwnri

The secuiy grous must allss inbotnd HTTP. HTTPS dnd S5H sttess

) Sefect #n Exisning SeqLnty group

et 455 S5H

Lnuree Type

My

Boed beip?

@ Bevisw

10. Review the information on the summary page and click Add to deploy the connector.

Add Connector

(%) et Aoady

Cancwrior buashe

Begion

Security Group

(=) AWS Crudentials (@) Devats (=} Netwurk

oed beeip?

(<) Securiry Groam ° Review
Caode for Terraform Automation

avscioudmanages
us-east
vpc-DE3fchd rif7sdibae - 102210018

10321 45724 | poblicsd un-East 1o rt 1600680

HTTF. 216.250.31. 145732, HITPS: 216240 31, 1A5/33, 55H: 16,240,311 85(32

Prvious

11. The connector now deploys using a cloud formation stack. You can monitor its progress from Cloud

Manager or through AWS.

Deploylng a Connector

Whizw Datalls

& Heep the wirard open untll the deployment process s complete. It usualy takes

et ¥ kAUt
® o athuer Cloud Marsgar featinet are svalabile didlng deployment
& Wher the process s complete. you canoontinue the aperatan that you staried.
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12. When the deployment is complete, a success page appears.

()

Connector Successfully Created

The Conmector wins created soccessfully.

Deploy Cloud Volumes ONTAP

1. Select AWS and the type of deployment based on your requirements.

Cloud Manager

Add New Warking Enviranment s
-5 s =
M A Bemip s Works T e Prtusias
Choose Type
() (=Y @
Cloud Volurnes ONTAR Coud Vaturmes ONTAP HA Clowd Volumes Servee

2. If no subscription has been assigned and you wish to purchase with PAYGO, choose Edit Credentials.
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Cloud Manager t - Woriopece

Create a New Working Erviranrmant Jerais

redentials

T Biedaus Sep intance Profile

Crederdial Mame Marrtpiace Sutrmmpoon

Crodoni
WilrE Eerirnnment Mame (CAAeT Nams sl Maind
i b0 40 et ST

T

[ - R ¥

3. Choose Add Subscription.

Cloud Manager

Edit Credentials & Add Subscriplion

Associate Subsoription to Credontials @

e Profie | dccount 10: 2,
mackeiglace 5
[+ ]

4. Choose the type of contract that you wish to subscribe to. | chose Pay-as-you-go.

Cloud Managzer

W5 Marhatpisce eryal

Pay-Par - Tl - Anmaial Contract L=} Py dd-yiii £0
Pay fier Clowsd Volumes ONTAS o b umies OHTAR =

wal. uplront payrment

Sushneribes anid theen chok Set Up Vour Attound ta configre yaur sccsunt

i and ssscciie the Marksiplaoe sals Vil e AW cradenciils
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5. You are redirected to AWS; choose Continue to Subscribe.

o aws marketplace

Abagt - [ Dorlrepry Mptranis « Solutions = Ll Egosmaroes. -

Cloud Manager - Deploy & Manage NetApp Cloud
P NetApp  Data Services

Save 1 list

6. Subscribe and you are redirected back to NetApp Cloud Central. If you have already subscribed and don’t
get redirected, choose the "Click here" link.

v aws marketplace o, FEGOMG =
Ayt = Catwgueiey ~ Dalivery My ~ Soleiions ~ Mg - L R Parrwess  Sellin MAS Manwipiaoe  Amamon Wb Services Home  Help
Cloud Manager - Deploy & Manage NetApp Cloud Data Services
Tou arm exiPnced mullpte cifers! fhewct gn ol eyt dnd e (bl prceyg former

Adagust 1, 92 UTE

You Have Subscribed to a Privaia Offer

o July 21

v LTy SulRETEnd 10 1 OOUCT a0 will B charges il
A ChCK e 1

7. You are redirected to Cloud Central where you must name your subscription and assign it to your Cloud
Central account.
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M MetApp Nl Wiew Fuill - u

Y Subscription Assignment
*J‘ Your subrcription 1o Cloud Manager / Cioud Volumes ONTAR
Bl From AWS Markerplacs wis crearsd succasstulyl
ST e T ]
Bemn retapp cam-tinud. veiumes. ontap. J8E5 ek

HelAyp Cloud Central Adoound @

Weve sisigned Fipnan 1o
o ciart chome A

B riEes

8. When successful, a check mark page appears. Navigate back to your Cloud Manager tab.

Vour SUlECTIpton Q8o nEtERE. com Cu-nlumes-onlap-38bih3es

sayed surcpsstully

9. The subscription now appears in Cloud Central. Click Apply to continue.

Edit Credentials 8 Add Subscription

Adzociate Subscripticn 10 Crodentials @

(=) st skt ribed wiccsintilyt
T

iratancs Frofile | Adcooml 10 122544 4001

B e M U DM SO 386 95305

10. Enter the working environment details such as:

a. Cluster name
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b. Cluster password
c. AWS tags (Optional)

Cloud Manager

Caims Replication Backup & Resions

11. Choose which additional services you would like to deploy. To discover more about these services, visit the
NetApp Cloud Homepage.

Cloud Manager

Cormums Replcation Backop & Resione L2 Dista Senie Compute

K E ] W

B it o -~

i "-=. e
Conthnise

12. Choose whether to deploy in multiple availability zones (reguires three subnets, each in a different AZ), or
a single availability zone. | chose multiple AZs.
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Cloud Manager

A SeriEes (48]

13. Choose the region, VPC, and security group for the cluster to be deployed into. In this section, you also
assign the availability zones per node (and mediator) as well as the subnets that they occupy

Clowd Manager

Connwcior
awrscioudman.

Roplcation Backup & Resiorn

Diata Serrse File Cache

s
=
=

Compute Symc

14. Choose the connection methods for the nodes as well as the mediator.

Cloud Manager
Carnims Replication Rackop & Resione Compute
t w Wiarking F o Conne 551
T Predous i - =
(=3 =R =R
== == Medustor
- - wll i =
F addes -
Continue
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The mediator requires communication with the AWS APlIs. A public IP address is not required so
long as the APlIs are reachable after the mediator EC2 instance has been deployed.

1. Floating IP addresses are used to allow access to the various IP addresses that Cloud Volumes ONTAP
uses, including cluster management and data serving IPs. These must be addresses that are not already
routable within your network and are added to route tables in your AWS environment. These are required
to enable consistent IP addresses for an HA pair during failover. More information about floating IP
addresses can be found in the NetApp Cloud Documenation.

Account  w Workspace v Connector
Cloud Manager Ve e | &0

1618549

Canvas Replication Backup & Restore K8s Data Sense File Cache Compute sync All Services (+8) v

Create a New Working Environment F\oat’mg IPs

T Previous Step Floating IP addresses are required for cluster and SVM access and for NFS and CIFS data access. These floating IPs can migrate between
HA nodes if failures occur. To access the data from outside the VPC, you can set up an AWS transit gateway.

You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the selected AWS region.

Floating IP address for cluster management

10.222.0.200

Floating IP address 1 for NFS and CIFS data

10.222.0.201

Floating IP address 2 for NFS and CIFS data
10.222.0.202

Floating IP address for SYM management (Optional)

Enter Floating IP Address

2. Select which route tables the floating IP addresses are added to. These route tables are used by clients to
communicate with Cloud Volumes ONTAP.

Cloud Manager

Carvas Roplcation Bachup & Restore B Diata Serme File Cacha Cormpute Syne

3. Choose whether to enable AWS managed encryption or AWS KMS to encrypt the ONTAP root, boot, and
data disks.
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Cloud Manager

Roplcatinn

Bachup & Restore

Conmector
mcscioudinani.

File Coche

Duita Serve

1 Biovous Step

a Mew Working Erironment

elaull Masier Key. awinebs

4. Choose your licensing model. If you don’t know which to choose, contact your NetApp representative.

Cloud Manager

Canvas

T Previows Step e

= Bay-As-You-Go by the hous

Data Servse File Cache

St [Opiiamal)

158 AdTge]

Bring your own license

Freemium{lip o 50068

5. Select which configuration best suits your use case. This is related to the sizing considerations covered in
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the prerequisites page.

Cloud Manager

Roplcation

PG and small wedaiasds

VB &

Bachup & Resiore

2fs

Eonmecton
mcscioudinani.

Daita Serve File Coche Compute

o

o )

Databasr antd application data ot eMective DR

prodisction workicady

Higheit perfarmants praduttion

1 078 &t g workloady
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6. Optionally, create a volume. This is not required, because the next steps use SnapMirror, which creates the
volumes for us.

Cloud Manager

Canmrs Replication Backup & Restore Wi Data Serme File Cache Compute

T Provisus step Details & Protection Praotocol

kip

7. Review the selections made and tick the boxes to verify that you understand that Cloud Manager deploys
resources into your AWS environment. When ready, click Go.

Connecior
swscioudman.

Clowd Manager

Roplcation Dachup & Restore B ata Serme File Cache Compute Syne

reats & New Working Eraronment Review B

L bore infarreaics
o A Mot ik
Dvirview Metworking Storage
b d
Sirage v Chood Vohumet GHTAR MA HA Deghinyment Modat thumgie Avadahiity fone
Lt Type: Chiist] Wirbums EUNTAR Standan) ERLTypEs KT Slanagea
Capachy Limit B Cimtomer Mastet Key:

8. Cloud Volumes ONTAP now starts its deployment process. Cloud Manager uses AWS APIs and cloud
formation stacks to deploy Cloud Volumes ONTAP. It then configures the system to your specifications,
giving you a ready-to-go system that can be instantly utilized. The timing for this process varies depending
on the selections made.
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Cloud Manager

Roplcatinn Bachup & Restore (G Duita Serve

| Canvas FH Goto Tabular View

Ty el Mgy Emvinorenent Warking environments

ey viEA AT
..........

9. You can monitor the progress by navigating to the Timeline.

Cloud Manager

R 0 Backup & Resiore

e
v Canva + ki Timahne
Sendices
Replicatian 4 Y Backup & Asstore ¢ & KE3 ¢
~" DataSems 4 " Compliante & Tiering
--|I|' Monilormng W File Cathe * = Compute i
Y Syme + = Snaplenter ) { :;:'I Active 10

S J e s

10. The Timeline acts as an audit of all actions performed in Cloud Manager. You can view all of the API calls
that are made by Cloud Manager during setup to both AWS as well as the ONTAP cluster. This can also be
effectively used to troubleshoot any issues that you face.

186



Cloud Manager

Camvas gt Bathup & Restors KB ; e A S (+H)

11. After deployment is complete, the CVO cluster appears on the Canvas, which the current capacity. The
ONTARP cluster in its current state is fully configured to allow a true, out-of-the-box experience.

Cloud Manager

Replication Backop & Resiore

=) Canvas FR 6o to Tabular Wiew

Configure SnapMirror from on-premises to cloud

Now that you have a source ONTAP system and a destination ONTAP system deployed, you can replicate
volumes containing database data into the cloud.

For a guide on compatible ONTAP versions for SnapMirror, see the SnapMirror Compatibility Matrix.

1. Click the source ONTAP system (on-premises) and either drag and drop it to the destination, select
Replication > Enable, or select Replication > Menu > Replicate.
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onPrem
On-Premises ONTAP

AS5.59 GiB
Capacity

@ Replication

O

hybridcva
Cloud Volumes ONTAP

1.61 TiE
Capadty aws
pa—
Select Enable.
SERVICES
'~ Replication
| €2 ) Enable
m Off
Or Options.
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onPrem @ @ @

5 0n

DETAILS

On-Premises ONTAP

SERVICES
Replication 1 O
= On Replication Target :

Replicate.

onPrem G) (@) X

®QOn

DETAILS

On-Premises ONTAP

SERVICES

Replication 1 @
= On Replication Target
Backup & (B view Replications
Compliance
m Off

(> Replicate

2. If you did not drag and drop, choose the destination cluster to replicate to.
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Replicate Data

N From: onPrem

To: select the Working Environment to which you want to replicate data

— Replication Target

hybridcvo (Cloud Volumes ONTAP) W

Start Replication Wizard ‘ Cancel

3. Choose the volume that you’d like to replicate. We replicated the data and all log volumes.

Replication Setup Source Volume Selection

= = =

= rhel2_u03 =ONUNE = rhel2_u0309232119421203118 =ONLINE = sql1_data =ONUNE

INFO caPACITY INFO cAPACITY INFO capacITY
svm_onPrem .. svmonPrem | o conp | StorageVM Name ~ svm_oni Prem

£ 72968 XX m3583M8 . 450968

None 100 GB Diskilisgd None 100 GB biskUsed None 5337GB Disk Uszd
RW Aocmed RW e RW Alocared

= =

- sqll_log BONLINE - sql1_snapctr WONLINE

INFO CAPACITY INFO CAPACITY

ame svm_onPrem mizi6cE b - m 212368
None S Disk Used None 24.876G8 Digksed
- Allocated - Allocated

4. Choose the destination disk type and tiering policy. For disaster recovery, we recommend an SSD as the
disk type and to maintain data tiering. Data tiering tiers the mirrored data into low-cost object storage and
saves you money on local disks. When you break the relationship or clone the volume, the data uses the
fast, local storage.
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Replication Setup Destination Disk Type and Tiering

1 Previous Step
Destination Disk Type

& & &

= @ ()

General Purpose 55D General Purpase SSD - Dynamic Throughput Optimized HDD
Performance

ﬁ 53 Tiering I What are storage tiers?

« Enabled Disabled
ot If you enable 53 tiering, thin provisioning must be enabled on volumes created in this aggregate.

3. Select the destination volume name: we chose [source volume name] dr.

Destination Volume Name

Destination Volume Name

| sqit data o

Destination Aggregate

Automatically select the best aggregate ko

6. Select the maximum transfer rate for the replication. This enables you to save bandwidth if you have a low
bandwidth connection to the cloud such as a VPN.
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Max Transfer Rate

You should limit the transfer rate. An unlimited rate might
negatively impact the performance of other applications and it
might impact your Internet performance.

o Limited to: |1GD| | MB/s

Unlimited (recommended for DR only machines)

7. Define the replication policy. We chose a Mirror, which takes the most recent dataset and replicates that
into the destination volume. You could also choose a different policy based on your requirements.

Replication Policy

Default Policies Additional Policies

[Z) Mirror [2) Mirror and Backup (1 month retention)

Typically used for disaster recovery Configures disaster recovery and long-term retention of backups

on the same destination volume

More infa Mare infa

8. Choose the schedule for triggering replication. NetApp recommends setting a "daily" schedule of for the

data volume and an "hourly" schedule for the log volumes, although this can be changed based on
requirements.
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Replication Setup

T Previous Step

One-time copy

No schedule

10min

@ Every hour

Minutes: Oth, 10th, 20th, 3...

8hour

© Everyday

Hours: 2 AM, 10AM and 6 ...

Minutes: 15th minute

pg-15-minutely

LN rvanthone

Schedule

Select a replication schedule

12-hourly

@ Everyday
Hours: 12 AM and 12 PM
Minutes: 15th minute

daily
@ Everyday
Hours: 12 AM

Minutes: 10th minute

pg-6-hourly

D _Evancda

5min

@ every hour
Minutes: Oth, Sth, 10th, 15t.

hourly

@ Every hour
Minutes: 5th minute

pg-daily

O oo dou

6-hourly

@ tveryday
Hours: 12 AM, 6 AM, 12 PM...
Minutes: 15th minute

monthly

@ Every month
Days: 2nd
Hours: 12 AM
Minutes: 20th minute

pg-daily-set2

D _Fiinridas

9. Review the information entered, click Go to trigger the cluster peer and SVM peer (if this is your first time
replicating between the two clusters), and then implement and initialize the SnapMirror relationship.

Replication Setup Review & Approve

T Previous Step Review your selection and start the replication process

lunderstand that Cloud Manager will allocate the appropriate AWS resources to comply with my above requirements

Source Destination More information >
@ @ Source Volume Allocated Size: 53.37 GB Destination Thin Provisioning: Yes
onPrem hybridevo Source Volume Used Size: 45.09 GB Destination Aggregate: aggr1 (Automatically s...
| | Source Thin Provisioning: Yes Destination Storage VM: svm_hybridovo
- =
= RN = L o R
— =@ Destination Volume Allocated Size: 53.37 GB Max Transfer Rate: 100 MB/s
sqi1_data sql1_data_copy Destination Volume Disk Type: General Purpose SSD(...  SnapMirror Policy Mirror
Capacity Tiering: s3 Replication Schedule: daily

10. Continue this process for data volumes and log volumes.

11. To check all of your relationships, navigate to the Replication tab inside Cloud Manager. Here you can
manage your relationships and check on their status.

Replication

153.32 cs 0 o) / 0

Replicated Capacity currently Transferring Healthy Failed

=l /

Volume Relationships
7 volume Relationships Q>

Health Status Source Volume

Target Volume

Total Transfer Time Mirror State Last Successful Transfer

Sep 30, 2021, 12:12:50 Al

@ rhelz_u01 rhel2_uo1_dr 43 minutes 43 dl
e 19.73 MiB

. snapmirrored
onPrem hybridevo seconds

rhel2_u02 rhel2_u02_dr 1 hour 37 minutes 59 Sep 30, 2021, 2:37:08 PM

. idle snapmirrored
onPrem hybridcvo seconds 23978 MiB
rhelz_uo3 rhel2_uo3_dr 16 hours 1 minute 9 Sep 30, 2021, 4:07:14 PM

idle snapmirrored

onPrem hybridevo seconds 23537 KiB
sqli_data sql1_data_dr 1 hour 6 minutes 50 ; Sep 30, 2021, 12:12:28 Al

- idle snapmirrored
onPrem hybridcvo seconds 24.56 KiB

12. After all the volumes have been replicated, you are in a steady state and ready to move on to the disaster
recovery and dev/test workflows.
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3. Deploy EC2 compute instance for database workload

AWS has preconfigured EC2 compute instances for various workloads. The choice of instance type determines
the number of CPU cores, memory capacity, storage type and capacity, and network performance. For the use
cases, with the exception of the OS partition, the main storage to run database workload is allocated from CVO
or the FSx ONTAP storage engine. Therefore, the main factors to consider are the choice of CPU cores,
memory, and network performance level. Typical AWS EC2 instance types can be found here: EC2 Instance
Type.

Sizing the compute instance

1. Select the right instance type based on the required workload. Factors to consider include the number of
business transactions to be supported, the number of concurrent users, data set sizing, and so on.

2. EC2 instance deployment can be launched through the EC2 Dashboard. The exact deployment
procedures are beyond the scope of this solution. See Amazon EC2 for details.

Linux instance configuration for Oracle workload

This section contain additional configuration steps after an EC2 Linux instance is deployed.
1. Add an Oracle standby instance to the DNS server for name resolution within the SnapCenter
management domain.

2. Add a Linux management user ID as the SnapCenter OS credentials with sudo permissions without a
password. Enable the ID with SSH password authentication on the EC2 instance. (By default, SSH
password authentication and passwordless sudo is turned off on EC2 instances.)

3. Configure Oracle installation to match with on-premises Oracle installation such as OS patches, Oracle
versions and patches, and so on.

4. NetApp Ansible DB automation roles can be leveraged to configure EC2 instances for database dev/test
and disaster recovery use cases. The automation code can be download from the NetApp public GitHub
site: Oracle 19c Automated Deployment. The goal is to install and configure a database software stack on
an EC2 instance to match on-premises OS and database configurations.

Windows instance configuration for SQL Server workload

This section lists additional configuration steps after an EC2 Windows instance is initially deployed.

1. Retrieve the Windows administrator password to log in to an instance via RDP.

2. Disable the Windows firewall, join the host to Windows SnapCenter domain, and add the instance to the
DNS server for name resolution.

3. Provision a SnapCenter log volume to store SQL Server log files.
4. Configure iSCSI on the Windows host to mount the volume and format the disk drive.

5. Again, many of the previous tasks can be automated with the NetApp automation solution for SQL Server.
Check the NetApp automation public GitHub site for newly published roles and solutions: NetApp
Automation.

Workflow for dev/test bursting to cloud

The agility of the public cloud, the time to value, and the cost savings are all meaningful
value propositions for enterprises adopting the public cloud for database application
development and testing effort. There is no better tool than SnapCenter to make this a
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reality. SnapCenter can not only protect your production database on-premises, but can
also it quickly clone a copy for application development or code testing in the public cloud
while consuming very little extra storage. Following are details of the step-by-step
processes for using this tool.

Clone an Oracle Database for dev/test from a replicated snapshot backup

1. Log into SnapCenter with a database management user ID for Oracle. Navigate to the Resources tab,
which shows the Oracle databases being protected by SnapCenter.

N NetApp SnapCenter® v 2 demo\oradba  App Backup and Clone Admin il Sign Out

Oracle Database ||l

=-»>

<

RESoLreES - Name Oracle Database Type Host/Cluster Policies LastBackup  Overall Status
cdb2 Single Instance (Multitenant) rhel2.demo.netapp.com rhel2_cdb2 Oracle Archive Log Backup 09/17/2021 3:00:09 PM Backup succeeded
Manat rhel2_cdb2.log Oracle Full Online Backup

R 6K

Reports

Hosts.

s

Storage Systems.

Settings

B il

Alerts

2. Click the intended on-premises database name for the backup topology and the detailed view. If a
secondary replicated location is enabled, it shows linked mirror backups.

M NetApp SnapCenter® ~  2demoloradba  App Backup and Clone Admin [ Sign Out
Oracle Database ﬂ «cdb2 Topology
EH
]
g ! Hadi Manage Copies ‘
1 kups
om cdb2 84 Bacl
b = B | [ ociones
a2

— =
| Ciones

&S

Mirror capies

Local copies
A 352 Log Backups
n 0
ol 0 Clones
e Primary Backup(s)
Backup Name Count Type 13 End Date Verified Mounted RMAN Cataloged scN
rhel2_cdb2_log 09-17-2021_15.00.01.1317_1 1 Log 09/17/2021 3:00:10 PM £ Not False Not Cataloged 5982003
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_1 1 Log 09/17/2021 2:35:21 PM Not False Not Cataloged 5980629
Applicable
rhel2_cdb2 09-17-2021_14.35.01.4997_0 1 Data 09/17/2021 2:35:12 PM Unwerified False Not Cataloged 5920598
rhel2_cdb2 log 09-17-2021_14.00.01.1042_1 1 Log 09/17/2021 2:00:10 PM 54 Not False Not Cataloged 5978388
Applicable
rhel2_cdb2 log 09-17-2021_13.00.01.7383_1 1 Log 05/17/2021 1:00:11 PM 1 Not False not Cataloged 5975135
Applicable
rhel2_cdb2 log 09-17-2021_12.00.01.1142_1 1 Log 03/17/2021 12:00:10 PM B3 Not False Not Cataloged 5971773
Applicable
rhel2_cdb2_log 09-17-2021_11.00.01.0895_1 1 Log 09/17/2021 11:00:10 AM 4 Not False Not Cataloged 5968474

3. Toggled to the mirrored backups view by clicking mirrored backups. The secondary mirror backup(s) is
then displayed.
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I NetApp SnapCenter® 2 demo\oradba  App Backup and Clone Admin [ Sign Out

Oracle Database [l cdb2 Topology X

Search databases

=
Refrech

Name
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Manage Copies
184 Backups
P cdb2
< - | 154 Backups I. F— Summary Card
=] = =
o = | oCiones F— 368 Backups
Local copies 16 Data Backups
o 352 Log Backups
o 0 Clones
e Secondary Mirror Backup(s)
(search v )
Backup Name Count Type I End Date Verified Mounted RMAN Cataloged scN
rhel2_cdb2_log 09-17-2021_15.00.01.1317_1 1 Log 09/17/2021 3:00:10 PM £ Not False Not Cataloged 5982003
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_1 1 Log 09/17/2021 2:35:21 PM Not False Not Cataloged 5980629
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_0 1 Data 09/17/2021 2:35:12 PM 1 Unverified False Not Cataloged 5920358
thel2_cdb2_log 09-17-2021_14.00.01.1042_1 ! Log 09/17/2021 2:00:10 PM 14 Not Fake Not Cataloged so7s388
Applicable
thel2_cdb2_log 09-17-2021_13.00,01.7389_1 1 Log 08/17/2021 1:00:11 PM 1 Not False Not Cataloged 5575135
Applicable
rhel2_cdb2_log 09-17-2021_12.00.01.1142_1 1 Log 09/1772021 12:00:10 PM B3 Not False Not Cataloged 5971773
Applicable
ot rhel2_cdb2_log 09-17-2021_11.00.01.0895_1 Log 09/17/2021 11:00:10 AM 14 Not False Not Cataloged 5968474
Applicable e

Choose a mirrored secondary database backup copy to be cloned and determine a recovery point either by

time and system change number or by SCN. Generally, the recovery point should be trailing the full

database backup time or SCN to be cloned. After a recovery point is decided, the required log file backup
must be mounted for recovery. The log file backup should be mounted to target DB server where the clone

database is to be hosted.

Mount backups

Choose the host to
mount the backup

/varfopt/snapcenter/sco/backup_mount/rhel2_cdb2_09-17-2021_14.35.01.4997_1/cdb2

‘[ ora-standby.demo.netapp.com

Mount path :

Secondary storage location : Snap Vault / Snap Mirror

Source Volume Destination Volume

svm_onPrem:rnel2_u03 svm_hybrideveo:rhel2_u03_dr




M NetApp SnapCenter® 2 demoloradba  App Backup and Clone Admin [ Sign Out

Oracle Database - «cdb2 Topology
= = N ~f
L Ll Manage Copies
cdb2 184 Backups
184 Backups Summary Card
W cdb2dev - [EEEET 1 Clone L
= | 9dones Mirror copies 368 Backups
Local copies 16 Data Backups

352 Log Backups

1 Clone

Secondary Mirror Backup(s)

( search )

Backup Name Count Type 5 End Date Verified Mounted RMAN Cataloged scN

rhel2_cdb2_log 09-17-2021_16.00.01.2156_1 1 Log 09/17/2021 4:00:10 PM 4 Not False Not Cataloged sess27z o
Applicatle

rhel2_cdb2_log 09-17-2021_15.00.01.1317_1 1 Log 09/17/2021 3:00:10PM Not False Not Cataloged 5982003
Applicable

rhel2_cdb2_09-17-2021_14.25.01.4997_1 1 Log 09/17/2021 23521 PM 14 Not Not Cataloged 5980629
Applicable

rhel2_cdb2_09-17-2021_14.35.01.4997.0 1 Data 09/17/2021 2:35:12 PM. 4 Unverified False Not Cataloged 5920588

rhel2_cdb2_log 09-17-2021_14.00.01.1042_1 T Log 09/17/2021 2:00:10 PM 4 Not False Not Cataloged 5978388
Applicable

(D If log pruning is enabled and the recovery point is extended beyond the last log pruning,
multiple archive log backups might need to be mounted.

5. Highlight the full database backup copy to be cloned, and then click the clone button to start the DB clone
Workflow.

«cdb2 Topology

)| L] 'g L] L'}
Catsiog  Rename Mount Delete

Backup Name Count Type F End Date Verified Mounted RMAN Cataloged SCN
AL @

rhel2_cdb2_log 09-17-2021_16.00.01.2156_1 1 Log 09/17/2021 4:00:10 PM 13 Not False Mot Cataloged 5985272
Applicable

rhel2_cdb2 log 09-17-2021_15.00.01.1317_1 1 Log 09/17/2021 3:00:10 PM 1 Not False Not Cataloged 5382003
Applicable

rhel2_cdb2_09-17-2021_14.35.01.4997_1 1 Log 09/17/2021 2:35:21 PM 14 Not True Not Cataloged 5980629
Applicable

rhel2 cdb2 09-17-2021_14.35.01.4957 0 1 Data 09/17/2021 2:35:12 PM B4 Unverified False Mot Cataloged 5980588

rhel2_cdb2_log 09-17-2021_14.00.01.1042_1 1 Log 09/17/2021 2:00:10 PM 4 Not False Not Cataloged 5978388
Applicable

6. Choose a proper clone DB SID for a complete container database or CDB clone.
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2

Clone from cdb2

Locations

Credentials

PreOps

PostOps

Notification

summary

@® Complete Database Clone

Clone SID cdb2test

Exclude PDBs Type to find PDBs
& PDB Clone
Secondary storage location : Snap Vault / Snap Mirror

© Data

Source Volume

svm_onPrem:rhelz_ud2

© Logs

Source Volume

svm_onPrem:rhel2_ud3

Destination Volume

svm_hybridevo:rhel2_u02_dr

Destination Volume

svm_hybridevoirhel2_u03_dr

7. Select the target clone host in the cloud, and datafile, control file, and redo log directories are created by
the clone workflow.
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Clone from cdb2

o Name Select the host to create a clone

Clone host ora-standby.demo.netapp.com

3 Credentials p
) Datafile locations €@

4 PreOps /u02_cdb2test

5 PostOps

® control files @
6 Notification
/u02_cdb2test/cdb2test/control/control01.ctl

7/ summary Jun2_cdb2test/cdb2test/control/control02.ctl

© Redologs @
Group Size Unit

4 RedoGroup 1 X 200 MB
/u02_cdb2test/cdb2test/redolog/redo03.log

(<) RedoGroup 2 x| | z00 MB

Number of files

1

ad

8. The None credential name is used for OS-based authentication, which renders the database port
irrelevant. Fill in the proper Oracle Home, Oracle OS User, and Oracle OS Group as configured in the

target clone DB server.
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o Name
o Locations

3 Credentials

4 PreOps
5 PostOps
6 Notification

7 Summary

Clone from cdb2

Database Credentials for the clone

Credential name for sys
user

Database port

Oracle Home Settings €

Oracle Home

Oracle 05 User

Oracle OS Group

ful1/appforacle/product/19800/cdb2

oracle

oinstal

9. Specify the scripts to run before clone operation. More importantly, the database instance parameter can
be adjusted or defined here.
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Clone from cdb2

o Name
a Locations
e Credentials

5 PostOps
6 Notification

7 ' Summary

Specify scripts to run before clone operation @

Prescript full path ‘ J/var/opt/snapcenter/spl/scripts/  [Enter Prescript path

Arguments

Script timeout 60

(D Database Parameter settings
processes
remote_login_passwaordfile
sga_target

undo_tablespace

secs

320

EXCLUSIVE

4311744572

UNDOTBS1

I :

Reset

10. Specify the recovery point either by the date and time or SCN. Until Cancel recovers the database up to
the available archive logs. Specify the external archive log location from the target host where the archive
log volume is mounted. If target server Oracle owner is different from the on-premises production server,

verify that the archive log directory is readable by the target server Oracle owner.
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Clone from cdb2

o Mame Recover Database
a Locations

Until Cance i
o Credentials () Date and Time

i3

a@

Create new DBID

& Create tempfile for temy

#P oracle@ora-standby:/tmp

11. Configure the SMTP server for email notification if desired.
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Clone from cdb2

o Narme Provide email settings @

o Locations Emalil preference Never M
From From email

o Credentials : '
To Email to

o PreCps
Subject Notification

e PostOps Attach job report

6 Notification

7 Summary

If you want to send notifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTF server.

12. Clone summary.
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Clone from cdb2

Summary

Clone from backup
Clone SID

Clone server
Exclude PDBs
Oracle home

Orac

05 user
QOracle O group
Datafile mountpaths

Control files

Prescript full path
Prescript arguments
Postscript full path

Postarrint arsuments

M

13. You should validate after cloning to make sure that the cloned database is operational. Some additional

tasks, such as starting up the listener or turning off the DB log archive mode, can be performed on the
dev/test database.
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Clone a SQL database for dev/test from a replicated Snapshot backup

1. Log into SnapCenter with a database management user ID for SQL Server. Navigate to the Resources tab,
which shows the SQL Sever user databases being protected by SnapCenter and a target standby SQL

instance in the public cloud.

I NetApp SnapCenter®

Microsoft sl server [

Resources Fim Name Instance Host Last Backup
master sqlt sql1.demo.netapp.com
Monitor
model sqit sql1.demo.netapp.com
Reports medb <qlt sql.demo.netapp.com
Hosts tempdb sqit sqit.demo.netapp.com
tpcc sl sql1.demeo.netapp.com 09/16/2021 7:35:05 PM 14
Storage Systems.
master sq-standby sql-standby.demo.netapp.com
Settings model sql-standny sql-standby.demo.netapp.com
Alerts msdb sql-standby sq-standby.demo.netapp.com
tempdb sqlstandby sql-standby.demo.netapp.com

2 demolsgidba  App Backup and Clone Admin

@signout

+

New Resoures Group

Overall Status Type

Not available for backup System database
Not available for backup System database
Not available for backup System database
Not available for backup System database
Backup succeedad User database
Not available for backup System database
Not available for backup System database
Not available for backup system database

Not available for backup System database

view. If a secondary replicated location is enabled, it shows linked mirror backups.

N NetApp SnapCenter®

Microsoft SQL Server - tpcc (sqit) Topology

Name

Manage Copies
master | 7 Backups
P [ 7 Backups | ociones
= | ociones i
—— irror copies
Local copies
tempdb
tpee

Primary Backup(s)

Backup Name Count  Type

sql1_tpec_09-16-2021_18.25.01 4024 1 Full backup
sqi1_tpce_09-15-2021_18.25.01 4604 1 Full backup
5ql1_tpec_05-14-2021_18.25.01.5233 1 Full backup
s5qi1_tpcc_09-13-2021_18.25.01.4500 1 Full backup
sql1_tpec_09-12-2021_18.25.01.4016 1 Full backup
sqi1_tpee_09-11-2021_18.25.01 3753 1 Full backup
5qi1_tpec_09-10-2021_18.36.25.5430 1 Full backup

2 demosqidba App Backup and Clone Admin

[ ]

o Lieyce

Procact

Deic

Summary Card

14 Backups
0 Clones

IF End Date Verified
09/16/2021 6:25:05 PM 14 Unverified
09/15/2021 6:25:06 PM ) Unverified
05/14/2021 6:25:05 PM 19 Unverified
09/13/2021 62505 PM Unverified
09/12/2021 6:25:05 PM 14 Unverified
09/11/2021 6:25.05 PM B Unverified
09/10/2021 6:36:29 PM &) Unverified

Click on the intended on-premises SQL Server user database name for the backups topology and detailed

Wsignout
x

=
Refrezn

Toggle to the Mirrored Backups view by clicking Mirrored Backups. Secondary Mirror Backup(s) are then

displayed. Because SnapCenter backs up the SQL Server transaction log to a dedicated drive for recovery,

only full database backups are displayed here.

M NetApp SnapCenter®

Microsoft QL Server [

Name

tpec (sql1) Topology
>

a

Manage Copies

master 7 Backups
; - | 75k

— 0 Clones

= | ociones
edn Mirror copies
Local copies
tempdb
tpec

Secondary Mirror Backup(s)

o )
Backup Name Count  Type

Sql1_tpec_09-16-2021_18.25.01 4024 1 Full backup
sql1_tpce_09-15-2021_18.25.01 4604 1 Full backup
sql1_tpce_09-14-2021_18.25.01 5233 1 Full backup
sql_tpec_09-13-2021_18.25.01.4500 1 Full backup
sql1_tpec_09-12:2021_18.25.01.4016 1 Full backup
sqll_tpee_09-11-2021_18.25.01.3753 1 Full backup
sql1_tpee_09-10-2021_18.36.25.5430 1 Full backup

2 demo\sqidba  App Backup and Clone Admin

Procecs.

Desais

Summary Card

14 Backups
0 Clones
F End Date Verified

05£16/2021 6:25:05 PM B3 Unverified
09/15/2021 6:25:06 PM 14 Unverified
09/14/2021 6:2505 PM Unverified
09/13/2021 6:25:05 PM 1 Unverified
09/12/2021 6:2505 PM 1 Unverified
09/11/2021 6:2505 PM 14 Unverified
09/10/2021 6:36:23 PM Unverified

@signout
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4. Choose a backup copy, and then click the Clone button to launch the Clone from Backup workflow.

N NetApp SnapCenter® = 1 demolsgidba  App Backup and Clone Admin [ Sign Out

Microsoft SQL Server tpcc (sqit) Topology X

b2

U] 9 i) =
=

Clone Lifecyce Procact .

v N 2
9 ame Manage Copies
master e 7 Backups
7 Backups " Summary Card
ol =" [ ey
msdb = Mirror copies 14 Backups

Local copies 1 Clone
tempdb

tpec
master
model Secondary Mirror Backupl(s)
msdb

I eareh - W 4
tempdb e

Cone Festore

tpec_clone Backup Name Count Type {H End Date Verified
sqi1_tpec_09-19-2021_18.25.01 4134 1 Full backup 09/19/2021 6:25:05 PM Unverified
sqi1_tpcc_09-18-2021_18.25.01.3963 1 Full backup 09/18/2021 6:25:05 PM 14 Unverified
sql1_tpee 03-17-2021_18:25.01.4218 1 Full backup 09/17/2021 6:25:05 PM 1 Unverified
sql1_tpcc_09-16-2021_18.25.01.4024 1 Eull backup 09/16/2021 6:25:05 PM 14 Unverified
sqi1_tpec_09-15-2021_18.25.01.4604 1 Full backup 09/15/2021 6:25:06 PM 83 Unverified
5qi1_tpec_09-14-2021_18.25.01.5233 1 Full backup 09/14/2021 6:25:05 PM B Unwerified
sql1_tpcc_09-13-2021_18.25.01.4500 1 Full backup 09/13/2021 6:25:05 PM (4 Unverified
Clone from backup =

1 Clone Options

Clone settings

2 Clone server ‘ Choose - 4]
3 | Script Clone instance ‘ Mothing selected - (1 ]
4  Notification Clone name ‘ tpece ‘

5 'Summary
Choose mount option

@® Auto assign mount point @

(O Auto assign volume mount point under path | full file path (i}

Secondary storage location : Snap Vault / Snap Mirror

Source Volume Destination Volume
svm_onPrem:sqli_data svm_hybridcve:sgll_data_dr -
svm_onPrem:sgll_log svm_hybridevo:sgll_log_dr -

5. Select a cloud server as the target clone server, clone instance name, and clone database name. Choose
either an auto-assign mount point or a user-defined mount point path.
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Clone from backup X
1 Clone Options Clone settings
2 'logs Clone server ‘ sgl-standby.demo.netapp.com | @
3 Script Clone instance ‘ sql-standby i
4 ) Notification Clone name ‘ tpce_clone ‘
5 summary
Choose mount option
@ Auto assign mount point €
) Auto assign volume mount point under path | full file path (i ]
Secondary storage location : Snap Vault / Snap Mirror
Source Volume Destination Velume
svm_onPrem:sqll_data ‘ svm_hybridovo:sgl_data_dr - ‘
svm_onPrem:sgli_log svm_hybridovorsgl1_log dr - ‘
Next

6. Determine a recovery point either by a log backup time or by a specific date and time.
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7. Specify optional scripts to run before and after the cloning operation.
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Clone from backup

o Clone Options Choose logs
I:::I A ng DECKUDS
2) script @ By log backups until 9/17/2021 6:25:10 PM
(O By specific date unti 09/17/2021 6:25:05 PM

4  Notification .
O None

5 'Summary




Clone from backup =

o PR Specify optional scripts to run before and after performing a clone from backup job

o Logs Prescript full path ‘ ‘

) Prescript Choose optional arguments...
3 Script arguments

Postscript full path ‘ ‘

4 | Notification

Postscript
arguments

Script timeout 60 secs

Choose optional arguments...
5 'Summary

8. Configure an SMTP server if email notification is desired.
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Clone from backup

o PR Provide email settings @
o Logs Email preference MNever v
e : From From emai
Script
To Email to
4 MNotification
Subject Notification

Attach Job Report

5 'Summary

If you want to send naotifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.
=N

9. Clone Summary.

210



Clone from backup =

o Clone Options Summary

o Logs Clone server sql-standby.demo.netapp.com
Clone instance sql-standby

e Script
Clone name tpcc_dev

o Notification Mount option Auto assign volume mount point under custom path
Prescript full path MNone

5 Summary )

Prescript arguments
Postscript full path None

Postscript arguments

Send email No

10. Monitor the job status and validate that the intended user database has been attached to a target SQL
instance in the cloud clone server.

M NetApp SnapCenter® @~ Ademolsgidba  App Backup and Clone Admin | Signout
Schedules  Events  Logs
Sndient

@ Resources Jobs - Filter
[} Status Narme Start date End date owner

P 766 Clane from backup 'sql_tpce_09-16-2021_18.25.01.4024' 09/16/2021 80525 PM 1 09/16/2021 8:08:17 PM 14 demonsqldba
762 Discover rasources for all hosts 09/16/2021 7:56:49 PM 1 09/16/2021 7:56:54 PM 14 demo\sqldba

& 761 Backup of Resource Group 'sql1_tpce_log' with policy 'SQL Server Log Backup' 09/16/2021 7:35:00 PM B 09/16/2021 7:37:08 PM £ demasqldba

I8 Storage systems [IREH Discover resources for all hosts 09/16/2021 7:19:05 PM H4 09/16/2021 7:19:09 PM £ demosgldba

= setings 759 Discover resources for all hosts 09/16/2021 7:18:43 PM 13 09/16/2021 7:18:48 PM 1 demotsgldba
756 Discover resources for all hosts 09/16/2021 6:59:51 PM 1 09/16/2021 6:59:56 PM 14 demo\sgldba

A Hers 753 Backup of Resource Group 'sql1_tpee_log' with policy 'SQL Server Log Backup' 09/16/2021 6:35:00 PM B 09/16/2021 6:37:07 PM £ demo)sqldba
750 Backup of Resource Group 'sql1_tpec with policy 'sQL Server Full Backup® 09/16/2021 6:25:01 P B 09/16/2021 6:27:14 P (3 demotsldba
749 Discover resources for host 'sql-standby.damo.netapp.com* 09/16/2021 6:19:00 PM 4 09/16/2021 6:19:05 PM 4 Demo\administrator
745 Backup of Resource Group 'sql1_tpce_log' with policy 'SQL Server Log Backup' 09/16/2021 5:35:00 PM 1 09/16/2021 5:37:08PM 14 demo\sgldba

Post-clone configuration

1. An Oracle production database on-premises is usually running in log archive mode. This mode is not
necessary for a development or test database. To turn off log archive mode, log into the Oracle DB as
sysdba, execute a log mode change command, and start the database for access.

2. Configure an Oracle listener, or register the newly cloned DB with an existing listener for user access.

3. For SQL Server, change the log mode from Full to Easy so that the SQL Server dev/test log file can be
readily shrunk when it is filling up the log volume.

211



Refresh clone database

1. Drop cloned databases and clean up the cloud DB server environment. Then follow the previous
procedures to clone a new DB with fresh data. It only takes few minutes to clone a new database.

2. Shutdown the clone database, run a clone refresh command by using the CLI. See the following
SnapCenter documentation for details: Refresh a clone.

Where to go for help?

If you need help with this solution and use cases, join the NetApp Solution Automation community support
Slack channel and look for the solution-automation channel to post your questions or inquires.

Disaster recovery workflow

Enterprises have embraced the public cloud as a viable resource and destination for
disaster recovery. SnapCenter makes this process as seamless as possible. This disaster
recovery workflow is very similar to the clone workflow, but database recovery runs
through the last available log that was replicated to cloud to recover all the business
transactions possible. However, there are additional pre-configuration and post-
configuration steps specific to disaster recovery.

Clone an on-premises Oracle production DB to cloud for DR

1. To validate that the clone recovery runs through last available log, we created a small test table and
inserted a row. The test data would be recovered after a full recovery to last available log.

£

le@rhel2: - [m] x

2. Log into SnapCenter as a database management user ID for Oracle. Navigate to the Resources tab, which
shows the Oracle databases being protected by SnapCenter.

M NetApp SnapCenter® ~ 2. demoloradba  App Backup and Clone Admin [ Sign Out

Last Backup Overall Status

09/17/2021 2:32:16 PM 4 Completed

09/17/2021 6:02:13 PM 1 Completed

TR OE)

B it
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https://docs.netapp.com/us-en/snapcenter/protect-sco/task_refresh_a_clone.html
https://netapppub.slack.com/archives/C021R4WC0LC
https://netapppub.slack.com/archives/C021R4WC0LC

3. Select the Oracle log resource group and click Backup Now to manually run an Oracle log backup to flush
the latest transaction to the destination in the cloud. In a real DR scenario, the last transaction recoverable
depends on the database log volume replication frequency to the cloud, which in turn depends on the RTO
or RPO policy of the company.

M NetApp SnapCenter® @ = @- demooradba AppBackupand Clone Admin [l Sign Out

X

’” © X )

Modfy Resource Group BackupNow  Maimznance

(] :if

Name Resource Name Type Host
rhel2_cdb2 cdb2 Oracle Database rhel2.demo.netapp.com

rhel2_cdb2_log

R 6

T

A

Backup X

Create a backup for the selected resource group

Resource Group rhel2_cdb2_log

Policy Oracle Archive Log Backup > | @

Asynchronous SnapMirror loses data that has not made it to the cloud destination in the

@ database log backup interval in a disaster recovery scenario. To minimize data loss, more
frequent log backup can be scheduled. However there is a limit to the log backup frequency
that is technically achievable.

4. Select the last log backup on the Secondary Mirror Backup(s), and mount the log backup.
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M NetApp SnapCenter® ©®- 2 demoloradba  App Backup and Clone Admin [ Sign Out

Oracle Database - «db2 Topology x|

Search dat =

—
=4
Databse Seings Fefresh

Name .
» Manage Copies
cdb2 185 Backups
cdb2dey —] | 185 Backups 2Clones Summary Card
= | 0Ciones P
w cdbtest Mirror copies 370 Backups
Local copies

16 Data Backups
354 Log Backups

lones

Secondary Mirror Backupls)

( ‘

Backup Name Count Type End Date Verified Mounted RMAN Cataloged SCN

rhel2_cdb2_log 09-17-2021_18.20.04.1177_1 1 Log 09/17/2021 6:20:13PM B Not False Not Cataloged 5934710 -
Applicable

rhel2_cdb2 log 09-17-2021_18.00.01.2424_1 1 Log 05/17/2021 6:00:03 PM B Not False Not Cataloged 5992079
Applicable

rhel2_cdb2 Jog 09-17-2021_17.00.01.1566_1 Log 09/17/2021 5:00:20 P B Not False Not Cataloged 5988842
Applicable

Mount backups X

Choose the host to
mount the backup

[ ora-standby.demo.netapp.com ']

Mount path /varfopt/snapcenter/sco/backup_mount/rhel2_cdb2_log 09-17-2021_18.20.04.1177_1/cdb2

Secondary storage location : Snap Vault / Snap Mirror

Source Volume Destination Volume

svm_cnPrem:rhel2_u03 svm_hybridcvoirhelz_u03_dr -

Cance

5. Select the last full database backup and click Clone to initiate the clone workflow.

M NetApp SnapCenter® 2 demo\oradba  App Backup and Clone Admin [ 5ign Out

Oracle Database ‘ «db2 Topology b4

—
Refresh
Wanage Coples

Lo howe 185 Backups
<ana - | 185 Backups ro— Summary Card
] cdb2dev s | OClones Micror coples 370 Backups
™ cdb2test Local eoples 16 Data Backups
354 Log Backups
2 Clones
Secondary Mirror Backup(s)
( [v) -
fosors Mount
Backup Name Count Type I End Date Verified Mounted RMAN Cataloged SCN
thel2_cdb2_log 09-17-2021_18.20.04.1177_1 Log: 0911742021 6:20113 P B Not True Not Cataloged ssea7io |
Applicable
rhel2_cdb2_log 09-17-2021_18.00.01.2424 1 1 Log 09/17/2021 6:00:09 PM B3 ot False ot Cataloged 5992079
Applicable
rhel2_cdb2_log 09-17-2021_17.00.01,1566_1 1 Log 09/17/2021 5:00:20 PM £ Not False ot Cataloged 5988842
Applicable
rhel2_cdb2_log 09-17-2021_16.00.01.2156_1 1 Log. 09/17/2021 4:00:10 PM 4 Not False Not Cataloged 5985272
Applicable
rhel2_cdb2_log 09-17-2021_15.00.01.1317_1 1 Log 09/17/2021 3:00:10 PM B not False not Cataloged 5982003
Applicable
rhel2_cdb2_09-17-2021_14.35.01.4997_1 1 Log 09/17/2021 2:35:21 PM B Not Falsa Not Cataloged 5980629
Applicable
=S rhel2_cdb2 03-17-2021_14.35.01.4397.0 1 Data 09/17/2021 2:35:12 PM & Unverified False Not Cataloged 5980588
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6. Select a unique clone DB ID on the host.

Clone from cdb2

2 /lLocations

3 Credentials
4 PreOps

5 'PostOps

6  Notification

7 ' Summary

® Complete Database Clone

Clone SID cdb2dr
Exclude PDBs Type to find PDBs
» PDB Clone

Secondary storage location : Snap Vault / Snap Mirror

© Data

Source Volume

svm_onPrem:rhel2_u02

© Logs

Source Volume

svm_onPrem:rhel2_u03

Destination Volume

svm_hybridcvo:rhel2_u02_dr -

Destination Volume

svm_hybridcvo:rhel2_u03_dr - ‘

7. Provision a log volume and mount it to the target DR server for the Oracle flash recovery area and online

logs.

Add Volume

NAME

ora_standby_u03

CAPACITY

20
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EP ec2-user@ora-standby:/tmp

@ The Oracle clone procedure does not create a log volume, which needs to be provisioned on

the DR server before cloning.

8. Select the target clone host and location to place the data files, control files, and redo logs.

Clone from cdb2

o pleee Select the host to create a clone
2 Locations Clone host a-standby.demo.netapp.con
s 0
“ = 02_cdb2d
Li]
/ul2_cdb2dr/cdb2dr/control/control0i.ct
ful3_cdb2dri/cdb2dr/control/control02.ctl
0
Group ize In
4  RedoGroup X 200 MB

X 200 MB

Mumber of files

9. Select the credentials for the clone. Fill in the details of the Oracle home configuration on the target server.
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Clone from cdb2

o Name
o Locations

3 Credentials

4 PreOps
5 PostOps
6 Notification

7 Summary

Database Credentials for the clone

Credential name for sys
user

Database port

Oracle Home Settings €

Oracle Home

Oracle 05 User

Oracle OS Group

ful1/appforacle/product/19800/cdb2

oracle

oinstal

10. Specify the scripts to run before cloning. Database parameters can be adjusted if needed.
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Clone from cdb2

o Name

Specify scripts to run before clone operation @

o Locations

Prescript full path ‘ Jvar/opt/snapcenter/spl/scripts/  [Enter Prescript path
e Credentials Arguments

Script timeout &0 secs
4 PreOps

(D Database Parameter settings
5 PostD it fi i -

ostps audit_file_dest ful1/app/foraclefadmin/cdb2dr/adump
o audit_trail DB

6  Notification

open_cursors 300
7 Summary

pga_aggregate_target 1432354816 -

11. Select Until Cancel as the recovery option so that the recovery runs through all available archive logs to
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Clone from cdb2

o Name Recover Database
o Locations "

@ Until Cancel [i]
o Credentials () Date and Time |

Date-time format: MM/DDAYYYY hhrmmiss

o PreCps
() Until SCN (System Change Number) ‘

5 JEES IS Specify external archive log locations i ]

6 Naotification ‘ Mvarfopt/snapcenter/sco/backup_mount/rhel2_c

db2_log 09-17-2021_18.20.04.1177_1/cdb2/1/orareco/CDBZ/archivelog/

7 Summary

Create new DBID @
Creats tempfile for temporary tablespace €@
() Enter SQL queries to apply when clone is created

() Enter scripts to run after clone operation @

Previous MNext

12. Configure the SMTP server for email notification if needed.
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Clone from cdb2

o Narme Provide email settings @

o Locations Emalil preference Never M
From From email

o Credentials : '
To Email to

o PreCps
Subject Notification

e PostOps Attach job report

6 Notification

7 Summary

If you want to send notifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTF server.

13. DR clone summary.
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Clone from cdb2 =
o EE Summary
o Locations Clone from backup rhel2_cdb2_09-17-2021_14.35.01.4997 0
Clone sID cdb2dr
9 Credentials
Clone server ora-standby.demo.netapp.com
o Pre0ps Exclude PDBs none
Oracle home fu01/app/oracle/product/19800/cdb2
o PostOps
Oracle OS user oracle
e Notification Oracle QS group oinstall
Datafile mountpaths fu02_cdb2dr
7 Summa
Control files /u02_cdb2dr/cdb2dr/control/control01 .ctl
fu03_cdb2dr/cdb2dr/control/control02.ctl
Redo groups RedoGroup =1 TotalSize =200 Path =/u03_cdb2dr/cdb2dr/redologiredo03.log
RedoGroup =2 TotalSize =200 Path =/u03_cdb2dr/cdb2dr/redolog/redol2.log
RedoGroup =3 TotalSize =200 Path =/u03_cdb2dr/cdb2dr/redolog/redo01.log
Recovery scope Until Cance
Prescript full path none
Prescript arguments
Postscript full path none
Pastscrint arsuments T

14. Cloned DBs are registered with SnapCenter immediately after clone completion and are then available for
backup protection.

M NetApp SnapCenter® 2 demo\oradba  App Backup and Clone Admin [l sign Out

Oracle Database [l

-
o

i~ Name Oracle Database Type Host/Cluster Resource Group Policies Last Backup Overall Status
cdb2 single Instance (Multitenant) rhel2.demo.netapp.com rhei2_cdb2 Oracle Archive Log Backup 09/17/2021 7:00:10 PM 54 Backup succeeded
rhel2_cdb2_log Oracle Full Online Backup
] cdb2der Single Instance {Multitenant) ara-standby.deme.netapp.com Nt protected
edb2dr single Instance (Multitanant) ora-standby.demo.natapp.com Not protectad
w cdbatest Single Instance (Vultitenant) ora-standby demo,netapp.com Not protectad

Storage Systems.

Settings

Alerts

Post DR clone validation and configuration for Oracle

1. Validate the last test transaction that has been flushed, replicated, and recovered at the DR location in the
cloud.
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oracle@ora-standby:/u1/app/oracle/product/19800/cdb2/dbs - o x

3. Configure the Oracle listener for user access.

4. Split the cloned volume off of the replicated source volume.

5. Reverse replication from the cloud to on-premises and rebuild the failed on-premises database server.

@ Clone split may incur temporary storage space utilization that is much higher than normal
operation. However, after the on-premises DB server is rebuilt, extra space can be released.

Clone an on-premises SQL production DB to cloud for DR

1. Similarly, to validate that the SQL clone recovery ran through last available log, we created a small test
table and inserted a row. The test data would be recovered after a full recovery to the last available log.
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B Administrator: Command Prompt - sglemd - SQLCMD

EMO>sqlcmd

snap mirror DR for SQL'

2. Log into SnapCenter with a database management user ID for SQL Server. Navigate to the Resources tab,
which shows the SQL Server protection resources group.

M NetApp SnapCenter® @ = @- fdemosqidba App Backup and Clone Admin [l Sign Out

Microsoft sqL server [ sqit_tpee logDetails X
=

’ © ] X (i) i

) ModfyResourcs Group ~ BackupNow  Clonelifeyde  Maimenance  Edefiew Detaits Delete.

e Name Resource Name Type Host

7y E tpec(sqi1) SQL Database sql1.demo.netapp.com

"

3. Manually run a log backup to flush the last transaction to be replicated to secondary storage in the public
cloud.

Backup

Create a backup for the selected resource group
Resource Group sql1_tpecc_log

Policy SQL Server Log Backup - | €

4. Select the last full SQL Server backup for the clone.

223



M NetApp SnapCenter® A demolsgldba  App Backup and Clone Admin B Sign Out

Microsoft SQL Server - tpec (sql1) Topology b2

m 9 o

=
-
Cionetferyde Prosect Dot Refrezn

o

Name Manage Copies
master
p— - | 7Backups I-. 2 Clones Summary Card
F—— " | 9dones Mirror copies 74 Backups
Local copies 2 Clones
tempdb
tpec
master
niagel Secondary Mirror Backup(s)
msdb
( zearch i m “
tempdb Gone  Fesore
tocc_cone W Backup Name Count Type e End Date Verified
tocc_dev W 5qi1_tpec 09-19-2021_18.25.01:4134 1 Full backup 09/19/2021 6:25:05 M B Unverified
sqli_tpee_09-18-2021_18.25.01.3963 1 Full backup 09/18/2021 6:25:05 PM 4 Unverified
sqi1_tpec 09-17-2021_18.25.01.4218 1 Full backup /1772021 6:25:05 PM & Unverified

5. Set the clone setting such as the Clone Server, Clone Instance, Clone Name, and mount option. The
secondary storage location where cloning is performed is auto-populated.

Clone from backup x
Clone settings

2 lLogs Clone server ‘ sql-standby.demo.netapp.com v L1

3 | script Clone instance ‘ sql-standby |0

4 ) Notification Clone name ‘ tpcc_dr |

5 Summary
Choose mount option

@ Auto assign mount point €Y

(O Auto assign volume mount point under path | full file path (i ]

Secondary storage location : Snap Vault / Snap Mirror

Source Volume Destination Volume

svm_onPrem:sqll_data ‘ swm_hybridcvoisgl1_data_dr - ‘

svm_onPrem:sgl_log ‘ svm_hybridcvorsgl1_log_dr - ‘

6. Select all log backups to be applied.
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Clone from backup =

o Clone Options Choose logs
@Al o backups
3 Scrint O By log backups until 3/19/2021 6:25:10 PM v
(O By specific date unti 09/19/2021 6:25:05 PM =]

4  Notification .
O None

5 'Summary

7. Specify any optional scripts to run before or after cloning.
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Clone from backup

o Clone Options
o Logs

4 | Notification

5 'Summary

Specify optional scripts to run before and after performing a clone from backup job

Prescript full path ‘

Prescript

Choose optional arguments...
arguments

Postscript full path ‘

Postscript
arguments

Script timeout &0 secs

Choose optional arguments...

8. Specify an SMTP server if email notification is desired.
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Clone from backup

o PR Provide email settings @
o Logs Email preference MNever v
e ’ From From emai

Script

To Email to
4 Notification
Subject Notification

5  Summary Attach Job Report

If you want to send naotifications for Clone jobs, an SMTP server must be configured. Continue to the Summary page to save your

information, and then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.
=N

9. DR clone summary. Cloned databases are immediately registered with SnapCenter and available for
backup protection.
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Clone from backup =

o Clone Options Summary

o Logs Clone server sql-standby.demo.netapp.com
Clone instance sql-standby
9 Script
Clone name tpcc_dr
o Notification Mount option Auto Mount
Prescript full path MNone
5 Summary

Prescript arguments
Postscript full path None
Postscript arguments

Send email No

Previous Finish

N NetApp SnapCenter® 2 demoysqidba  App Backup and Clone Admin

Microsoft SQL Server

©  resources Name Instance Host LastBackup  Overall Status Type
7= master T sql1.demo.netapp.com Not available for backup System database
<& Monitor
model sgit sqi.demo.netapp.com Not available for backup System database
M repors
msdb e sql1.demo.netapp.com Not available for backup System database
Hosts tempdb sqlt sql1.demo.netapp.com Not available for backup System database
tpce E sql1.demo.netapp.com 09/222021535:08PM B | Backup failed, Schedules on hold User database
Storage Systems
master sql-standby sql-standby.demo.netapp.com Not available for backup System database
Settings model sglstandsy sql-standby.demo.natapp.com Not available for hackug System database
Alerts msdb sq-standby sqi-standby.demo.netapp.com Not available for backup System database
tempdb sql-standby sql-standby.demo.netapp.com Not available for backup System database
tpce_clone sqstandby sqi-standby.demo.netapp.com Not protected User database
™ tpec_dev sqhstandby sql-standby.demo.netapp.com Not protected User database
] tpec_dr sqhstandby sqi-standby.demo.netapp.com Not protected User database

Post DR clone validation and configuration for SQL
1. Monitor clone job status.

M NetApp SnapCenter® 2 demotsgidba  App Backup and Clone Admin [ Sign Out

Schedules  Events  Logs

- o

Dashboard
Resources Jobs - Filter
[} Status Name Start date End date Owner
1052 Clone from backup 'sgl1_tpce_09-19-2021_18.25.01.4134" 09/20/2021 236:17 P 1 09/20/2021 2:37:06 P 4 demonsgldba
1047 Backup of Resource Group 'sql1_tpcc_log' with policy 'SQL Server Log Backup' 09/20/2021 2:35:01 PM 14 09/20/2021 2:37:08 PM 4 ‘demo\sgldba
1045 Backup of Resource Group 'sql1_tpce_log with policy 'SQL Server Log Backup' 09/20/2021 2:28:17 PM 14 09/20/2021 2:30:25 PM &3 ‘demo\sgldba
Storage Systems [ERTEES Clone from backup 'sql1_tpee_09-17-2021_18.25.01.4218' 09/20/2021 1:39:24 PM £ 09/20/2021 1:40:09 PM £ demonsgldba
g 1042 Backup of Resource Group'sql1_tpee_log' with palicy 'SQL Server Log Backup' 09/20/2021 1:35:01 PM & 09/20/2021 1:37:08 PM £ demensgldba
1040 Backup of Resource Group 'sql1_tpee_log’ with policy SQL Sarver Log Backup' 09/20/2021 12:3501 PM 14 09/20/2021 12:37.08 PM B demotsqldba

2. Validate that last transaction has been replicated and recovered with all log file clones and recovery.
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E¥ Administrator: Command Prompt - sglemd - SQLCMD - [m] X

3. Configure a new SnapCenter log directory on the DR server for SQL Server log backup.

4. Split the cloned volume off of the replicated source volume.

5. Reverse replication from the cloud to on-premises and rebuild the failed on-premises database server.
Where to go for help?

If you need help with this solution and use cases, please join the NetApp Solution Automation community
support Slack channel and look for the solution-automation channel to post your questions or inquires.
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