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Configuring the virtualization environment in the
cloud provider

Details for how to configure the virtualization environment in each of the supported
hyperscalers are covered here.



AWS / VMC

This section describes how to set up and manage VMware Cloud on AWS SDDC and use it in
combination with the available options for connecting NetApp storage.

@ In-guest storage is the only supported method of connecting Cloud Volumes ONTAP to
AWS VMC.

The setup process can be broken down into the following steps:

* Deploy and Configure VMware Cloud for AWS
« Connect VMware Cloud to FSx ONTAP

View the detailed configuration steps for VMC.

Azure /| AVS

This section describes how to set up and manage Azure VMware Solution and use it in combination with
the available options for connecting NetApp storage.

@ In-guest storage is the only supported method of connecting Cloud Volumes ONTAP to
Azure VMware Solution.

The setup process can be broken down into the following steps:

* Register the resource provider and create a private cloud
» Connect to a new or existing ExpressRoute virtual network gateway

* Validate the network connectivity and access the private cloud
View the detailed configuration steps for AVS.

GCP/ GCVE

This section describes how to set up and manage GCVE and use it in combination with the available
options for connecting NetApp storage.

@ In-guest storage is the only supported method of connecting Cloud Volumes ONTAP and
Cloud Volumes Services to GCVE.

The setup process can be broken down into the following steps:

* Deploy and Configure GCVE
» Enable Private Access to GCVE

View the detailed configuration steps for GCVE.

Deploy and configure the Virtualization Environment on
AWS

As with on-premises, planning VMware Cloud on AWS is critical for a successful



production-ready environment for creating VMs and migration.

This section describes how to set up and manage VMware Cloud on AWS SDDC and use it in combination
with the available options for connecting NetApp storage.

@ In-guest storage is currently the only supported method of connecting Cloud Volumes ONTAP
(CVO) to AWS VMC.

The setup process can be broken down into the following steps:



Deploy and configure VMware Cloud for AWS

VMware Cloud on AWS provides for a cloud native experience for VMware based workloads in the AWS
ecosystem. Each VMware Software-Defined Data Center (SDDC) runs in an Amazon Virtual Private
Cloud (VPC) and provides a full VMware stack (including vCenter Server), NSX-T software-defined
networking, vSAN software-defined storage, and one or more ESXi hosts that provide compute and
storage resources to your workloads.

This section describes how to set up and manage VMware Cloud on AWS and use it in combination with
Amazon FSx for NetApp ONTAP and/or Cloud Volumes ONTAP on AWS with in-guest storage.

@ In-guest storage is currently the only supported method of connecting Cloud Volumes
ONTAP (CVO) to AWS VMC.

The setup process can be broken down into three parts:

Register for an AWS Account

Register for an Amazon Web Services Account.
You need an AWS account to get started, assuming there isn’t one created already. New or existing,

you need administrative privileges in the account for many steps in this procedure. See this link for
more information regarding AWS credentials.

Register for a My VMware Account

Register for a My VMware account.

For access to VMware’s cloud portfolio (including VMware Cloud on AWS), you need a VMware
customer account or a My VMware account. If you have not already done so, create a VMware
account here.


https://www.vmware.com/products/vmc-on-aws.html
https://aws.amazon.com/
https://docs.aws.amazon.com/general/latest/gr/aws-security-credentials.html
https://customerconnect.vmware.com/home
https://customerconnect.vmware.com/account-registration

Provision SDDC in VMware Cloud

After the VMware account is configured and proper sizing is performed, deploying a Software-
Defined Data Center is the obvious next step for using the VMware Cloud on AWS service. To create
an SDDC, pick an AWS region to host it, give the SDDC a name, and specify how many ESXi hosts
you want the SDDC to contain. If you don’t already have an AWS account, you can still create a
starter configuration SDDC that contains a single ESXi host.

1. Log into the VMware Cloud Console using your existing or newly created VMware credentials.
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3. Connect to the desired AWS account and execute the AWS Cloud Formation stack.
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4. Select the desired AWS VPC to connect the VMC environment with.
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. Configure the VMC Management Subnet; this subnet contains VMC-managed services like
vCenter, NSX, and so on. Do not choose an overlapping address space with any other networks
that need connectivity to the SDDC environment. Finally, follow the recommendations for CIDR
size notated below.
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. Review and acknowledge the SDDC configuration, and then click deploy the SDDC.
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The deployment process typically takes approximately two hours to complete.
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7. After completion, the SDDC is ready for use.
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For a step-by-step guide on SDDC deployment, see Deploy an SDDC from the VMC Console.


https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html

Connect VMware Cloud to FSx ONTAP

To connect VMware Cloud to FSx ONTAP, complete the following steps:

1. With VMware Cloud deployment completed and connected to AWS VPC, you must deploy Amazon
FSx for NetApp ONTAP into a new VPC rather than the original connected VPC (see the screenshot
below). FSx (NFS and SMB floating IPs) is not accessible if it is deployed in the connected VPC.
Keep in mind that ISCSI endpoints like Cloud Volumes ONTAP work just fine from the connected
VPC.
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2. Deploy an additional VPC in the same region, and then deploy Amazon FSx for NetApp ONTAP into
the new VPC.

Configuration of an SDDC group in the VMware Cloud console enables the networking configuration
options required to connect to the new VPC where FSx is deployed. In step 3, verify that “Configuring
VMware Transit Connect for your group will incur charges per attachment and data transfers” is
checked, and then choose Create Group. The process can take a few minutes to complete.
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“ ¢ Create SDDC Group
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. Attach the newly created VPC to the just created SDDC group. Select the External VPC tab and
follow the instructions for attaching an External VPC to the group. This process can take 10 to 15

minutes to complete.
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
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4. As part of the external VPC process, you are prompted through the AWS console to a new shared
resource via the Resource Access Manager. The shared resource is the AWS Transit Gateway
managed by VMware Transit Connect.
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https://aws.amazon.com/transit-gateway
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5. Create the Transit Gateway Attachment.
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6. Back on the VMC Console, Accept the VPC attachment. This process can take approximately 10

minutes to complete.
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7. While in the External VPC tab, click the edit icon in the Routes column and add in the following
required routes:

> Aroute for the floating IP range for Amazon FSx for NetApp ONTAP floating IPs.
> Aroute for the floating IP range for Cloud Volumes ONTAP (if applicable).

> Aroute for the newly created external VPC address space.

4 AL i
ACTIGHRE ¥
sddcgroup
Summary  elorierbineng  Dbsctlocres  ECAMSVPE Exwmal TEW  Fecing  Suppor
Bty ©
2 Tonk R
+ Deviapur Sortur u ﬁ X
i A D00 - T 4TS BiNE 2ef TEsteSah
" dnepe e
B o WHE s K05 R Tranal Sbener A Hesberemi 12 Rewiny stabe
B sl ci e b Ak L& vrest [Oveaon) s R p it b e e R T e AMALASE
a
L s

8. Finally, allow bidirectional traffic firewall rules for access to FSx/CVO. Follow these detailed steps for
compute gateway firewall rules for SDDC workload connectivity.


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/supported-fsx-clients.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-DE330202-D63D-408A-AECF-7CDC6ADF7EAC.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-DE330202-D63D-408A-AECF-7CDC6ADF7EAC.html

Edit Routes

9. After the firewall groups are configured for both the Management and Compute gateway, the vCenter
can be accessed as follows:
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The next step is to verify that Amazon FSx ONTAP or Cloud Volumes ONTAP is configured depending on
your requirements and that the volumes are provisioned to offload storage components from vSAN to
optimize the deployment.
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Deploy and configure the Virtualization Environment on
Azure

As with on-premises, planning Azure VMware Solution is critical for a successful
production-ready environment for creating VMs and migration.

This section describes how to set up and manage Azure VMware Solution and use it in combination with the
available options for connecting NetApp storage.

The setup process can be broken down into the following steps:

18



Register the resource provider and create a private cloud

To use Azure VMware Solution, first register the resource provider within the identified subscription:

I T o

. Sign in to the Azure portal.

On the Azure portal menu, select All Services.

In the All Services dialog box, enter the subscription and then select Subscriptions.
To view, select the subscription from the subscription list.

Select Resource Providers and enter Microsoft.AVS into the search.

If the resource provider is not registered, select Register.
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Provider Status

Microsoft.OperationsManagement @ Registered
Microsoft Compute @ Registered
Microsoft. ContainerService © Registered
Microsoft Managedidentity @ Registered
MicroscftAVS @ Registered
Microsoft Operationalinsights @ Registered
Microsoft. GuestConfiguration @ Reaistered

7. After the resource provider is registered, create an Azure VMware Solution private cloud by using the
Azure portal.

8. Sign in to the Azure portal.

9. Select Create a New Resource.
10. In the Search the Marketplace text box, enter Azure VMware Solution and select it from the results.
11. On the Azure VMware Solution page, select Create.

12. From the Basics tab, enter the values in the fields and select Review + Create.
Notes:

* For a quick start, gather the required information during the planning phase.

» Select an existing resource group or create a new resource group for the private cloud. A resource
group is a logical container in which the Azure resources are deployed and managed.

* Make sure the CIDR address is unique and does not overlap with other Azure Virtual Networks or on-
premises networks. The CIDR represents the private cloud management network and is used for the
cluster management services, such as vCenter Server and NSX-T Manager. NetApp recommends
using a /22 address space. In this example, 10.21.0.0/22 is used.
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The provisioning process takes approximately 4—5 hours. After the process is complete, verify that the
deployment was successful by accessing the private cloud from the Azure portal. A status of Succeeded
is displayed when the deployment is complete.

An Azure VMware Solution private cloud requires an Azure Virtual Network. Because Azure VMware
Solution doesn’t support on-premises vCenter, additional steps are required to integrate with an existing
on-premises environment. Setting up an ExpressRoute circuit and a virtual network gateway is also
required. While waiting for the cluster provisioning to complete, create a new virtual network or use an
existing one to connect to Azure VMware Solution.
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Connect to a new or existing ExpressRoute virtual network gateway

To create a new Azure Virtual Network (VNet), select the Azure VNet Connect tab. Alternatively, you can
create one manually from the Azure portal by using the Create Virtual Network wizard:
1. Go to Azure VMware Solution private cloud and access Connectivity under the Manage option.
2. Select Azure VNet Connect.
3. To create a new VNet, select the Create New option.
This feature allows a VNet to be connected to the Azure VMware Solution private cloud. The VNet
enables communication between workloads in this virtual network by automatically creating required

components (for example, jump box, shared services such as Azure NetApp Files, and Cloud Volume
ONTAP) to the private cloud created in Azure VMware Solution over ExpressRoute.

Note: The VNet address space should not overlap with the private cloud CIDR.

@ nimoavspriv | Connectivity = - X
i AWS Private cloud
£ Search (Ctri+/) ® () Refresh
0 ~
@ Overview
Azure vMet connect  Settings ExpressRoute  Public IP
E Activity log
This is an opticnal feature that allows an Azure virtual network to be connected to your Azure Vidware Solution
fa  Access control (IAM) private cloud. A viNet enables the communication between workioads in this virtual network (for example,
: Jumpben) to the private cloud created in Azure Vivhware Solution over ExpressRoute. Only a viNet with a valid
@ Tags subnet "GatewaySubnet” should be selected. You can create a new vNet or use an existing one provided the viNet
2 Diagnose and solve problems address space does not overlap with your private cloud CIDR. Learn more about adding a subnet in a virtual
netwoik
Settings Virtual network L
El Locks Lreate new
Address block for vnet
Manage
& Conneciiity Address black for private claud 10:21.0.0/22 oy
B Identity
By Clusters
-+ Add-ons o

4. Provide or update the information for the new VNet and select OK.
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Create virtual network ®

This virtual netwark enables the communication between workloads inthis virtual network (e.g. a lumphost} to the private cloed created in
Azure Viiware Sodution ower an BExpress route, A default ddress range and & subnet is selected for this virtual netwaork. For changing the
defauit address range and submet of this virtual network, follow these steps. Step 1! Change the *Address Range” to desired range (e.g.
TF2160,0/16) Step 2 Add a subnet under "Subnets” with the name as "Gatewsysubnet” and provide subnet's address mange In CIDR natation
feg. 172:16.1.0/24), Leam morz about virtual natworks C

Mame = nimoavspriv-vnet

Address space

The virtual network's address space specified as one or mare address prefives in CIDR notation {e.g. 10.0.0.0/16).

||  Address range Addresses Overlap

I:I 172240016 Tr2.24.04 - 172.24,255.254 (65531 addresses) Mane ]
0 Addreases) Mane

Subnets

The subnet's address range in CIOR notation (e.g. 10.0U000/24), t must be contained by the address space of the virual network

D Submnet name Address range Addresses
] Gatewsysubnet 172200024 V722404 - 17224.0.254 (251 addresses) ¥
[0 Addresses)

I o |

The VNet with the provided address range and gateway subnet is created in the designated subscription
and resource group.

®

If you create a VNet manually, create a virtual network gateway with the appropriate SKU
and ExpressRoute as the gateway type. After the deployment is complete, connect the
ExpressRoute connection to the virtual network gateway containing Azure VMware
Solution private cloud using the authorization key. For more information, see Configure
networking for your VMware private cloud in Azure.
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https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-configure-networking#create-a-vnet-manually
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Validate the network connect and access to Azure VMware Solution private cloud

Azure VMware Solution does not allow you to manage a private cloud with on-premises VMware vCenter.
Instead, jump host is required to connect to the Azure VMware Solution vCenter instance. Create a jump
host in the designated resource group and sign in to the Azure VMware Solution vCenter. This jump host
should be a Windows VM on the same virtual network that was created for connectivity and should
provide access to both vCenter and the NSX Manager.

Create a virtual machine

Basics Disis  Networiong  Mansgement  Adwanced Tags  Review » oreate

Create a virtual machine that rans Linax or Windows. Select an image from Ature mackeiplade or wse your own cusiomized
image. Complele the Baycs tab then Beview = create 10 proveion 2 virtual machene with delaull parametens of feviea sach
ab for full customiaalsan. Learm miorn o

Project detalls

Sedec! thi tubicnphon 10 manage deployed resouroes and casti. Uhie ridooros groaps like fokderd 1o anganee and
manage all yous resoures

Subscrphbion * Sa3% Badkup Produdion t '
Resource growg * MimaayvSDseme v |

Create niw

Instance delailc

wirtaal maching name = (0 | s

Ragiom ® {2 (LIS} Easd U5 2 joal

Avadlabality optsons (1) [ Mo eirasiiudtine redundandy riguaed e

image * @ | Bl windows Server 2012 R2 Datacenter - Gen2 o
See all mages

Anere Spot instance D

Siae * Standard D2s ] - 2 vepas. § Gl mamedny (513047 /month) b
See all sides

After the virtual machine is provisioned, use the Connect option to access RDP.

Home > CreateVim-MicrosoftWindowsSemnver, WindowsServer-201-20210812120806 > nimAVSIH

& nimAVSJH | Connect

Wirtual maching

l £ Search (Ctrl+) A Toimprove securnity. enable just-in-time mocess on this VM, —

B Ovendew )

E Activity log RDP  SSH  BASTION

B N coltiol A Connect with RDP

@ Tags To connect to your virtual machine via RDP, select an IP address, opticnally change the port number, and downlcad the
RDP file.
&* Diagnose and solve problems
IP address *
Setiicys Public IP address {52.138.103.135) ~
2 kmg Part number *
& Connect 3389 |
o
0 size
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Sign in to vCenter from this newly created jump host virtual machine by using the cloud admin user . To
access the credentials, go to the Azure portal and navigate to Identity (under the Manage option within
the private cloud). The URLs and user credentials for the private cloud vCenter and NSX-T Manager can
be copied from here.

@ nimoavspriv | Identity 2 - X
AVS Private cloud
in credentials
! £ Search {Ctri+f) | Lugc—
Hn Access control (IAM) ~ vCenter credentials
@ Tags Web client URL (0 | hitps//1021.02/ o
2 Diagnese and solve problems Admin username () | cloudadmin@vspherejocal o
Satring: Admin password (O m
£ Locks ! —— - ——— y
Certificate thumbprint | AE26B15ASCE38DCO69D35FO45F088CABI43475EC s
o NSX-T Manager credentials
. Crimackvy Web client URL ©) | httpsi/10210.3/ o
W Identi !
¥ Admin username (0 | admin o
By Clusters
Admin password (0 m

B Placement policies (preview)

+ Add-ons Certificate thumbprint | B2B722EAGH3958283EE150007246D5166D0509D3 0|

In the Windows virtual machine, open a browser and navigate to the vCenter web client URL
("https://10.21.0.2/")and use the admin user name as cloudadmin@yvsphere.local and paste
the copied password. Similarly, NSX-T manager can also be accessed using the web client URL
("https://10.21.0.3/")and use the admin user name and paste the copied password to create new
segments or modify the existing tier gateways.

@ The web client URLs are different for each SDDC provisioned.

o g

& 2 C & Notsecure | vebesbald29eabacheaB1e6d eastussavs. arire.comwelesiySAMLASSONsphene o slTSAMLRaaqUest= PVRADSswFPOr DS MIEFCHITqaTatim iZuniv.

VMware® vSphere

:Madmhgvsprnre.local




B 2 8 @ 7 vec.beeh9fd29eabdcbeallef2 eastus2 avs.azure.com

C-] v beslrSidSbabichisat’a Sum Kan il Pafmiss Datlace Hosts & ¢ Mt ast [REIL

Tl Mt

1 ortd 1 L]
& s
L]

Aitiritte Valum Assigned Tg Catwgory Descriplice

Recent Tasks

Task Harme . Targes v Sama v Dmdie *  Inmasor . Crumnd For o’ Stmry Time .} w Compiswsn Tims

7 v heahin

The Azure VMware Solution SDDC is now deployed and configured. Leverage ExpressRoute Global
Reach to connect the on-premises environment to Azure VMware Solution private cloud. For more
information, see Peer on-premises environments to Azure VMware Solution.

Deploy and configure the Virtualization Environment on
Google Cloud Platform (GCP)

As with on-premises, planning Google Cloud VMware Engine (GCVE) is critical for a
successful production-ready environment for creating VMs and migration.

This section describes how to set up and manage GCVE and use it in combination with the available options
for connecting NetApp storage.

The setup process can be broken down into the following steps:
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https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-expressroute-global-reach-private-cloud

Deploy and configure GCVE

To configure a GCVE environment on GCP, login to the GCP console and access the VMware Engine

portal.

Click on the “New Private Cloud” button and enter the desired configuration for the GCVE Private Cloud.

On “Location”, make sure to deploy the private cloud in the same Region/Zone where CVS/CVO is

deployed, to ensure the best performance and lowest latency.

Pre-requisites:

» Setup VMware Engine Service Admin IAM role

* Enable VMWare Engine API access and node quota

* Make sure that the CIDR range doesn’t overlap with any of your on-premises or cloud subnets. The

CIDR range must be /27 or higher.

Google Cloud VMware Engine

& Create Private Cloud

Private Cloud name

e = =
NMoGIVE
N
=3
nitutcas Location
us-8astd * v-200e-a » VE Placement Group 2
@
detwegrh
Mode type
e
o™
Kaabelry B RA
"
T
Abpmunt
O CoLr
whphernfySAh L 10 n
1YELEE. 1000

HOX Deployment Network ( !rJl—'_i.lllfil

1921681040

1P Range: 192165, 1040 - 192,168 10453

Note: Private cloud creation can take between 30 minutes to 2 hours.
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https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Enable Private Access to GCVE

Once the Private Cloud is provisioned, configure private access to the Private Cloud for high-throughput
and low-latency data-path connection.

This will ensure that the VPC network where Cloud Volumes ONTAP instances are running is able to
communicate with the GCVE Private Cloud. To do so, follow the GCP documentation. For the Cloud
Volume Service, establish a connection between VMware Engine and Cloud Volumes Service by
performing a one-time peering between the tenant host projects. For detailed steps, follow this link.

Tenant F Service Region « Routing Mode - Peered Project 1D ~  Peered VPC + WVPC Peering 5ta... ~ Region Status
ked4 1 388caat0l, VIPC Network Eurape-westd Gilodal cv-periarmance-ie... lousd -wialiemes -y ® Active ® Connected
|bd 7295100 Jebi Metipp CVS europe-westd Global v2bhéc 1702 akdde netapp-tenant -vpo ® Active ® Connected

Sign in to vcenter using the CloudOwner@gve.local user. To access the credentials, go to the VMware
Engine portal, Go to Resources, and select the appropriate private cloud. In the Basic info section, click
the View link for either vCenter login info (vCenter Server, HCX Manager) or NSX-T login info (NSX
Manager).

Google Cloud VMware Engine

Resources
|E_‘E &  gove-cvs-hw-eu-west3 # LAUNCH VSPHERE CLIENT 3 ADD NDDES
Humr . - -
A
v ] SUMIMARY LUSTLR IBETH AETIVITY WS RE ARG ERENT NE TR ADNVANCED WEENTER SETTINGS
Wit ies
AT Mame Seatiis Cloud Manitoring
prve-tvi-fivesu-westd » Operatinol
o
- Chusters Location Private Cloud DNS Servers
':.j]ﬂ_ i eurape-westd = v rone-a = VE Plescement Groug 1 I001AE W00 147 Copy
Asielty
Baste bk wiphare/vSAN sutnets CIDR rangs Expandable Upgradeable
st - 1000 1404 Nao .
A
wConter kogin info WSH-T kogin Info
e Rewel pasenovd Wirm  Reset pasowond
Todal rodes Total CPU capacity Totsl RAM
+ Fi 144 cores 07 GR
@ Total stodage capachty
Capacity To i T Banss, 128 TH Cache, All-Flash

In a Windows virtual machine, open a browser and navigate to the vCenter web client URL
("https://10.0.16.6/") and use the admin user name as CloudOwner@gve.local and paste the
copied password. Similarly, NSX-T manager can also be accessed using the web client URL
("https://10.0.16.11/")and use the admin user name and paste the copied password to create
new segments or modify the existing tier gateways.

For connecting from an on-premises network to VMware Engine private cloud, leverage cloud VPN or
Cloud Interconnect for appropriate connectivity and make sure the required ports are open. For detailed
steps, follow this link.
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Deploy NetApp Cloud Volume Service supplemental datastore to GCVE

Refer Procedure to deploy supplemental NFS datastore with NetApp CVS to GCVE
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