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Configuring the virtualization environment in the
cloud provider

Details for how to configure the virtualization environment in each of the supported

hyperscalers are covered here.
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AWS / VMC

This section describes how to set up and manage VMware Cloud on AWS SDDC and use it in

combination with the available options for connecting NetApp storage.

In-guest storage is the only supported method of connecting Cloud Volumes ONTAP to

AWS VMC.

The setup process can be broken down into the following steps:

• Deploy and Configure VMware Cloud for AWS

• Connect VMware Cloud to FSx ONTAP

View the detailed configuration steps for VMC.

Azure / AVS

This section describes how to set up and manage Azure VMware Solution and use it in combination with

the available options for connecting NetApp storage.

In-guest storage is the only supported method of connecting Cloud Volumes ONTAP to

Azure VMware Solution.

The setup process can be broken down into the following steps:

• Register the resource provider and create a private cloud

• Connect to a new or existing ExpressRoute virtual network gateway

• Validate the network connectivity and access the private cloud

View the detailed configuration steps for AVS.

GCP / GCVE

This section describes how to set up and manage GCVE and use it in combination with the available

options for connecting NetApp storage.

In-guest storage is the only supported method of connecting Cloud Volumes ONTAP and

Cloud Volumes Services to GCVE.

The setup process can be broken down into the following steps:

• Deploy and Configure GCVE

• Enable Private Access to GCVE

View the detailed configuration steps for GCVE.

Deploy and configure the Virtualization Environment on
AWS

As with on-premises, planning VMware Cloud on AWS is critical for a successful
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production-ready environment for creating VMs and migration.

This section describes how to set up and manage VMware Cloud on AWS SDDC and use it in combination

with the available options for connecting NetApp storage.

In-guest storage is currently the only supported method of connecting Cloud Volumes ONTAP

(CVO) to AWS VMC.

The setup process can be broken down into the following steps:
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Deploy and configure VMware Cloud for AWS

VMware Cloud on AWS provides for a cloud native experience for VMware based workloads in the AWS

ecosystem. Each VMware Software-Defined Data Center (SDDC) runs in an Amazon Virtual Private

Cloud (VPC) and provides a full VMware stack (including vCenter Server), NSX-T software-defined

networking, vSAN software-defined storage, and one or more ESXi hosts that provide compute and

storage resources to your workloads.

This section describes how to set up and manage VMware Cloud on AWS and use it in combination with

Amazon FSx for NetApp ONTAP and/or Cloud Volumes ONTAP on AWS with in-guest storage.

In-guest storage is currently the only supported method of connecting Cloud Volumes

ONTAP (CVO) to AWS VMC.

The setup process can be broken down into three parts:

Register for an AWS Account

Register for an Amazon Web Services Account.

You need an AWS account to get started, assuming there isn’t one created already. New or existing,

you need administrative privileges in the account for many steps in this procedure. See this link for

more information regarding AWS credentials.

Register for a My VMware Account

Register for a My VMware account.

For access to VMware’s cloud portfolio (including VMware Cloud on AWS), you need a VMware

customer account or a My VMware account. If you have not already done so, create a VMware

account here.

4

https://www.vmware.com/products/vmc-on-aws.html
https://aws.amazon.com/
https://docs.aws.amazon.com/general/latest/gr/aws-security-credentials.html
https://customerconnect.vmware.com/home
https://customerconnect.vmware.com/account-registration


Provision SDDC in VMware Cloud

After the VMware account is configured and proper sizing is performed, deploying a Software-

Defined Data Center is the obvious next step for using the VMware Cloud on AWS service. To create

an SDDC, pick an AWS region to host it, give the SDDC a name, and specify how many ESXi hosts

you want the SDDC to contain. If you don’t already have an AWS account, you can still create a

starter configuration SDDC that contains a single ESXi host.

1. Log into the VMware Cloud Console using your existing or newly created VMware credentials.

2. Configure the AWS region, deployment, and host type and the SDDC name:

3. Connect to the desired AWS account and execute the AWS Cloud Formation stack.
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Single-host configuration is used in this validation.

4. Select the desired AWS VPC to connect the VMC environment with.

7



5. Configure the VMC Management Subnet; this subnet contains VMC-managed services like

vCenter, NSX, and so on. Do not choose an overlapping address space with any other networks

that need connectivity to the SDDC environment. Finally, follow the recommendations for CIDR

size notated below.

6. Review and acknowledge the SDDC configuration, and then click deploy the SDDC.

8



The deployment process typically takes approximately two hours to complete.

7. After completion, the SDDC is ready for use.
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For a step-by-step guide on SDDC deployment, see Deploy an SDDC from the VMC Console.
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Connect VMware Cloud to FSx ONTAP

To connect VMware Cloud to FSx ONTAP, complete the following steps:

1. With VMware Cloud deployment completed and connected to AWS VPC, you must deploy Amazon

FSx for NetApp ONTAP into a new VPC rather than the original connected VPC (see the screenshot

below). FSx (NFS and SMB floating IPs) is not accessible if it is deployed in the connected VPC.

Keep in mind that ISCSI endpoints like Cloud Volumes ONTAP work just fine from the connected

VPC.

2. Deploy an additional VPC in the same region, and then deploy Amazon FSx for NetApp ONTAP into

the new VPC.

Configuration of an SDDC group in the VMware Cloud console enables the networking configuration

options required to connect to the new VPC where FSx is deployed. In step 3, verify that “Configuring

VMware Transit Connect for your group will incur charges per attachment and data transfers” is

checked, and then choose Create Group. The process can take a few minutes to complete.
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3. Attach the newly created VPC to the just created SDDC group. Select the External VPC tab and

follow the instructions for attaching an External VPC to the group. This process can take 10 to 15

minutes to complete.
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4. As part of the external VPC process, you are prompted through the AWS console to a new shared

resource via the Resource Access Manager. The shared resource is the AWS Transit Gateway

managed by VMware Transit Connect.
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5. Create the Transit Gateway Attachment.

6. Back on the VMC Console, Accept the VPC attachment. This process can take approximately 10

minutes to complete.
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7. While in the External VPC tab, click the edit icon in the Routes column and add in the following

required routes:

◦ A route for the floating IP range for Amazon FSx for NetApp ONTAP floating IPs.

◦ A route for the floating IP range for Cloud Volumes ONTAP (if applicable).

◦ A route for the newly created external VPC address space.

8. Finally, allow bidirectional traffic firewall rules for access to FSx/CVO. Follow these detailed steps for

compute gateway firewall rules for SDDC workload connectivity.
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9. After the firewall groups are configured for both the Management and Compute gateway, the vCenter

can be accessed as follows:

The next step is to verify that Amazon FSx ONTAP or Cloud Volumes ONTAP is configured depending on

your requirements and that the volumes are provisioned to offload storage components from vSAN to

optimize the deployment.
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Deploy and configure the Virtualization Environment on
Azure

As with on-premises, planning Azure VMware Solution is critical for a successful

production-ready environment for creating VMs and migration.

This section describes how to set up and manage Azure VMware Solution and use it in combination with the

available options for connecting NetApp storage.

The setup process can be broken down into the following steps:
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Register the resource provider and create a private cloud

To use Azure VMware Solution, first register the resource provider within the identified subscription:

1. Sign in to the Azure portal.

2. On the Azure portal menu, select All Services.

3. In the All Services dialog box, enter the subscription and then select Subscriptions.

4. To view, select the subscription from the subscription list.

5. Select Resource Providers and enter Microsoft.AVS into the search.

6. If the resource provider is not registered, select Register.
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7. After the resource provider is registered, create an Azure VMware Solution private cloud by using the

Azure portal.

8. Sign in to the Azure portal.

9. Select Create a New Resource.

10. In the Search the Marketplace text box, enter Azure VMware Solution and select it from the results.

11. On the Azure VMware Solution page, select Create.

12. From the Basics tab, enter the values in the fields and select Review + Create.

Notes:

• For a quick start, gather the required information during the planning phase.

• Select an existing resource group or create a new resource group for the private cloud. A resource

group is a logical container in which the Azure resources are deployed and managed.

• Make sure the CIDR address is unique and does not overlap with other Azure Virtual Networks or on-

premises networks. The CIDR represents the private cloud management network and is used for the

cluster management services, such as vCenter Server and NSX-T Manager. NetApp recommends

using a /22 address space. In this example, 10.21.0.0/22 is used.
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The provisioning process takes approximately 4–5 hours. After the process is complete, verify that the

deployment was successful by accessing the private cloud from the Azure portal. A status of Succeeded

is displayed when the deployment is complete.

An Azure VMware Solution private cloud requires an Azure Virtual Network. Because Azure VMware

Solution doesn’t support on-premises vCenter, additional steps are required to integrate with an existing

on-premises environment. Setting up an ExpressRoute circuit and a virtual network gateway is also

required. While waiting for the cluster provisioning to complete, create a new virtual network or use an

existing one to connect to Azure VMware Solution.
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Connect to a new or existing ExpressRoute virtual network gateway

To create a new Azure Virtual Network (VNet), select the Azure VNet Connect tab. Alternatively, you can

create one manually from the Azure portal by using the Create Virtual Network wizard:

1. Go to Azure VMware Solution private cloud and access Connectivity under the Manage option.

2. Select Azure VNet Connect.

3. To create a new VNet, select the Create New option.

This feature allows a VNet to be connected to the Azure VMware Solution private cloud. The VNet

enables communication between workloads in this virtual network by automatically creating required

components (for example, jump box, shared services such as Azure NetApp Files, and Cloud Volume

ONTAP) to the private cloud created in Azure VMware Solution over ExpressRoute.

Note: The VNet address space should not overlap with the private cloud CIDR.

4. Provide or update the information for the new VNet and select OK.
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The VNet with the provided address range and gateway subnet is created in the designated subscription

and resource group.

If you create a VNet manually, create a virtual network gateway with the appropriate SKU

and ExpressRoute as the gateway type. After the deployment is complete, connect the

ExpressRoute connection to the virtual network gateway containing Azure VMware

Solution private cloud using the authorization key. For more information, see Configure

networking for your VMware private cloud in Azure.
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Validate the network connect and access to Azure VMware Solution private cloud

Azure VMware Solution does not allow you to manage a private cloud with on-premises VMware vCenter.

Instead, jump host is required to connect to the Azure VMware Solution vCenter instance. Create a jump

host in the designated resource group and sign in to the Azure VMware Solution vCenter. This jump host

should be a Windows VM on the same virtual network that was created for connectivity and should

provide access to both vCenter and the NSX Manager.

After the virtual machine is provisioned, use the Connect option to access RDP.
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Sign in to vCenter from this newly created jump host virtual machine by using the cloud admin user . To

access the credentials, go to the Azure portal and navigate to Identity (under the Manage option within

the private cloud). The URLs and user credentials for the private cloud vCenter and NSX-T Manager can

be copied from here.

In the Windows virtual machine, open a browser and navigate to the vCenter web client URL

("https://10.21.0.2/") and use the admin user name as cloudadmin@vsphere.local and paste

the copied password. Similarly, NSX-T manager can also be accessed using the web client URL

("https://10.21.0.3/") and use the admin user name and paste the copied password to create new

segments or modify the existing tier gateways.

The web client URLs are different for each SDDC provisioned.

25



The Azure VMware Solution SDDC is now deployed and configured. Leverage ExpressRoute Global

Reach to connect the on-premises environment to Azure VMware Solution private cloud. For more

information, see Peer on-premises environments to Azure VMware Solution.

Deploy and configure the Virtualization Environment on
Google Cloud Platform (GCP)

As with on-premises, planning Google Cloud VMware Engine (GCVE) is critical for a

successful production-ready environment for creating VMs and migration.

This section describes how to set up and manage GCVE and use it in combination with the available options

for connecting NetApp storage.

The setup process can be broken down into the following steps:
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Deploy and configure GCVE

To configure a GCVE environment on GCP, login to the GCP console and access the VMware Engine

portal.

Click on the “New Private Cloud” button and enter the desired configuration for the GCVE Private Cloud.

On “Location”, make sure to deploy the private cloud in the same Region/Zone where CVS/CVO is

deployed, to ensure the best performance and lowest latency.

Pre-requisites:

• Setup VMware Engine Service Admin IAM role

• Enable VMWare Engine API access and node quota

• Make sure that the CIDR range doesn’t overlap with any of your on-premises or cloud subnets. The

CIDR range must be /27 or higher.

Note: Private cloud creation can take between 30 minutes to 2 hours.
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Enable Private Access to GCVE

Once the Private Cloud is provisioned, configure private access to the Private Cloud for high-throughput

and low-latency data-path connection.

This will ensure that the VPC network where Cloud Volumes ONTAP instances are running is able to

communicate with the GCVE Private Cloud. To do so, follow the GCP documentation. For the Cloud

Volume Service, establish a connection between VMware Engine and Cloud Volumes Service by

performing a one-time peering between the tenant host projects. For detailed steps, follow this link.

Sign in to vcenter using the CloudOwner@gve.local user. To access the credentials, go to the VMware

Engine portal, Go to Resources, and select the appropriate private cloud. In the Basic info section, click

the View link for either vCenter login info (vCenter Server, HCX Manager) or NSX-T login info (NSX

Manager).

In a Windows virtual machine, open a browser and navigate to the vCenter web client URL

("https://10.0.16.6/") and use the admin user name as CloudOwner@gve.local and paste the

copied password. Similarly, NSX-T manager can also be accessed using the web client URL

("https://10.0.16.11/") and use the admin user name and paste the copied password to create

new segments or modify the existing tier gateways.

For connecting from an on-premises network to VMware Engine private cloud, leverage cloud VPN or

Cloud Interconnect for appropriate connectivity and make sure the required ports are open. For detailed

steps, follow this link.
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Deploy NetApp Cloud Volume Service supplemental datastore to GCVE

Refer Procedure to deploy supplemental NFS datastore with NetApp CVS to GCVE
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