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Virtualization

A Quick Introduction to Virtualization

The prevalence of virtualization has driven business outcomes for decades. From the
early days of mainframes to the present era of storage-intensive use cases and the

needs for Al-ready systems, virtualization has become an integral component of every
customer environment.

Overview

Traditionally, datacenters consisted of physical servers, networking and storage, each dedicated to specific
tasks. This approach created silos of resources that were often greatly underutilized. At the core, virtualization
involves decoupling physical resources from the requirements and functions of the organization. This is
achieved by creating virtual representations of the three main infrastructure components: network, compute,
and storage. The deployment of virtual infrastructure enables organizations to achieve increased utilization of
the underlying physical resources through these logical constructs.
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Virtualization is a case where the whole is greater than the sum of the parts through automation, policy-driven
workflows and scalability. By improving efficiency, flexibility and while lowering TCO of IT Infrastructure,
virtualization empowers organizations to optimize their technological resources to a greater extent. A virtual
infrastructure powered by NetApp inherits key benefits of ONTAP:

* Provisioning, backup, and data protection with industry leading plug-ins and integrations

» Enterprise grade storage efficiencies



* Multiprotocol support for varying workload needs
* Policy-driven storage configuration and adaptive QoS

» Support for applications and workloads whether on-premises or the public clouds with one storage
operating system

To learn more about NetApp ONTAP, see the following:

* ONTAP: The Leading Unified Storage Operating System

Network virtualization

Network virtualization refers to the abstraction of the physical network components (switches, routers, firewalls,
interfaces, etc.) into logical constructs. These logical constructs, operating independently of the underlying
physical infrastructure, deliver secure communication between clients, storage and other components in the
network. Network virtualization is key to running the business as it allows for the sharing of resources while
simultaneously allowing for the restriction of network traffic according to policies.

Network virtualization can combine multiple physical networks into one virtual fabric, or it can facilitate dividing
a physical network into separate, discreet virtual networks. Multiples networks can be created and customized
to meet specific IT requirements. Often network virtualization refers to Ethernet-based use cases but in many
instances virtual fabrics can be configured dependent upon the switch manufacture’s capabilities. Whether
employing virtual LANs or virtual SANs, organizations achieve greater operational efficiency and overall
improved network performance through network virtualization.

For more information on networking virtualization, see the following:

+ Cisco virtual networking

* VMware virtual networking

Compute virtualization

Compute or server virtualization is perhaps the most well-known form of virtualization. With compute
virtualization, hypervisors mimic the functions of physical servers allowing, operation teams to run multiple
virtual machines on a single physical node. With compute virtualization, resources such as sever memory and
CPU are shared. This sharing allows for an oversubscription of the underlying resources to the degree that is
acceptable for the workloads and applications deployed.

With compute virtualization, each virtual machine has its own operating system and installed applications and
resources; functioning independently of each other. Among the numerous advantages with compute
virtualization include increased server utilization, reduced hardware expenditures, simplified management
using the hypervisor’s user interface (Ul), and improved disaster recovery functionality. Additionally, with
hypervisor plug-ins, storage administration, backups and protection relationships can be configured to further
simplify operational tasks.

For more information on compute virtualization, see the following:

* VMware vSphere
* Red Hat OpenShift Virtualization
* Microsoft Hyper-V


https://www.netapp.com/data-management/ontap-data-management-software/
https://www.cisco.com/c/en/us/products/switches/virtual-networking/index.html
https://www.vmware.com/topics/glossary/content/virtual-networking.html
https://www.vmware.com/solutions/virtualization.html
https://www.redhat.com/en/technologies/cloud-computing/openshift/virtualization
https://learn.microsoft.com/en-us/windows-server/virtualization/hyper-v/hyper-v-on-windows-server

Storage virtualization

Much like the network and compute virtualization, storage virtualization is important to a modern datacenter.
NetApp ONTAP facilitates storage virtualization through Storage Virtual Machines (SVMs) which serve data to
clients and hosts. SVMs are logical entities that allow for storage resources to not be tied to physical media.
SVMs can be deployed based on workload type, application needs and organization groups for access.

There are multiple types of SVMs which aide in data access, administration and cluster and system level tasks.
Data SVMs serve data to clients and hosts from one or more volumes, through one or more network logical
interfaces (LIFs). These volumes and LIFs are logical constructs and are mapped through to storage
aggregates and physical or logical network ports. This logical data access allows for the mobility of volumes or
LIFs during maintenance scenarios or resource rebalancing much like compute virtual machines.

For more information on storage virtualization, see the following:

* ONTAP Storage Virtualization Overview

Closing

The components of virtual infrastructure described here: network, compute and storage provide same the
same functionality as typical physical resources but through software. The allocation of virtual resources over
physical resources accelerates time to value and allows for policy-driven configuration of resources. Pairing
ONTAP with compute and network virtualization allows for clients and hosts to access resources through a
software-defined virtual infrastructure.

NetApp Solutions for Virtualization with VMware by
Broadcom

VMware Cloud Foundation

VMware Cloud Foundation (VCF) is an integrated software defined data center (SDDC)
platform that provides a complete stack of software-defined infrastructure for running
enterprise applications in a hybrid cloud environment. It combines compute, storage,
networking, and management capabilities into a unified platform, offering a consistent
operational experience across private and public clouds.

Author: Josh Powell

VMware Cloud Foundation with NetApp All-Flash SAN Arrays

This document provides information on storage options available for VMware Cloud Foundation using the
NetApp All-Flash SAN Array. Supported storage options are covered with specific instruction for deploying
iISCSI datastores as supplemental storage for management domains and both vVol (iSCSI) and NVMe/TCP
datastores as supplemental datastores for workload domains. Also covered is data protection of VMs and
datastores using SnapCenter for VMware vSphere.

Use Cases

Use cases covered in this documentation:

 Storage options for customers seeking uniform environments across both private and public clouds.


https://docs.netapp.com/us-en/ontap/concepts/storage-virtualization-concept.html

« Automated solution for deploying virtual infrastructure for workload domains.

» Scalable storage solution tailored to meet evolving needs, even when not aligned directly with compute
resource requirements.

* Deploy supplemental storage to management and VI workload domains using ONTAP Tools for VMware
vSphere.

* Protect VMs and datastores using the SnapCenter Plug-in for VMware vSphere.

Audience

This solution is intended for the following people:

 Solution architects looking for more flexible storage options for VMware environments that are designed to
maximize TCO.

+ Solution architects looking for VCF storage options that provide data protection and disaster recovery
options with the major cloud providers.

» Storage administrators wanting specific instruction on how to configure VCF with principal and
supplemental storage.

« Storage administrators wanting specific instruction on how to protect VMs and datastores residing on
ONTAP storage.

Technology Overview

The VCF with NetApp ASA solution is comprised of the following major components:

VMware Cloud Foundation

VMware Cloud Foundation extends VMware’s vSphere hypervisor offerings by combining key components
such as SDDC Manager, vSphere, vSAN, NSX, and VMware Aria Suite to create a software-defined
datacenter.

The VCF solution supports both native Kubernetes and virtual machine-based workloads. Key services such
as VMware vSphere, VMware vSAN, VMware NSX-T Data Center, and VMware Aria Cloud Management are
integral components of the VCF package. When combined, these services establish a software-defined
infrastructure capable of efficiently managing compute, storage, networking, security, and cloud management.

VCF is comprised of a single management domain and up to 24 VI workload domains that each represent a
unit of application-ready infrastructure. A workload domain is comprised of one or more vSphere clusters
managed by a single vCenter instance.
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For more information on VCF architecture and planning, refer to Architecture Models and Workload Domain

Types in VMware Cloud Foundation.

VCF Storage Options

VMware divides storage options for VCF into principal and supplemental storage. The VCF management
domain must use vSAN as its principal storage. However, there are many supplemental storage options for the
management domain and both principal and supplemental storage options available for VI workload domains.


https://docs.vmware.com/en/VMware-Cloud-Foundation/5.1/vcf-design/GUID-A550B597-463F-403F-BE9A-BFF3BECB9523.html
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.1/vcf-design/GUID-A550B597-463F-403F-BE9A-BFF3BECB9523.html
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Principal Storage for Workload Domains

Principal storage refers to any type of storage that can be directly connected to a VI workload domain during
the setup process within SDDC Manager. Principal storage is deployed with SDDC manager as part of cluster
creation orchestration and is the first datastore configured for a workload domain. It includes vSAN, vVols
(VMFS), NFS and VMFS on Fibre Channel.

Supplemental Storage for Management and Workload Domains

Supplemental storage is the storage type that can be added to the management or workload domains at any
time after the cluster has been created. Supplemental storage represents the widest range of supported
storage options, all of which are supported on NetApp ASA arrays. Supplemental storage can be deployed
using ONTAP Tools for VMware vSphere for most storage protocol types.

Additional documentation resources for VMware Cloud Foundation:
* VMware Cloud Foundation Documentation

* Supported Storage Types for VMware Cloud Foundation

* Managing Storage in VMware Cloud Foundation

NetApp All-Flash SAN Arrays

The NetApp All-Flash SAN Array (ASA) is a high-performance storage solution designed to meet the
demanding requirements of modern data centers. It combines the speed and reliability of flash storage with
NetApp’s advanced data management features to deliver exceptional performance, scalability, and data
protection.


https://docs.vmware.com/en/VMware-Cloud-Foundation/index.html
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.1/vcf-design/GUID-2156EC66-BBBB-4197-91AD-660315385D2E.html
https://docs.vmware.com/en/VMware-Cloud-Foundation/5.1/vcf-admin/GUID-2C4653EB-5654-45CB-B072-2C2E29CB6C89.html

The ASA lineup is comprised of both A-Series and C-Series models.

The NetApp A-Series all-NVMe flash arrays are designed for high-performance workloads, offering ultra-low
latency and high resiliency, making them suitable for mission-critical applications.

i NetApp
; M NetApp

ASA A150 ASA A250 ASA A400 ASA ABOD ASA A900

C-Series QLC flash arrays are aimed at higher-capacity use cases, delivering the speed of flash with the

economy of hybrid flash.
M NetApp M NetApp
M NetApp

ASA C250 ASA C400 ASA C800

For detailed information see the NetApp ASA landing page.

Storage Protocol Support

The ASA supports all standard SAN protocols including, iSCSI, Fibre Channel (FC), Fibre Channel over
Ethernet (FCoE), and NVME over fabrics.

iSCSI - NetApp ASA provides robust support for iSCSI, allowing block-level access to storage devices over IP
networks. It offers seamless integration with iSCSI initiators, enabling efficient provisioning and management of
iISCSI LUNs. ONTAP’s advanced features, such as multi-pathing, CHAP authentication, and ALUA support.

For design guidance on iSCSI configurations refer to the SAN Configuration reference documentation.

Fibre Channel - NetApp ASA offers comprehensive support for Fibre Channel (FC), a high-speed network
technology commonly used in storage area networks (SANs). ONTAP seamlessly integrates with FC
infrastructure, providing reliable and efficient block-level access to storage devices. It offers features like
zoning, multi-pathing, and fabric login (FLOGI) to optimize performance, enhance security, and ensure
seamless connectivity in FC environments.

For design guidance on Fibre Channel configurations refer to the SAN Configuration reference documentation.

NVMe over Fabrics - NetApp ONTAP and ASA support NVMe over fabrics. NVMe/FC enables the use of


https://www.netapp.com/data-storage/all-flash-san-storage-array
https://docs.netapp.com/us-en/ontap/san-config/configure-iscsi-san-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/fc-config-concept.html

NVMe storage devices over Fibre Channel infrastructure, and NVMe/TCP over storage IP networks.

For design guidance on NVMe refer to NVMe configuration, support and limitations

Active-active technology

NetApp All-Flash SAN Arrays allows for active-active paths through both controllers, eliminating the need for
the host operating system to wait for an active path to fail before activating the alternative path. This means
that the host can utilize all available paths on all controllers, ensuring active paths are always present
regardless of whether the system is in a steady state or undergoing a controller failover operation.

Furthermore, the NetApp ASA offers a distinctive feature that greatly enhances the speed of SAN failover.
Each controller continuously replicates essential LUN metadata to its partner. As a result, each controller is
prepared to take over data serving responsibilities in the event of a sudden failure of its partner. This readiness
is possible because the controller already possesses the necessary information to start utilizing the drives that
were previously managed by the failed controller.

With active-active pathing, both planned and unplanned takeovers have |10 resumption times of 2-3 seconds.

For more information see TR-4968, NetApp All-SAS Array — Data Availability and Integrity with the NetApp
ASA.

Storage guarantees

NetApp offers a unique set of storage guarantees with NetApp All-flash SAN Arrays. The unique benefits
include:

Storage efficiency guarantee: Achieve high performance while minimizing storage cost with the Storage
Efficiency Guarantee. 4:1 for SAN workloads.

6 Nines (99.9999%) data availability guarantee: Guarantees remediation for unplanned downtime in excess
of 31.56 seconds per year.

Ransomware recovery guarantee: Guaranteed data recovery in the event of a ransomware attack.

See the NetApp ASA product portal for more information.

NetApp ONTAP Tools for VMware vSphere

ONTAP Tools for VMware vSphere allows administrators to manage NetApp storage directly from within the
vSphere Client. ONTAP Tools allows you to deploy and manage datastores, as well as provision vVol
datastores.

ONTAP Tools allows mapping of datastores to storage capability profiles which determine a set of storage
system attributes. This allows the creation of datastores with specific attributes such as storage performance
and QoS.

ONTAP Tools also includes a VMware vSphere APIs for Storage Awareness (VASA) Provider for ONTAP

storage systems, which enables the provisioning of VMware Virtual Volumes (vVols) datastores, creation and
use of storage capability profiles, compliance verification, and performance monitoring.

For more information on NetApp ONTAP tools see the ONTAP tools for VMware vSphere Documentation page.


https://docs.netapp.com/us-en/ontap/nvme/support-limitations.html
https://www.netapp.com/pdf.html?item=/media/85671-tr-4968.pdf
https://www.netapp.com/pdf.html?item=/media/85671-tr-4968.pdf
https://www.netapp.com/data-storage/all-flash-san-storage-array/
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html

SnapCenter Plug-in for VMware vSphere

The SnapCenter Plug-in for VMware vSphere (SCV) is a software solution from NetApp that offers
comprehensive data protection for VMware vSphere environments. It is designed to simplify and streamline the
process of protecting and managing virtual machines (VMs) and datastores. SCV uses storage based
snapshot and replication to secondary arrays to meet lower recovery time objectives.

The SnapCenter Plug-in for VMware vSphere provides the following capabilities in a unified interface,
integrated with the vSphere client:

Policy-Based Snapshots - SnapCenter allows you to define policies for creating and managing application-
consistent snapshots of virtual machines (VMs) in VMware vSphere.

Automation - Automated snapshot creation and management based on defined policies help ensure
consistent and efficient data protection.

VM-Level Protection - Granular protection at the VM level allows for efficient management and recovery of
individual virtual machines.

Storage Efficiency Features - Integration with NetApp storage technologies provides storage efficiency
features like deduplication and compression for snapshots, minimizing storage requirements.

The SnapCenter Plug-in orchestrates the quiescing of virtual machines in conjunction with hardware-based
snapshots on NetApp storage arrays. SnapMirror technology is utilized to replicate copies of backups to
secondary storage systems including in the cloud.

For more information refer to the SnapCenter Plug-in for VMware vSphere documentation.
BlueXP integration enables 3-2-1 backup strategies that extend copies of data to object storage in the cloud.

For more information on 3-2-1 backup strategies with BlueXP visit 3-2-1 Data Protection for VMware with
SnapCenter Plug-in and BlueXP backup and recovery for VMs.

Solution Overview

The scenarios presented in this documentation will demonstrate how to use ONTAP storage systems as
supplemental storage for management and workload domains. In addition, the SnapCenter Plug-in for VMware
vSphere is used to protect VMs and datastores.

Scenarios covered in this documentation:
» Use Ontap Tools to deploy iSCSI datastores in a VCF management domain. Click here for deployment

steps.

* Use Ontap Tools to deploy vVols (iSCSI) datastores in a VI workload domain. Click here for
deployment steps.

» Configure NVMe over TCP datastores for use in a VI workload domain. Click here for deployment
steps.

* Deploy and use the SnapCenter Plug-in for VMware vSphere to protect and restore VMs in a VI
workload domain. Click here for deployment steps.

In this scenario we will demonstrate how to deploy and use ONTAP Tools for VMware
vSphere (OTV) to configure an iISCSI datastore for a VCF management domain.


https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere
https://docs.netapp.com/us-en/netapp-solutions/ehc/bxp-scv-hybrid-solution.html
https://docs.netapp.com/us-en/netapp-solutions/ehc/bxp-scv-hybrid-solution.html

Author: Josh Powell

Use ONTAP Tools to configure supplemental storage for VCF Management Domains

Scenario Overview

This scenario covers the following high level steps:

 Create a storage virtual machine (SVM) with logical interfaces (LIFs) for iSCSI traffic.

* Create distributed port groups for iSCSI networks on the VCF management domain.

* Create vmkernel adapters for iSCSI on the ESXi hosts for the VCF management domain.
* Deploy ONTAP Tools on the VCF management domain.

* Create a new VMFS datastore on the VCF management domain.

Prerequisites

This scenario requires the following components and configurations:

* An ONTAP ASA storage system with physical data ports on ethernet switches dedicated to storage traffic.
* VCF management domain deployment is complete and the vSphere client is accessible.
NetApp recommends fully redundant network designs for iSCSI. The following diagram illustrates an example

of a redundant configuration, providing fault tolerance for storage systems, switches, networks adapters and
host systems. Refer to the NetApp SAN configuration reference for additional information.

10
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For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per
storage node in separate ethernet networks for all SVMs in iSCSI configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address
information to create multiple LIFs for iSCSI traffic. To add new LIFs to an existing SVM refer to Create a LIF
(network interface).

For additional information on using VMFS iSCSI datastores with VMware refer to vSphere VMFS Datastore -
iSCSI Storage backend with ONTAP.

In situations where multiple VMkernel adapters are configured on the same IP network, it is

recommended to use software iSCSI port binding on the ESXi hosts to ensure that load
balancing across the adapters occurs. Refer to KB article Considerations for using software
iISCSI port binding in ESX/ESXi (2038869).

Deployment Steps

To deploy ONTAP Tools and use it to create a VMFS datastore on the VCF management domain, complete the

following steps:

11


https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html
https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html
https://kb.vmware.com/s/article/2038869
https://kb.vmware.com/s/article/2038869

Create SVM and LIFs on ONTAP storage system

The following step is is performed in ONTAP System Manager.

12



Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for iSCSI traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to
start.

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS
STORAGE Name
SETET EHC_isSCS|
Volumes

EHC

LUNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_i5C5_3510

Buckets
infra_swvm_a300

Qtrees

Quotas J5_EHC_IsSCsI

Storage VMs

Tiers

OTViest

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under
Access Protocol, click on the *iSCSI tab and check the box to Enable iSCSI.
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Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS, 53 Q iSCsl FC NVMe
Enable iSCSI

3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and
Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings
across all remaining LIFs or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a
@ minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in
iSCSI configurations.



METWORK INTERFACE

ntaphci-a300-01

IP ADDRESS SUBNET MASK, GATEWAY BROADCAST DOMAIN AND PORT g
172.21.118.179 24 Add optional gateway g jgcg) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.179 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 v

IP ADDRESS PORT
172.21.119.180 a0a-3375 v

4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)
and click on Save to create the SVM.

Storage VM Administration

Manage administrator account

Set up networking for iSCSI on ESXi hosts

The following steps are performed on the VCF management domain cluster using the vSphere client.
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Create Distributed Port Groups for iSCSI traffic

Complete the following to create a new distributed port group for each iISCSI network:

1. From the vSphere client for the management domain cluster, navigate to Inventory > Networking.
Navigate to the existing Distributed Switch and choose the action to create New Distributed Port

Group....

vSphere Client O

vef-mO1-clO1-vdsO1 I ACTIONS

[El] @ @ Summary Maonitor Configure Permissions

w [l@ vcf-m01-vcOl.sddc.netapp.com
H vcf-mOl-dcOl Switch Details

~ [ Management Networks
B ) vef-mO1-clO1-vdsO

> _!_Q vef-wkld-veOl.sdde.netapp.com

Manufacturer VMware
= Actions - vcf-m01-ci01-vdsO1

Distributed Port Group »
& New Distributed Port Group... AD

[[# Add and Manage Hosts...

Import Distributed Port Group...

Edit Notes... )
2 Manage Distributed Port Groups...

Upgrade
Virtual machines 8

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to
continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the
correct VLAN ID. Click on Next to continue.

16



New Distributed Port Configure settings S

Gr(}up Set general properties of the new port group.
Port binding Static binding
1 Name and location
i B Port allocation Elasti @
2 configure settings ST
Mumber of ports 8
Metwork resource pool {default)
VLAN
VLAN type VLAN
VLAN ID 3374 e
Advanced

\:l Customize default policies configuration

CANCEL BACK

. On the Ready to complete page, review the changes and click on Finish to create the new
distributed port group.

. Repeat this process to create a distributed port group for the second iSCSI network being used and
ensure you have input the correct VLAN ID.

. Once both port groups have been created, navigate to the first port group and select the action to Edit
settings....

vSphere Client

< . . -
& vef-mO1-clO1-vdsO1-pg-iscsi-a | : acTions
[D] @ @ Summary Monitor Configure Permissions Ports
w @ vef-mO1-vc0l.sdde.netapp.com
v [ vcf-m01-dcOl Distributed Port Group Details

~ [ Management Metworks
v = vef-m01-cl0l-vds0o1
(£ SDDC-DPortGroup-VM-Mgmt

. @ Port allocation Elastic
v vef-m01-clOl-vds-DWVUplinks-19
vef-mO1-cl0T-vdsOjgaiscsi PTTTTIIT VLANID. 4

Port binding Static binding

33

(%) vef-mOl-clOl-vds0 /5 Actions - vef-mO1-clO1-vdsO1-pg-iscsi-a Distributed switch = vef-m0i-cloi-vdst
i vef-mO1-cl0l-vdsO R Edit $ettings... Network protocol
- I profile
(%) vef-mOl-clOl-vdsO ﬂ

E figuration... Network resource
(% vcf-mOi-clOt-vdsO TP N GurAON gl

s [ vef-wkld-veO1.sddc.netapp.cor Restore Configuration...

Hosts 4
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7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand
menu and click on uplink2 to move it down to Unused uplinks.

Distributed Port Group - Edit Settings | vcf-m01-clol-vdsO1-pg-iscsi-a X
General Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring .
Failover order @

MOVE UP ;
Active uplinks @

0 uplink1

Miscellaneous

Standby uplinks

Unused uplinks

8. Repeat this step for the second iSCSI port group.
uplinks.

However, this time move uplink1 down to Unused



Distributed Port Group - Edit Settings | vcf-m0i-clo1-vds01-pg-iscsi-b

General

Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring .
Failover order @

Miscellaneous
MOVE UP

Active uplinks
T3 uplink2
Standby uplinks

Unused uplinks

1 uplink1
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Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the management domain.

1. From the vSphere client navigate to one of the ESXi hosts in the management domain inventory.
From the Configure tab select VMkernel adapters and click on Add Networking... to start.

— vSphere Client O,

<

[ vef-mO1-esxOl.sddc.netapp.com | :acrions
[] @ @ Summary Monitor Configure Permissions VMs Datastores Networks Updat
v [@ vef-mO1-vcOl.sddc.netapp.com . v B ViMikemel adapters

w f‘ﬂ vcf-m01-dcO1
Storage Adapters

v [0 vef-mOl1-clOn ADD NETWORKING... REFRESH
s Storage Devices
.| vef-mO1-esx0l.sddc.netapp.com
& Hast Cache Configuration De o Network Label 1

Protecol Endpoints H »

.| vef-mO1-esx02.sddc.netapp.com

[l vef-mO1-esx03.sddc.netapp.com = vk (8 vef-mOl-clol-vdsOl-pg-mgmt

= I/O Filters .

[ vef-mOi-esx04.sddc.netapp.com z » | = vmikl ref-mO1-cl01-vds01-pg-vmotion
= = = Networking ~ =

b vctmOtnsx0ia I » | B vmk2 (£ vef-mO1-cl0ol-vdsOl-pg-vsan
@ vef-mOl-otvg Virtual switches N

e i ol 5 vmk3 (8 vecf-mOl-cl0l-vdsOi-pg-iscsi-a
m vef-m01-sddemO1 VMkernel adapters e

& vef-mOl-veol Physical adapters . 2 = vmk1o R --

@ vef-wOl-nsx01 TCP/IP configuration B | vkl T

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to
continue.

Add Networking Select connection type «

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkerneal TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

() Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. On the Select target device page, choose one of the distributed port groups for iISCSI that was
created previously.
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Add Networking Select target device «
Select a target device for the new connection.

| 1 Select connection type ° Select an existing network

2 Select target device

() Select an existing standard switch

() New standard switch

‘Quick Filter

Name NSX Port Group ID Distributed Switch

®] & SDDC-DPortGroup-VM-Mamt - vef-mO1-clol-vds01

vef-mO1-clO1-vds0l

vcf-m01-clol-vds01-pg-iscsi-a

@] £ vef-mol-ciol-vds0l-pg-iscsi-b - vef-mO1-clot-vds0l
O %) vcf-mOi-cl0l-vdsO1-pg-mgmt -- vef-m01-c/0T-vds0T
O & vef-mol-ciol-vds0l-pg-vmotion - vef-m01-cl0t-vds0T
O ) vef-mOl-cl0l-vdsOl-pg-vsan - wef-mO1-cl0t-vels0l

Manage Columns & items

CANCEL | BACK |

4. On the Port properties page keep the defaults and click on Next to continue.

Add Networking Port properties %

Specify VMkernel port settings.

1 Select connection type
MNetwork label

2 Select target device MTU

3 Port properties

Get MTU from switch

TCP/IP stack Default

Available services

Enabled services

vMotion
[] provisioning
D Fault Tolerance logging
[ Management
[_] vSphere Replication

address (only if required). Click on Next to continue.

[ vSphere Replication NFC
[ vsan

[ vsaN wWitness

[] vSphere Backup NFC
[ NvMe over TCP

] NVMe over RDMA

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP
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Add Networking

1

2

3

4 IPv4 settings

Select connection type

Select target device

Port properties

IPv4 settings

Specify VMkernel IPv4 settings.

() Onbtain IPv4 settings automatically

© Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

17221118.114

2552552550

[] override default gateway for this adapter

10.61.185.231

6. Review the your selections on the Ready to complete page and click on Finish to create the
VMkernel adapter.

Add Networking

4

5 Ready to complete

7. Repeat this process to create a VMkernel adapter for the second iSCSI network.

Select connection type

Select target device

Port properties

IPvd settings

Ready to complete

v Select target device

Distributed port
group

Distributed switch

Port properties
New port group
MTU

vMotion
Provisioning

Fault Tolerance
logging

Management
vSphere Replication

vSphere Replication
NFC

VSAN

VSAN Witness
vSphere Backup NFC
NVMe over TCP
NVMe over RDMA

IPv4 settings
IPv4 address

Subnet mask

Review your selections before finishing the wizard

wef-m01-clO1-vds0l1-pg-iscsi-a

vef-m01-clO1-vdsOl

vcf-m01-clO1-vds01-pg-iscsi-a (vef-m01-clOl-vds01)

Q000

Disabled
Disabled
Disabled

Disabled
Disabled

Disabled

Disabled
Disabled
Disabled
Disabled

Disabled

172.21.18.114 (static)
255.255.255.0

CANCEL BACK



Deploy and use ONTAP Tools to configure storage

The following steps are performed on the VCF management domain cluster using the vSphere client and
involve deploying OTV, creating a VMFS iSCSI datastore, and migrating management VM’s to the new
datastore.
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Deploy ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere (OTV) is deployed as a VM appliance and provides an integrated
vCenter Ul for managing ONTAP storage.

Complete the following to Deploy ONTAP tools for VMware vSphere:

1. Obtain the ONTAP tools OVA image from the NetApp Support site and download to a local folder.
2. Log into the vCenter appliance for the VCF management domain.

3. From the vCenter appliance interface right-click on the management cluster and select Deploy OVF
Template...

vSphere Client

<

1 vef-mO1-clO1
[ ] @ @' Summary Monitor

v [iZ vef-mO1-vcOl.sddc.netapp.com
v FR vef-mOi-deO1 Cluster Detalls

- [ R ——

[[| vecf-mO1-esx [[]] Actions - vef-mO1-clt1

- -+ Total
[[] wvcf-mOi-esx [T Add Hosts..

= Total "
| vef-mOl-esx  =F New Virtual Machine... Migra
[ vef-mOt-esx (% New Resource Pool... Fault |
ELE vef-mOl-nsx

[ @ ﬂl'
Gp  vef-m0Ol-sdc & Deploy OME Template... = "
& vef-mOt-veC

e o¥ New vAp

oy wvef-wil-nsx

4. In the Deploy OVF Template wizard click the Local file radio button and select the ONTAP tools OVA
file downloaded in the previous step.
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https://mysupport.netapp.com/site/products/all/details/otv/downloads-tab

Deploy OVF Template Select an OVF template «

Select an OVF template from remote URL or local file system

1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from

your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QO URL

® Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. For steps 2 through 5 of the wizard select a name and folder for the VM, select the compute resource,
review the details, and accept the license agreement.

6. For the storage location of the configuration and disk files, select the vSAN datastore of the VCF
management domain cluster.

Deploy OVF Template Select storage 5

Select the storage for the configuration and disk files

1 Select an OVF témplate [] Encrypt this virtual machine ()

Select virtual disk format As defined in the VM storage policy

2 Select a name and folder VM Storage Policy Datastore Defaultv |

D Disable Storage DRS for this virtual machine

3 Select 3 compute resource
Storage

Name v Compatibility

T | Capacity T Provisioned v  Free T T
4 Review details

B vef-m01-clot-ds-vsan0l 999.97 GB 22572 GB

O | B vef-mot-esx0l-ess-install-datastore - 2575 GB 456 GB 2119 GB v
5 License agresments

Q B vef-m0t-esx02-esx-install-datastore o 2575 GB 456 GB 2119 GB W
6 Select storage
O

E} vel-m01-esx03-esx-install-datastore = 2575 GB 4.56 GB 2119 GB M

O | B vef-mot-esxo4-esx-install-datastore - 2575 GB 456 0GB 2119 GB v
b

< >

Manage Columns Items per page 10 5it

7. On the Select network page select the network used for management traffic.



Deploy OVF Template Select networks 5

Select a destination network for each source network.

1 Select an OVF template
~
Source Network Destination Network
2 Select a name and folder
nat vci-m01-cl0T-vds0l-pg-vsarn
{ v
| vef-m01-cI01-vds01-pg-vsan [
3 Select a compute resource Py Titem
| SDDC-DPortGroup-VM-Mg; |
4 Review detail . i Browse ...
4 Reviewoetalo IP Allocation Settings ¢ J
IP allocation: Static - Manual
5 License agreements
IP protocol IPva
6 Select storage

7 Select networks

8. On the Customize template page fill out all required information:
o Password to be used for administrative access to OTV.

o NTP server IP address.

o

OTV maintenance account password.
OTV Derby DB password.

Do not check the box to Enable VMware Cloud Foundation (VCF). VCF mode is not required for
deploying supplemental storage.

o

o

o

FQDN or IP address of the vCenter appliance and provide credentials for vCenter.

o

Provide the required network properties fields.

Click on Next to continue.

Deploy OVF Template Customize template
Customize the deployment properties of this software solution.
1 Select an OVF template I@ 2 properties have invaiid values XI
2 Soleeta faria snd forder \ System Configuration 4 settings
Application User Password (*) Password to assign to the administrator account.For security

3 Select a compute resource reasons, It is recommended to use a password that is of eight to

thirty characters and contains a minimum of one upper, one lower,

4 Review details one digit, and one special character

5 License agreements Password eesssases @
6 Select storage
Confirm Password cesesssee @

7 Select networks

8 Customize template NTP Servers A comma-separated list of hostnames or IP addresses of NTP

Servers. If left blank, YMware

tools based time synchronization will be used.

172.21.166.1
Maintenance User Password () Password to assign to maint user account
Password ssssesses @

Confirm Password sssssssssl @




Deploy OVF Template Customize template %

~ Configure vCenter or Enable VCF

gs
1 Select an OVF template

Enable VMware Cloud Foundation (VCF) vCenter server and user details are ignore n VCF is enabled

2 Select a name and folder a

wvCenter Server Address (*)

w

pecify the IP address/hostname of an existing vCenter to register
3 Select a compute resource

0.

172.21.166.140

4 Review details

Port () Specify the HTTPS port of an existing vCenter to reg
5 443 G
Username (*) Specify the username of an existing vCenter to register to

administrator@vsphere local

7 Select networks

Password (%) Specify the password of an existing vCenter tc
Sitt=mmize emplaie Password eessssnee @
Confirm Passwerd sssssssse @

~ MNetwork Properties

Host Name

IP Address Specify the IP address for the appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

9. Review all information on the Ready to complete page and the click Finish to begin deploying the
OTV appliance.



Configure a VMFS iSCSI datastore on Management Domain using OTV

Complete the following to use OTV to configure a VMFS iSCSI datastore as supplemental storage on the
management domain:

1. In the vSphere client navigate to the main menu and select NetApp ONTAP Tools.

vSphere Client

(Al Home
&b Shortcuts

5= Inventory

i Content Libraries
&P Workload Management

=l ¥
% Global Inventory Lists

Lﬁ Policies and Profiles
A Auto Deploy
3 Hybrid Cloud Services

o Deyveloper Center

5&3 Administration

S| Tasks

til Events

© Tags & Custom Attributes
"-G‘-‘ Lifecycle Manager

“ MNethpp TAP tools

2. Once in ONTAP Tools, from the Getting Started page (or from Storage Systems), click on Add to
add a new storage system.
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vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.139:8443 v

Overview

Storage Systems
Storage capability profile
Storage Mapping

Settings

Reports
Datastore Report
virtual Machine Report
wVols Datastore Report

vWols Virtual Machine
Report

Log Integrity Report

ONTAP tools for VMware vSphere

Getting Started Traditional Dashboard vVols Dashboard

ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

= =

Add Storage System Provision Datastore

Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

PROVISION

Next Steps

View Dashboard

View and menitor the datastores in
ONTAP tools for VMware vSphere.

Settings
Configure administrative settings such
as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
* Qualified and supported with ONTAP 9.13.1 = ONTAP toals for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere 8.x releases = RBAC User Creator Tor Data ONTAP
= Includes newer SCPs that map workloads to the newer All SAN Array platforms through pelicy = ONTAP tools for VMware vSphere REST AP Documentation

based management

3. Provide the IP address and credentials of the ONTAP storage system and click on Add.
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Add Storage System

(:i:) Any communication between ONTAP tools plug-in and the storage
system should be mutually authenticated.

vCenter server

Mame or [P address: 17216925
Username: adrmin
Password: (TTTTYTTY]
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Click on Yes to authorize the cluster certificate and add the storage system.



Authorize Cluster Certificate

Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?
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Migrate management VM’s to iSCSI Datastore

In cases where it is preferred to use ONTAP storage to protect the VCF management VM’s vMotion can
be use to migrate the VM'’s to the newly created iSCSI datastore.

Complete the following steps to migrate the VCF management VM’s to the iSCSI datastore.

1. From the vSphere Client navigate to the management domain cluster and click on the VMs tab.

2. Select the VMs to be migrated to the iSCSI datastore, right click and select Migrate...

= vSphere Client O,

¢ (@ vef-m01-clO1 | :acrions

vef-m01-dc01

il (] vci-mO1-ciol Guick Filter

[ wef-mOl-esx01.sdde netapp.com

Ith g8 @ Summary  Monitor  Configure  Permissions  Hosts  VMs  Datastores  Networks  Updates
« [ vef-mO1-vcOlsddc netapp.com = )
Virtual Machines VM Templates vApps
v B

[ vef-mOi-esx02.sdde.netapp.com [ Name State Status Provisioned Space Used Space Host CPU Host Mem

B erion-esx03sadenatanp o Powered O Normal  616.52 GB 97.88 GB 2163 GB
“ . - - n
[l vef-mOl-esx04.sddc.netapp.com R Actions - 8 Objects Normal  106.33 GB X 6.77 GB
o
G vcf-mOl-nsxOta Power
\iﬁ vef-mOl-otve Normal 17918 2 344 MHz

Guest 05
& vef-mot-sddemOt m
5 SraahaE Normal 116 TB 143.81GB 757 MHz 1398 GB
@ vef-mO1-veol i
& vef-wOl-nsxO1 E 7 Normal  600,35GB 90.61GB 7.99 GHz 48.11GB
> & ngrzrﬁ;r,_
& vef-wOknsx02

E Normal 600.39 GB 6.06 GHz 481GB

& vef-wO1-nsx03 VM s
& vcf-wkid-vcOt i Normal ~ 600.45 GB 9514 GB 7.16 GHz 4814 GB

> [ vef-wkid-veOl.sddc.netapp.com Template

Normal 18278 126.69 GB 780 MHz 28.02 GB

Compatibility

3. In the Virtual Machines - Migrate wizard, select Change storage only as the migration type and
click on Next to continue.

8 Virtual Machines - Select a migration type %

Mlgrate Change the virtual machines' compute resource, storage, or both.

1 selecta migraticn type -::) Change compute resource only
Migrate the virtual machines to another host or cluster.

Change storage only
rate the virtual machines' storage to a compatible datastore or datastore cluster.
.

(»=£hange both compute resource and storage

Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster

() Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSO domain

4. On the Select storage page, select the iISCSi datastore and select Next to continue.
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8 Virtual Machines - Select storage

Migrate
BATCH CONFIGURE CONFIGURE PER DISK

Select virtual disk format Same format as source

VM Storage Policy Datastore Default ~

Ij Disable Storage DRS for this virtual machine

| 1 Select a migration type

2 Select storage

Storage

Name Compatibility

-

mgmt_01 iscsi

T

Select the destination storage for the virtual machine migration.

Capacity

Provisicned v | Free T by

O @ vef-mdi-clot-ds-vsanol 999.97 GB 7.287TB 52.38 GB Vi
< >
Items per page 10 2 items
Compatibility
" Compatibility checks succeeded.
CANCEL BACK
5. Review the selections and click on Finish to start the migration.
6. The relocation status can be viewed from the Recent Tasks pane.
b Recent Tasks Alarms
Task Name T Target T Status T Details T
Relocate virtual machine @ vef-wil-nsx03 [ 8% @ Migrating Virtual Machine acti
Ve state
Relocate virtual machine @ vef-wiid-vcOl == 42% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine &0 vef-mOl-otve | — 36% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine & vef-m01-nsx01a [ S| 49% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-wii-nsx02 [P 47% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-moi-sddemOl (] 39% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-wil-nsx01 [m—| 42% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-mol-veOl [— | 44% @ Migrating Virtual Machine acti

ve state
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Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Video demo for this solution

iSCSI Datastores as Supplemental Storage for VCF Management Domains

In this scenario we will demonstrate how to deploy and use ONTAP Tools for VMware
vSphere (OTV) to configure a vVols datastore for a VCF workload domain.

iSCSI is used as the storage protocol for the vVols datastore.

Author: Josh Powell

Use ONTAP Tools to configure supplemental storage (vVols) for VCF Workload Domains

Scenario Overview

This scenario covers the following high level steps:

* Create a storage virtual machine (SVM) with logical interfaces (LIFs) for iSCSI traffic.
 Create distributed port groups for iSCSI networks on the VI workload domain.

* Create vmkernel adapters for iSCSI on the ESXi hosts for the VI workload domain.

* Deploy ONTAP Tools on the VI workload domain.

» Create a new vVols datastore on the VI workload domain.

Prerequisites
This scenario requires the following components and configurations:
* An ONTAP ASA storage system with physical data ports on ethernet switches dedicated to storage traffic.

» VCF management domain deployment is complete and the vSphere client is accessible.
* A VI workload domain has been previously deployed.
NetApp recommends fully redundant network designs for iSCSI. The following diagram illustrates an example

of a redundant configuration, providing fault tolerance for storage systems, switches, networks adapters and
host systems. Refer to the NetApp SAN configuration reference for additional information.
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https://docs.netapp.com/us-en/ontap
https://docs.vmware.com/en/VMware-Cloud-Foundation/index.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=1d0e1af1-40ae-483a-be6f-b156015507cc
https://docs.netapp.com/us-en/ontap/san-config/index.html

ESXi Host 1 ESXi Host 2 - ESXiHostN

nicl nic

EEE] edh e4t: edd
alla +
alb < A v
NetApp ASA controller-1 NetApp ASA controller-2

For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per
storage node in separate ethernet networks for all SVMs in iSCSI configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address
information to create multiple LIFs for iSCSI traffic. To add new LIFs to an existing SVM refer to Create a LIF
(network interface).

In situations where multiple VMkernel adapters are configured on the same IP network, it is

recommended to use software iSCSI port binding on the ESXi hosts to ensure that load
balancing across the adapters occurs. Refer to KB article Considerations for using software
iISCSI port binding in ESX/ESXi (2038869).

For additional information on using VMFS iSCSI datastores with VMware refer to vSphere VMFS Datastore -
iISCSI Storage backend with ONTAP.

Deployment Steps

To deploy ONTAP Tools and use it to create a vVols datastore on the VCF management domain, complete the
following steps:
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Create SVM and LIFs on ONTAP storage system

The following step is performed in ONTAP System Manager.
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Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for iSCSI traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to
start.

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS
STORAGE Name
SETET EHC_isSCS|
Volumes

EHC

LUNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_i5C5_3510

Buckets
infra_swvm_a300

Qtrees

Quotas J5_EHC_IsSCsI

Storage VMs

Tiers

OTViest

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under
Access Protocol, click on the iSCSI tab and check the box to Enable iSCSI.
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Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,S3 = @ iSCSl | FC  NVMe

Enable iSCSI

3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and
Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings
across all remaining LIFs or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a
@ minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in
iISCSI configurations.



METWORK INTERFACE

ntaphci-a300-01

IP ADDRESS SUBNET MASK, GATEWAY BROADCAST DOMAIN AND PORT g
172.21.118.179 24 Add optional gateway g jgcg) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.179 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 v

IP ADDRESS PORT
172.21.119.180 a0a-3375 v

4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)
and click on Save to create the SVM.

Storage VM Administration

Manage administrator account

Set up networking for iSCSI on ESXi hosts

The following steps are performed on the VI Workload Domain cluster using the vSphere client. In this case
vCenter Single Sign-On is being used so the vSphere client is common across the management and workload
domains.
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Create Distributed Port Groups for iSCSI traffic

Complete the following to create a new distributed port group for each iISCSI network:

1. From the vSphere client , navigate to Inventory > Networking for the workload domain. Navigate to
the existing Distributed Switch and choose the action to create New Distributed Port Group....

vsphere Client O,

¢ @ vcf-wKId-O1-IT-INF-WKLD-01-vds-01 | :acrions

[]:l] E @ Summary Monitor Configure Permissions Ports Hosts
e [@ vef-m01-vcOl.sddc.netapp.com
> [ vef-m01-dcOl Switch Detalls

v [@ vef-wkld-veOlsdde.netapp.com
w rﬂ vef-wkld-01-DC

Manufacturer VMware, Inc.
W I a (]
5y ycf-whkid-01-IT-D\ (=) Actions - vef-wkid-O1IT-INF- { \ Version 800
= WHKLD-01-vds-01
5 vef-wkid-O1-IT-INF- T sl E
. Distributed Port Group a
[y vef-wkid-01-1T-INF- = New Distriblt_.llted Port Group... ’
= ; i [fz Add and Manage Hosts... ]
» = vef-whkid-01-IT-INF-Wi Import Di d Port Group...
Edit Notes... i N
#2 Manage Disiffuted Port Groups...
Upgrade ) e
Settings >

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to
continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the
correct VLAN ID. Click on Next to continue.
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New Distributed Port Configure settings 5
Group

Set general properties of the new port group.

Port binding Static binding
1 Name and location
i ) Port allocation Elasti (D
2 Configure settings ackiis
Number of ports 8
Network resource pool (default)
VLAN
VLAN type VLAN
VLAN ID 3374
Advanced

[] customize default policies configuration

CANCEL ‘ BACK ‘

. On the Ready to complete page, review the changes and click on Finish to create the new
distributed port group.

. Repeat this process to create a distributed port group for the second iISCSI network being used and
ensure you have input the correct VLAN ID.

. Once both port groups have been created, navigate to the first port group and select the action to Edit
settings....

vSphere Client

& vef-wkld-01-iscsi-a | : acTions
[D] @ @ Summary Monitor Configure Permissions Ports Ha
v [ vef-mOi-veOl.sdde.netapp.com
> R vef-mOl-deOl Distributed Port Group Details

[E vef-wkid-veOl.sdde.netapp.com
4 vef-wkld-01-DC
v = vef-wkld-01-IT-INF-WKLD-01-vds-01

R —— ; @ \, e L
(AR RN RN

Port binding Static binding

i vef-whkld-01-i (&) Actions - vef-wikid-O1-iscsi-a VLANIR e

2 yef-wkld-01-1 R Eﬂit Settings... Distributed switch = vef-wkld-01-IT-INF-
WHKLD-01-vds-01

# vef-wkid-01-1 {lj‘

- Confi tion... Network protocol -

12) vef-wKIg-01-] onfiguration Protte
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7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand
menu and click on uplink2 to move it down to Unused uplinks.

Distributed Port Group -

General
Advanced
VLAN
Security
Traffic shaping
Monitoring

Miscellaneous

Edit Settings | vef-wkid-Ot-iscsi-a b4
Load balancing Route based on originating virtual por
Network failure detection Link status only
Notify switches Yes
Failback Yes

Failover order @

MOVE UP

Active uplinks
T uplink1
Standby uplinks

Unused uplinks

T uplink2

e

8. Repeat this step for the second iISCSI port group. However, this time move uplink1 down to Unused

uplinks.

Distributed Port Group - Edit Settings | vcf-wkid-Ot-iscsi-b

General
Advanced
VLAN
Security
Traffic shaping
Monitoring

Miscellaneous

Load balancing Route based on originating virtual por
Network failure detection Link status anly

Notify switches oS

Failback Yes

Failover order @

MOVE UP

Active uplinks
T3 uplink2
Standby uplinks

Unused uplinks

T uplink1



Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the workload domain.

1. From the vSphere client navigate to one of the ESXi hosts in the workload domain inventory. From the
Configure tab select VMkernel adapters and click on Add Networking... to start.

— vSphere Client O,

2

18] B €
v [} vef-mOl-veOl.sdde netapp.com
v R vcf-mOi-deO1
> [ vef-mOi-cion
- R
v B wvcf-wkid-01-DC
v [ IT-INF-WKLD-01

vef-wkld-veOlsdde.netapp.com

[l vef-wkid-esx01.sdde.netapp.com

[l vef-wkld-esx02.sddc.netapp.com
[7 vcf-wkld-esx03.sddc.netapp.com
5] wef-wkld-esx04.sddc.netapp.com

G vef-wOl-otvd

<

[ vcf-wkld-esx0Ol.sddc.netapp.com : ACTIONS
Summary Monitor Configure Permissions VMs Datastores Networks Updates
S
storage v VMkernel adapters
Storage Adapters
ADD NETWRRKING... REFRESH
Storage Devices
Host Cache Configuration T Metwork Label v

Protocol Endpoints

2| = e s
/O Filters el
Networking v = > = vl
Virtual switches )
: » | & 5
VMkernel adapters 5 vmk2
Physical adapters . >
4 vmk10

TCP/IP configuration

@ vef-wkid-0-T-INF-WKLD-01-vd
s-01-pg-mamt

@ vef-wkid-0-T-INF-WKLD-01-vd
s-01-pg-vmotion

@) vef-wkid-01-T-INF-WKLD-01-vd

s-01-pg-nfs

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to

continue.

Add Networking

1 Select connection type

Select connection type

Select a connection type to create.

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault

Teolerance, vSAN, host management and etc.

() Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network

3. On the Select target device page, choose one of the distributed port groups for iSCSI that was

created previously.
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Add Networking Select target device

Select a target device for the new connection.

| 1 Select connection type ° Select an existing network
() Select an existing standard switch
2 Select target device () New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch

vcf-wkid-O-T-INF-WKLD-01-vds-01

(:' (#) vef-wikid-0l-iscsi-b = vef-wkld-O1-IT-INF-WKLD-01-vds-01
O (2) vef-wikid-01-IT-INF-WKLD-01-vds-01-pg-mgmt - vet-wkid-O1-IT-INF-WKLD-01-vds-01
r:.) [ vef-wkid-O1-T-INF-WKLD-0-vds-01-pg-nis = vef-wkid-01-HT-INF-WEKLD-01-vds-02
(:3' 8 vef-wiid-01-IT-INF-WKLD-01-vds-01-pg-vmotion - vef-wkid-01-T-INF-WEKLD-01-vds-01

Manage Columns 5 items

CANCEL BACK

4. On the Port properties page keep the defaults and click on Next to continue.

Add Networking Port properties %
Specify WMkernel port settings.

1 Select connection type
Network label

2 Select target device MTU Get MTU from switch

TCP/IP stack Default
3 Port properties —_—

Available services

Enabled services vMation [ vsphere Replication NFC ] NVMe aver ROMA
[ Provisioning [ vsan
[ Fault Tolerance logging [ vsAN Witness
[] Management [_] vSphere Backup NFC
[] vSphere Replication [7] nvMe over TCP

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP
address (only if required). Click on Next to continue.



Add Networking

1

2

3

4 IPv4 settings

Select connection type

Select target device

Port properties

IPv4 settings

Specify VMkernel IPv4 settings.

() optain IPv4 settings automatically

© Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

172.2118.27

255.255.255.0

[] override default gateway for this adapter

10.61.185.231

6. Review the your selections on the Ready to complete page and click on Finish to create the
VMkernel adapter.

Add Networking

1

4

5 Ready to complete

7. Repeat this process to create a VMkernel adapter for the second iSCSI network.

Select connection type

Select target device

Port properties

IPv4 settings

Ready to complete

v Select target device

Distributed port
group

Distributed switch

v Port properties

New port group
MTU

vMotion
Provisioning

Fault Tolerance
logging

Management
vSphere Replication

vSphere Replication
NFC

VSAN

VSAN Witness
vSphere Backup NFC
NVMe over TCP

NVMe over RDMA

v IPv4 settings

IPv4 address

Subnet mask

Review your selections before finishing the wizard

vef-wkld-01-iscsi-a

vef-wkld-01-IT-INF-WKLD-01-vds-01

wvef-whkld-01-iscsi-a (vef-wkld-01-IT-INF-WKLD-01-vds-01)

9000

Disabled
Disabled
Disabled

Disabled
Disabled

Disabled

Disabled
Disabled
Disabled
Disabled

Disabled

172.21.118.127 (static)
255.255.255.0

CANCEL BACK
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Deploy and use ONTAP Tools to configure storage
The following steps are performed on the VCF management domain cluster using the vSphere client and

involve deploying OTYV, creating a vVols iSCSI datastore, and migrating management VM’s to the new
datastore.

For VI workload domains, OTV is installed to the VCF Management Cluster but registered with the vCenter
associated with the VI workload domain.

For additional information on deploying and using ONTAP Tools in a multiple vCenter environment refer to
Requirements for registering ONTAP tools in multiple vCenter Servers environment.
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Deploy ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere (OTV) is deployed as a VM appliance and provides an integrated
vCenter Ul for managing ONTAP storage.

Complete the following to Deploy ONTAP tools for VMware vSphere:

1. Obtain the ONTAP tools OVA image from the NetApp Support site and download to a local folder.
2. Log into the vCenter appliance for the VCF management domain.

3. From the vCenter appliance interface right-click on the management cluster and select Deploy OVF
Template...

vSphere Client

<

1 vef-mO1-clO1
[ ] @ @' Summary Monitor

v [iZ vef-mO1-vcOl.sddc.netapp.com
v FR vef-mOi-deO1 Cluster Detalls

- [ R ——

[[| vecf-mO1-esx [[]] Actions - vef-mO1-clt1

- -+ Total
[[] wvcf-mOi-esx [T Add Hosts..

= Total "
| vef-mOl-esx  =F New Virtual Machine... Migra
[ vef-mOt-esx (% New Resource Pool... Fault |
ELE vef-mOl-nsx

[ @ ﬂl'
Gp  vef-m0Ol-sdc & Deploy OME Template... = "
& vef-mOt-veC

e o¥ New vAp

oy wvef-wil-nsx

4. In the Deploy OVF Template wizard click the Local file radio button and select the ONTAP tools OVA
file downloaded in the previous step.


https://mysupport.netapp.com/site/products/all/details/otv/downloads-tab

Deploy OVF Template Select an OVF template «

Select an OVF template from remote URL or local file system

1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from

your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QO URL

® Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. For steps 2 through 5 of the wizard select a name and folder for the VM, select the compute resource,
review the details, and accept the license agreement.

6. For the storage location of the configuration and disk files, select the vSAN datastore of the VCF
management domain cluster.

Deploy OVF Template Select storage 5

Select the storage for the configuration and disk files

1 Select an OVF témplate [] Encrypt this virtual machine ()

Select virtual disk format As defined in the VM storage policy

2 Select a name and folder VM Storage Policy Datastore Defaultv |

D Disable Storage DRS for this virtual machine

3 Select 3 compute resource
Storage

Name v Compatibility

T | Capacity T Provisioned v  Free T T
4 Review details

B vef-m01-clot-ds-vsan0l 999.97 GB 22572 GB

O | B vef-mot-esx0l-ess-install-datastore - 2575 GB 456 GB 2119 GB v
5 License agresments

Q B vef-m0t-esx02-esx-install-datastore o 2575 GB 456 GB 2119 GB W
6 Select storage
O

E} vel-m01-esx03-esx-install-datastore = 2575 GB 4.56 GB 2119 GB M

O | B vef-mot-esxo4-esx-install-datastore - 2575 GB 456 0GB 2119 GB v
b

< >

Manage Columns Items per page 10 5it

7. On the Select network page select the network used for management traffic.



Deploy OVF Template Select networks x
Select a destination network for each source network.
1 Select an OVF template
Source Network Destination Network

2 Select a name and folder

nat vci-m01-cl0T-vds0l-pg-vsarn
{ ; v
f-m01-cl01-vds014
3 Select a compute resource | vermui-e sUi-pgusan | Titem
| SDDC-DPortGroup-VM-Mg;
4 Review detail ; ; ‘ ST ‘
. RO Sete IP Allocation Settings L
IP allocation: Static - Manual
5 License agreements
IP protocol Bva

6 Select storage

7 Select networks

8. On the Customize template page fill out all required information:
o Password to be used for administrative access to OTV.

o NTP server IP address.

o

OTV maintenance account password.
OTV Derby DB password.

Do not check the box to Enable VMware Cloud Foundation (VCF). VCF mode is not required for
deploying supplemental storage.

o

o

o

FQDN or IP address of the vCenter appliance for the VI Workload Domain

o

Credentials for the vCenter appliance of the VI Workload Domain

o

Provide the required network properties fields.

Click on Next to continue.
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Deploy OVF Template
1 Select an OVF template
2 Select a name and folder

3 Select a compute resource

4 Review det
5 License agreements
6 Select storage

7 Select networks

8 Customize template

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

7 Select networks

8 Customize template

Customize template

Customize the deployment properties of this software solution.

l@ 2 properties have invalid values ® ]
~ System Configuration ings

1

rator account.For security

Application User Password (*) Password to assign to the admini

reasons, itis recommended to use a password that

hirty characters and contains a minimum of one upper, one lov

one digit, and one special character

Password sssssssss @
Confirm Password seeseeeee @
NTP Servers A comma-separated list of hostnames or IP addresses of NTP

Servers. If left blank, YMware

v will be used.

tools based time synchronizati

172.21.166.1
Maintenance User Password (%) Password to assign to maint user account
Password @
Confirm Password ssssssses @
Customize template %
Enable VMware Cloud Foundation (VCF) vCenter server and user details are ignored when VCF is enabled
(]
vCenter Server Address (%) Specify the IP address/hostname of an existing vCenter to r
1o
I cf-wkld-vc0l.sddc.netapp.com I
Port (%) Specify the HTTPS port of
443 v
Username (%) Specify the username of an exist
administrator@vsphere local
Password () Specify the password of an existing vCenter to register to
Password sssssssss @
Confirm Password ssssessse ()

v Network Properties

Leave blank if DHCP is

Host Mame Specify the hostname for the appliance.

desired)

IP Address appliance. (Leave blank if DHCP is

CANCEL | BACK | NEXT

9. Review all information on the Ready to complete page and the click Finish to begin deploying the

OTV appliance.



Add a storage system to ONTAP Tools.

1. Access NetApp ONTAP Tools by selecting it from the main menu in the vSphere client.

vSphere Client

o
[l Home

$b Shortcuts

-,El- Inventory

[_1 Content Libraries
¢ Workload Management

[5: Global Inventory Lists

Lﬂ. Policies and Profiles
& Auto Deploy
= Hybrid Cloud Services

«* Developer Center

‘& Administration

IEI Tasks

5 Events

2 Tags & Custom Attributes

FG’ Lifecycle Manager

B SnapCenter Plug-in for VMware vSphere

. etpp TF’ DD
'-@ E]-Duci Erc}ﬁidér %E rvi-c es5

& NSX

+) VMware Aria Operations Configuration

@ Skyline Health Diagnostics

2. From the INSTANCE drop down menu in the ONTAP Tool interface, select the OTV instance
associated with the workload domain to be managed.
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vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.139:8443 ~

) Plugin Instance Version vCenter Server
Overview

Storage Systems 172.21.166.139:84432 9152.0.36905 vef=mOl-veQl sdde netapp.com

Storage capability pr I1?2.2l.]66.id9:84d3 213.0.36905  vcf-wkid-vcOlsddc.netapp.com | brovidi

Storage Mapping

Settings ?
+

3. In ONTAP Tools select Storage Systems from the left hand menu and then press Add.

— vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.149:8443 ~

Storage Systems

REDISCOVER ALL

Overview

Storage Systems

Storage capability profile

4. Fill out the IP Address, credentials of the storage system and the port number. Click on Add to start
the discovery process.

@ vVol requires ONTAP cluster credentials rather than SVM credentials. For more
information refer to Add storage systems In the ONTAP Tools documentation.
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Add Storage System

@ Any communication between ONTAP tools plug-in and the storage
system should be mutually authenticated.

vCenter server

Name or IP address: 17216.9.25
Username: admin
Password: TTTTYTYYY
Port: 443

Advanced options ~

ONTAP Cluster © Automatically fetch () Manually upload
Certificate:

CAMNCEL SAVE & ADD MORE m
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Create a storage capability profile in ONTAP Tools

Storage capability profiles describe the features provided by a storage array or storage system. They
include quality of service definitions and are used to select storage systems that meet the parameters
defined in the profile. One of the provided profiles can be used or new ones can be created.

To create a storage capability profile in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Storage capability profile from the left-hand menu and then press Create.

vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.149:8443 ~

Storage Capability Profiles

overview

Storage Systems

Storage capability profile

MName

2. In the Create Storage Capability profile wizard provide a name and description of the profile and
click on Next.

Create Storage General
Capability Profile
Specify a name and description for the storage capability profile_ @

1 General
MName: Gold_ASA_iSCSI

Description:

CANCEL NEXT

3. Select the platform type and to specify the storage system is to be an All-Flash SAN Array set
Asymmetric to false.
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Create Storage Platform
Capability Profile

Platform: Performance
1 General

Asymmetric: »
2 Platform
3 Protocol

CANCEL BACK ‘ NEXT

4. Next, select choice of protocol or Any to allow all possible protocols. Click Next to continue.

Create Storage Protocol
Capability Profile
Protocol: Any
1 General Any
FCP
2 Platform iSCSI
NVMe/FC

3 Protocol

CANCEL BACK NEXT

5. The performance page allows setting of quality of service in form of minimum and maximum IOPs
allowed.
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Create Storage Performance
Capability Profile

() None (D
1 General © Qos policy group @
2 Platform Min IOPS:
3 Protocol Max IOPS: 6000
4 Performance [ Unlimited

5 Storage attributes

6 summary
CANCEL BACK NEXT

6. Complete the storage attributes page selecting storage efficiency, space reservation, encryption and
any tiering policy as needed.

Create Storage Storage attributes
Capability Profile
1 General Deduplication: Ve
2 Platform Compression: Yes
3 Protocol Space reserve: Thin
4 Performance EncrypHion: No
5 Storage attributes Tiering policy (FabricPool): None
6 Summary
CANCEL BACK

7. Finally, review the summary and click on Finish to create the profile.



Create Storage
Capability Profile

1 General

2 Platform

3 Protocal

4 Performance

5 Storage attributes

6 Summary

Summary

Name:
Description:
Platform:
Asymmetric:
Protocol:

Max IOPS:
Space reserve:
Deduplication:
Compression:

Encryption:

Tierina policv (FabricPool}:

ASA_Gold_iSCsI
MN/A
Performance

No

Any

6000 IOPS

Thin

Yes

Yes

Yes

None

CANCEL BACK
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Create a vVols datastore in ONTAP Tools

To create a vVols datastore in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Overview and from the Getting Started tab click on Provision to start the
wizard.

vSphere Client

NetApp ONTAP tools |NSTANCE 172.21.166.149:8443 ~

ONTAP tools for VMware vSphere

Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storage capabiiity profile ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware envi

Storage Mapping

Settings E'_ E

Reports

Datastore Report Add Storage System Provision Datastore

Virtual Machine Report

vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

vVols Virtual Machine
Report

Log Integrity Report

m PROVISION

2. On the General page of the New Datastore wizard select the vSphere datacenter or cluster
destination. Select vVols as the datastore type, fill out a name for the datastore, and select iSCSI as
the protocol. Click on Next to continue.

New Datastore General
Specify the details of the datastore to provision @
1 General

Provisioning destination: BROWSE

Type: ONFS ) vmFs @ vvois

Name: WCF_WHKLD_02_VVOLS

Description:
A

Protocel: (ONFs @ iscsl () FC/FCoE (L) NVMe/FC

CANCEL NEXT

3. On the Storage system page select the select a storage capability profile, the storage system and
SVM. Click on Next to continue.
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New Datastore Storage system
Specify the storage capability profiles and the storage system you want to use.
1 General

Storage capability profiles:

AFF_Encrypted_Min50_ASA_A
FAS_Default

FAS_Max20
Custom profiles

2 Storage system

Storage system: ntaphci-a300e9u25 (172.16.9.25)

Storage VM: WCF_ISCs|

CANCEL BACK NEXT

4. On the Storage attributes page select to create a new volume for the datastore and fill out the
storage attributes of the volume to be created. Click on Add to create the volume and then Next to
continue.

New Datastore Storage attributes

Specify the storage details for provisioning the datastore.

1 General

veolumes: @@ Create new volumes (| Select volumes
2 Storage sysiem

Create new volumes

3 Storage attributes

Name T Size Storage Capability Profile Aggregate
FlexVol volumes are not added
Mame Size(GB) @ Storage capability profile Aggregates Space reserve
f_wiid_02_vvols 300d ASA_Gold_isCsi EHCAggro2 - (27053.3 GE ~ Thin

CANCEL BACK

5. Finally, review the summary and click on Finish to start the vVol datastore creation process.
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New Datastore Summary

Datastore type: vVols
1 General Protocol: iSCsl
Storage capability profile: ASA_Gold_iSCS|
2 Storage system
3 Storage attributes Storage system details
Storage system: ntaphci-a300e%u25
TR svM: VCF_iscsl

Storage attributes

New FlexVol Name New FlexVol Size Aggregate Storage Capability Profile

vel_wkid_02_vvols 3000 GB EHCAggr02 ASA_ Gold_i5CSI

Click 'Finish’ to provision this datastore.

CANCEL BACK FINISH

Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

In this scenario we will demonstrate how to configure NVMe/TCP supplemental storage
for a VCF workload domain.

Author: Josh Powell
Configure NVMe/TCP supplemental storage for VCF Workload Domains

Scenario Overview

This scenario covers the following high level steps:
 Create a storage virtual machine (SVM) with logical interfaces (LIFs) for NVMe/TCP traffic.
 Create distributed port groups for iSCSI networks on the VI workload domain.
* Create vmkernel adapters for iSCSI on the ESXi hosts for the VI workload domain.

* Add NVMe/TCP adapters on ESXi hosts.
* Deploy NVMe/TCP datastore.

Prerequisites

This scenario requires the following components and configurations:

* An ONTAP ASA storage system with physical data ports on ethernet switches dedicated to storage traffic.
* VCF management domain deployment is complete and the vSphere client is accessible.

* AVI workload domain has been previously deployed.

NetApp recommends fully redundant network designs for NVMe/TCP. The following diagram illustrates an
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example of a redundant configuration, providing fault tolerance for storage systems, switches, networks
adapters and host systems. Refer to the NetApp SAN configuration reference for additional information.

ESXi Host 1 ESXi Host 2 - ESXi Host N

nicl nic

EEE] edh e*k: edd
=
NetApp ASA controller-1 NetApp ASA controller-2

For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per
storage node in separate ethernet networks for all SVMs in NVMe/TCP configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address
information to create multiple LIFs for NVMe/TCP traffic. To add new LIFs to an existing SVM refer to Create a
LIF (network interface).

For additional information on NVMe design considerations for ONTAP storage systems, refer to NVMe
configuration, support and limitations.

Deployment Steps

To create a VMFS datastore on a VCF workload domain using NVMe/TCP, complete the following steps.

Create SVM, LIFs and NVMe Namespace on ONTAP storage system

The following step is performed in ONTAP System Manager.
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Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for NVMe/TCP traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to
start.

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS
STORAGE Name
SETET EHC_isSCS|
Volumes

EHC

LUNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_i5C5_3510

Buckets
infra_swvm_a300

Qtrees

Quotas J5_EHC_IsSCsI

Storage VMs

Tiers

OTViest

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under
Access Protocol, click on the NVMe tab and check the box to Enable NVMe/TCP.
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Add Storage VM X

STORAGE VM NAME

VCF_NVMe

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,S3  iSCSI FC | @ NVMe

Enable NVMe/FC

Enable NVMe/TCP

3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and
Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings
across all remaining LIFs, or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a
@ minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in
NVMe/TCP configurations.
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NETWORK INTERFACE

ntaphci-a300-01

IP ADDRESS SUBMET MASK GATEWAY BROADCAST DOMAIN AND PORT ra

172.21.118.189 24 Add optional gateway NFS_iSCsl v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.189 a0a-3375 b

ntaphci-a300-02

1P ADDRESS PORT
172.21.118.190 ala-3374 ™

IP ADDRESS PORT
172.21.138:190 a0a-3375 bt

Storage VM Administration

| Manage administrator account

Save Cancel

4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)
and click on Save to create the SVM.



Storage VM Administration

Manage administrator account
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Create the NVMe Namespace

NVMe namespaces are analogous to LUNs for iSCSi or FC. The NVMe Namespace must be created
before a VMFS datastore can be deployed from the vSphere Client. To create the NVMe namespace, the
NVMe Qualified Name (NQN) must first be obtained from each ESXi host in the cluster. The NQN is used
by ONTAP to provide access control for the namespace.
Complete the following steps to create an NVMe Namespace:
1. Open an SSH session with an ESXi host in the cluster to obtain its NQN. Use the following command
from the CLI:
esxcli nvme info get
An output similar to the following should be displayed:

Host NQN: ngn.2014-08.com.netapp.sddc:nvme:vcf-wkld-esx01

2. Record the NQN for each ESXi host in the cluster

3. From ONTAP System Manager navigate to NVMe Namespaces in the left-hand menu and click on +
Add to start.

= [ ONTAP System Manager

NVMe Namespaces
DASHBOARD

INSIGHTS

STORAGE

Namespace Path
Overview

Volumes

LUMNs

Consistency Groups

NVMe Namespaces

4. On the Add NVMe Namespace page, fill in a name prefix, the number of namespaces to create, the
size of the namespace, and the host operating system that will be accessing the namespace. In the
Host NQN section create a comma separated list of the NQN’s previously collected from the ESXi
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hosts that will be accessing the namespaces.

Click on More Options to configure additional items such as the snapshot protection policy. Finally, click
on Save to create the NVMe Namespace.

+
image::vmware-vcf-asa-image93.png[Click +Add to create NVMe Namespace]

Set up networking and NVMe software adapters on ESXi hosts

The following steps are performed on the VI workload domain cluster using the vSphere client. In this case
vCenter Single Sign-On is being used so the vSphere client is common to both the management and workload
domains.
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Create Distributed Port Groups for NVME/TCP traffic

Complete the following to create a new distributed port group for each NVMe/TCP network:

1. From the vSphere client , navigate to Inventory > Networking for the workload domain. Navigate to
the existing Distributed Switch and choose the action to create New Distributed Port Group....

vsphere Client O,

¢ @ vcf-wKId-O1-IT-INF-WKLD-01-vds-01 | :acrions

[]:l] E @ Summary Monitor Configure Permissions Ports Hosts
e [@ vef-m01-vcOl.sddc.netapp.com
> [ vef-m01-dcOl Switch Detalls

v [@ vef-wkld-veOlsdde.netapp.com
w rﬂ vef-wkld-01-DC

Manufacturer VMware, Inc.
W I a (]
5y ycf-whkid-01-IT-D\ (=) Actions - vef-wkid-O1IT-INF- { \ Version 800
= WHKLD-01-vds-01
5 vef-wkid-O1-IT-INF- T sl E
. Distributed Port Group a
[y vef-wkid-01-1T-INF- = New Distriblt_.llted Port Group... ’
= ; i [fz Add and Manage Hosts... ]
» = vef-whkid-01-IT-INF-Wi Import Di d Port Group...
Edit Notes... i N
#2 Manage Disiffuted Port Groups...
Upgrade ) e
Settings >

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to
continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the
correct VLAN ID. Click on Next to continue.
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New Distributed Port Configure settings 5

GrOU p Set general properties of the new port group.
Port binding Static binding
1 Name and location
i ) Port allocation Elasti @
2 Configure settings ackiis
Number of ports 8 =
Network resource pool (default)
VLAN
VLAN type VLAN
VLAN ID 3374 =
Advanced

[] customize default policies configuration

CANCEL BACK

4. On the Ready to complete page, review the changes and click on Finish to create the new
distributed port group.

5. Repeat this process to create a distributed port group for the second NVMe/TCP network being used
and ensure you have input the correct VLAN ID.

6. Once both port groups have been created, navigate to the first port group and select the action to Edit
settings....
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vSphere Client

& vcf-wkld-Ol-nvme-a | i acrions
[Ij] @ @ Summary Monitor Configure Permissions
> ['l_;gl vef-mO1-vc0l.sddc.netapp.com
v [ vef-wkld-vcOlsddc.netapp.com Distributed Port Group Details
v pf vef-wkld-01-DC
v = vef-wkld-01-IT-INF-WKLD-01-vds-01
Port binding Static

M vef-wkld-0l-iscsi-a

" . Port allocation Elastic
vef-wkld-01-iscsi-b
337
vef-wkid-01-IT-1-DVUplinks-10 ] vl 3374

&) vef-wkid-01-IT-INF-WKLD-01-vds-O1-pg-mamt Distributed switch Epﬁ
i% vef-wkid-01-IT-INF-WKLD-01-vds-0l-pg-vmotion
Metwork protocol -—
vef-wkld-01-nvme-a profile
vef-wkld-01-mv 2y Actions - vef-wkid-01-nvme-a Network resource =
v @ vef-wkid-O-IT-IN (8 EdfySettings... pel

2y vef-wkid-01-IT iJ Hosts 4

vef-wkld-01-IT E Configuration... Virtual machines 0

Restore Configuration...

7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand
menu and click on uplink2 to move it down to Unused uplinks.

Distributed Port Group - Edit Settings | vcf-wkid-01-nvme-a

General

Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitering )
Failover order @

Miscellaneous
MOVE UP

Active uplinks
T3 uplink?
Standby uplinks
Unused uplinks

L1 uplink2

8. Repeat this step for the second NVMe/TCP port group. However, this time move uplink1 down to



Unused uplinks.

Distributed Port Group - Edit Settings | vcf-wkid-01-nvme-b

SengiEl Load balancing Route based on originating virtual por
Advanced
MNetwork failure detection Link status only
VLAN -
Security Motify switches Yag
Traffic shaping
Failback Yes

Teaming and failover

Monitoring .
Failover order @

Miscellaneous
MOVE UP

Active uplinks
3 uplink2
Standby uplinks

Unused uplinks

3 uplink?
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Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the workload domain.

1. From the vSphere client navigate to one of the ESXi hosts in the workload domain inventory. From the
Configure tab select VMkernel adapters and click on Add Networking... to start.

— vSphere Client O,

2

18] B €
v [} vef-mOl-veOl.sdde netapp.com
v R vcf-mOi-deO1
> [ vef-mOi-cion
- R
v B wvcf-wkid-01-DC
v [ IT-INF-WKLD-01

vef-wkld-veOlsdde.netapp.com

[l vef-wkid-esx01.sdde.netapp.com

[l vef-wkld-esx02.sddc.netapp.com
[7 vcf-wkld-esx03.sddc.netapp.com
5] wef-wkld-esx04.sddc.netapp.com

G vef-wOl-otvd

<

[ vcf-wkld-esx0Ol.sddc.netapp.com : ACTIONS
Summary Monitor Configure Permissions VMs Datastores Networks Updates
S
storage v VMkernel adapters
Storage Adapters
ADD NETWRRKING... REFRESH
Storage Devices
Host Cache Configuration T Metwork Label v

Protocol Endpoints

2| = e s
/O Filters el
Networking v = > = vl
Virtual switches )
: » | & 5
VMkernel adapters 5 vmk2
Physical adapters . >
4 vmk10

TCP/IP configuration

@ vef-wkid-0-T-INF-WKLD-01-vd
s-01-pg-mamt

@ vef-wkid-0-T-INF-WKLD-01-vd
s-01-pg-vmotion

@) vef-wkid-01-T-INF-WKLD-01-vd

s-01-pg-nfs

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to

continue.

Add Networking

1 Select connection type

Select connection type

Select a connection type to create.

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault

Teolerance, vSAN, host management and etc.

() Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network

3. On the Select target device page, choose one of the distributed port groups for iSCSI that was

created previously.
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Add Networking Select target device
Select a target device for the new connection.

1 Select connection type ° Select an existing network

2 Select target device

() Select an existing standard switch

() New standard switch

Quick Filter alue
Name
O i vef-wkid-0l-iscsi-a

(@) & vef-widd-01-iscsi-b

vef-wikld-01-T-INF-WKLD-01-vds-01-pg-mgmt

B vel-wikid-D1-IT-INF-WKLD-01-vds-01-pg-nfs

vef-wkid-01-IT-INF-WEKLD-01-vds-01-pg-vmotion

O &y vet-wikdd-01-nvme-b

Manage Columns

NSX Port Group ID

Distributed Switch

vei-wkid-01-IT-INF-WKLD-01-vds-01
vet-wkid-01-IT-INF-WKLD-01-vds-01
vef-wkid-01-IT-INF-WKLD-01-vds-01
vef-wkid-01-IT-INF-WKLD-01-vds-02

wef-wkid-01-IT-INF-WKLD-01-vds-01

vief-wkld-0

IT-INF-WKLD-01-vds-01

7 items

CANCEL

4. On the Port properties page click the box for NVMe over TCP and click on Next to continue.
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Add Networking Port properties
Specify VMkernel port settings.

1 Select connection type
Network label

2 Select target device MTU Get MTU from switch

= TCP/IP stack Default
3 Port properties —_—

Available services

Enabled services vMotion EJ vSphere Replication NFC |:| NVMe over RDMA
[ Provisioning [] vsaN
[] Fault Tolerance logging [T vSAN Witness
[ Management [] vSphere Backup NFC
[T] vsphere Repiication NVMe over TCP

CANCEL BACK

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP
address (only if required). Click on Next to continue.

Add Networking IPv4 settings
Specify VMkernel IPv4 settings.

1 Select connection type == )
() Obtain IPv4 settings automatically

3. Belactiarget:davice © Use static IPv4 settings

3 Port properties IPv4 address 172.21.18.191

4 |Pv4 settings Subnet mask 255.255.255.0

Default gateway |:\ Override default gateway for this adapter

DNS server addresses 10.61.185.231

6. Review the your selections on the Ready to complete page and click on Finish to create the
VMkernel adapter.



Add Networking Ready to complete
Review your selections before finishing the wizard

1 Select connection type ;
P v Select target device

3 Distributed port vef-wkld-0l-nvme-a
2 Select target device group
Distributed switch vefowkld-01-1T-INF-WKLD-01-vds-01

3 Port properties

~ Port properties

4 IPv4 settings New port group vef-wkld-01-nvme-a (vef-wkld-01-I T-INF-WKLD-01-vds-01)
MTU 8000

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management DCisabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
vSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Enabled
NVMe over RDMA Disabled

v IPv4 settings
IPv4 address 172.21.118.191 (static)
Subnet mask 255.255.255.0

CANCEL BACK

7. Repeat this process to create a VMkernel adapter for the second iSCSI network.



Add NVMe over TCP adapter

Each ESXi host in the workload domain cluster must have an NVMe over TCP software adapter installed
for every established NVMe/TCP network dedicated to storage traffic.

To install NVMe over TCP adapters and discover the NVMe controllers, complete the following steps:

1. In the vSphere client navigate to one of the ESXi hosts in the workload domain cluster. From the
Configure tab click on Storage Adapters in the menu and then, from the Add Software Adapter
drop-down menu, select Add NVMe over TCP adapter.

vSphere Client O,

< = :
B vcf-wkld-esxOl.sddc.netapp.com | i acrions
[D] @ @ Summary Monitor Configure Permissions VMs Datastores
e -mO1- ~
» _l:f vef-mO1-veOl.sddc.netapp.com —— o Storage Adapters

v [ wef-wkld-veOlsdde.netapp.com
c e Pt
v B vef-wkid-01-DC Storage Adapters ADD SOFTWARE ADAPTER~  REFRESH
- Storage Devices
v ([ IT-INF-WKLD-01
= Host Cache Configuration
.| vecf-wkld-esxOl.sddc.netapp.com \are

[[] vcf-wkld-esx02 sddc.netapp.com

[[] vef-wkld-esx03.sddc.netapp.com

[ vcf-wkld-esx04.sddc.netapp.com

Protocol Endpoints

I/O Filters

Networking

Add NVMe over TGR adapter
Y 130T

O & umhbaadU PIIX4 for 430T

oo OracleSrv_01 Virtual switches

k:-' & vmhbao PVSCSI SCSIC

&7 OracleSrv_02 VMkernel adapters

o OracleSrv_03 Physical adapters

oo OracleSrv_04 TCR/IP configuration

2. In the Add Software NVMe over TCP adapter window, access the Physical Network Adapter drop-
down menu and select the correct physical network adapter on which to enable the NVMe adapter.

vcf-wkld-esx0O X
| 1.sddc.netapp.c
om

Add Software NVMe over
TCP adapter

Enable software NVMe adapter on the selected physical network adapter.

Physical Network Adapter vmnict/nvmxnet3

vmnic 1/ nvmxnet3

ymnic2invmxnet3

yminic 3/ nvmxnet3

|
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3. Repeat this process for the second network assigned to NVMe over TCP traffic, assigning the correct

physical adapter.

4. Select one of the newly installed NVMe over TCP adapters and, on the Controllers tab, select Add
Controller.

vSphere Client

. =
mh &8 B @
> [ vef-mO1-veOl.sdde netapp.com
[ vci-wikid-veOl.sddc.netapp.com
fH vcf-wkid-01-DC
0 IT-INF-WKLD-O1

3 vct-wkid-esx01.sddc.netapp.com

[ vef-wkid-esx02 sdde netapp.com
[}l vcf-wkid-esx03.sddc.netapp.com
[} vct-wkid-esx04.sddc.netapp.com
1 OracleSrv_01

& OracleSrv_02

(i OracleSrv_03

&0 OracleSrv_04

Z SQLSRV-01

i saLsRV-02

2 SQLSRV-03

il SGLSRV-04

@ Win2022-8

[ vef-wkid-esxOl.sddc.netapp.com ! ACTIONS

Summary Maonitor

Configure Permissions VMs Datastores MNetworks Updates

Storage

Protocol Endpoints

/O Fllters
Networking
Virtual switches
VMEkernel adapters
Physical adapters
TCPAP configuration
Virtual Machines
WM Startup/Shutdown
Agent VM Settings
Default VM Compatibility
Swap File Location
System
Licensing
Host Profile

Time Configuration

LA e AR CaFie

v " Storage Adapters

ADD SOFTWARE ADAFTER v REFRESH  RESCAN STORAGE  RESCAN ADAPTER  REMOVE
Adapter v | Model T Type T
& ymhbaes iSCSI Software Adapter i5CS

' PIE ADEX/MX IDE Block SCS
~
kS
NVME over TCP
e
Manage Columns | | Export~
h Properties Devices Paths Namespaces Cantrollers

ADD CONTROLLER
]| mame v Subgystem NON

5. In the Add controller window, select the Automatically tab and complete the following steps.

o Fill in an IP addresses for one of the SVM logical interfaces on the same network as the physical
adapter assigned to this NVMe over TCP adapter.

o Click on the Discover Controllers button.

o From the list of discovered controllers, click the check box for the two controllers with network
addresses aligned with this NVMe over TCP adapter.

o Click on the OK button to add the selected controllers.

77



78

Add controller | vmhba68

Automatically Manually

Host NQMN

ngn.2014-08.com.netapp.sddc:nvme:vcf-wkid-_

172.21.118.189

4/ IPvE addr

Port Number

Digest parameter [

| Header digest

<8

Select which controller to connect

DISCOVER CONTROLLERS |

Subsystem NGMN T

ngn. 1992-08.com.netapp:sn.
64df3069fb6411eeas5100a
098b46a21:subsystem. VCF
_WEKLD_ 04 NWMe VCF_W
KLD_04_NVMe

ngn. 1992-08. com.netapp:sn.
64df3069fb6411eeab5100a

5 - O
B8 = | Manage Columns

| | Data digest

Transport Type

nwm

nwim

X
O cory
I:I Central discovery controller
T P T Port Number r °
172.21118.189
172.21.118.190
W

6. After a few seconds you should see the NVMe namespace appear on the Devices tab.

Storage Adapters

ADD SOFTWARE ADAPTER v REFRESH RESCAN STORAGE RESCAMN ADAPTER REMOVE
Adapter L3 Model T Type T Status T Identifier T Targets T Devices T Paths R 4
":‘ & vmhbabs iSCSI Software Adapter iSCSI Online iscsi_vmk(ign.1998-01.com.vm 4 2 8
ware:vecf-wkid-esx01 sddc net
app.com:794177624:65)
’f‘:\.‘ & vmhbal PilX4 for 430TX/440BX/MX IDE Controller Block SCSI Unknown = 1 1 1
\:‘ & vmhbab4 PlIX4 for 430TX/440BX/MX IDE Controlier Block SCSI Unknown = ] o o]
QO | & vmhbao PVSCSI SCSI Controller scsl Unknown - 3 3 3
vmhba68 VMware NVMe over TCP Storage Adapter NVME over TCP
':':.‘J & vmhbasgg VMware NVMe over TCP Storage Ad NWVME over TCP Online = o] [e] [¢]
Manage Columns J I Export v ‘ Gitems
Properties Depyjices Paths Namespaces Controllers
REFRESH
(] . Name LUN Type Capacity Datastore v " Operational Hardware Drive Type. vy | Transport
= T T T T ’ State Acceleration T
\:| NVMe TCP Disk (uuid 929a6a8045764784 Lo} disk 3.00TB Not Consumed Attached Supported Flash TCPTRAN!
9146209d6e55h07E) RT




7. Repeat this procedure to create an NVMe over TCP adapter for the second network established for
NVMe/TCP traffic.
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Deploy NVMe over TCP datastore

To create a VMFS datastore on the NVMe namespace, complete the following steps:

1. In the vSphere client navigate to one of the ESXi hosts in the workload domain cluster. From the
Actions menu select Storage > New Datastore....

= vSphere Client O,

¢ [@ vcf-wkid-esx0l.sddc.netapp.com

[]j] @ @ Summary Monitor Configure Permissions v [f] Actions - vef-wiid- ydates
— — esx0l.sddc.netapp.com

> G vef-mO1-veOl.sddc.netapp.com &+ New Virtual Machine...
=)
v vef-wkld-vcOl.sddc.netapp.com Host Details id Usage
& R &+ Deploy OVF Template... g
v R vef-wkid-01-DC 204 PM

v (] IT-INF-WKLD-01

= Hypervisor:
[l vcf-wkid-esxOl.sddc.netapp.com
[ vef-wkid-esx02.sddc.netapp.com Model: -
- @S Import VMs
[}l vcf-wklid-esx03.sddc.netapp.com T InteltR) Xeot
[} vef-wkld-esx04.sdde.netapp.com U @.230GH Maintenance Mode
& OracleSrv_01 Logical Processors: 8
- Connection
@3 OracleSrv_02 NiCs: 4
- Power >
@i QracleSrv_03 Virtual Machines: 2
ok
o OracleSrv_04 State: Connected Certificates >
o
1 SQLSRV-01 Uptime: 19 days

Ef New Datastore...

& SQLSRv-03 -
& SOLSRV-04 & Add Networking... [ Rescan Storage

O - P

2. In the New Datastore wizard, select VMFS as the type. Click on Next to continue.

3. On the Name and device selection page, provide a name for the datastore and select the NVMe
namespace from the list of available devices.
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New Datastore Name and device selection

Specify datastore name and a disk/LUN for provisioning the datastore.

| 1 Type
Name VCF_WKLD_04_NVMs

2 Name and device selection

MName T

NVMe TCP Disk (uuid.92%9a6
a80457647849146e09d6e5

5b076)

Capacity

3.00TB

o
Hardware Drive Sector

Acceleration b Type Format s

Supported

(O | Local vMware Disk {naa.60
00c29f83dcfled2d230340d
ehE6036)

() | Local VMware Disk (naa.60
00c2914646442835bc23d3
B4813acd)

Manage Columns [ Export ~

4.00 GB

75.00 GB

Not supported Flash 512n N
Mot supported Flash 512n N
~v
>
3items

CANCEL BACK

4. On the VMFS version page select the version of VMFS for the datastore.

5. On the Partition configuration page, make any desired changes to the default partition scheme.

Click on Next to continue.
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New Datastore Partition configuration

Review the disk layout and specify partition configuration details.

1 Type

Partition Configuration Use all available partitions
2 Name and device selection

Datastore Size [ ] 3072 < GB
3 VMFS version

Block size 1MB

Space Reclamation Granularity 1MB

Space Reclamation Priority Low

Free Space: 3TB

Usage on selected partition: 3TB

CANCEL BACK

6. On the Ready to complete page, review the summary and click on Finish to create the datastore.

7. Navigate to the new datastore in inventory and click on the Hosts tab. If configured correctly, all ESXi
hosts in the cluster should be listed and have access to the new datastore.

— vSphere Client

¢ B VCF_WKLD_04_NVMe | iacrions

m B 8 @

& Summary  Monitor  Configure  Permissions  Files  Ho VMs
~ [@ vcf-mO-veO1sddc.netapp.com

> [ vef-mOit-dcot Quick Filter

v [ vcf-wkid-vcOl.sddc.netapp.com

O Name T state Status Cluster Consumed CPU % Consumed Memory % | HA State Uptime
v vef-wkid-01-DC
B (] [ vctwiid-esxOlsddcnetapp.co  Connected ' Normal @ Jr-nF-wrin-o Il T | 13%  +/ Connected (Se 19 days
B vef-wkid-esxOl-esx-install-datastore m 1 condary)
2 vef-wkid-esx02-esx-install-datastore O [ vet-wkid-esxo2sddcnetappco  Connected +/ Normal (@ mnF-wkin-o B ax M 15%  +/ Running (Prima 19 days
m 1 r
B vef-wkid-esx03-esx-install-datastore ¥ = 2}

) # [ vefwkid-esx03sddcnetappco  Connected +/ Normal ] IT-INF-WKLD-O +/ Connected (Se 19 days
£ vef-wkid-esx04-esx-install-datastore 00 b sehwid-eexoeddensizppco Jeweweoo B o W M i ¥
B VCF_WKLD_ot O [ velwkid-esxossddcnstappco  Connected « Nommal O TnEwkio-o W TR | 4% Comnected (Se 19 days
S VCF_WKLD_02_VVOLS L 1 condary)

B VCF_WKLD_03_isCsl
B VCF_WKLD_04 NVMe

Additional information
For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.
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In this scenario we will demonstrate how to deploy and use the SnapCenter Plug-in for
VMware vSphere (SCV) to backup and restore VM’s and datastores on a VCF workload
domain. SCV uses ONTAP snapshot technology to take fast and efficient backup copies
of the ONTAP storage volumes hosting vSphere datastores. SnapMirror and SnapVault
technology are used to create secondary backups on a separate storage system and with
retention policies that mimic the original volume or can be independent of the original
volume for longer term retention.

iSCSI is used as the storage protocol for the VMFS datastore in this solution.

Author: Josh Powell

Use SnapCenter Plug-in for VMware vSphere to protect VMs on VCF Workload Domains

Scenario Overview

This scenario covers the following high level steps:

* Deploy the SnapCenter Plug-in for VMware vSphere (SCV) on the VI workload domain.
» Add storage systems to SCV.

» Create backup policies in SCV.

* Create Resource Groups in SCV.

* Use SCV to backup datastores or specific VMs.

* Use SCV to restores VMs to an alternate location in the cluster.

» Use SCV to restores files to a windows file system.

Prerequisites

This scenario requires the following components and configurations:

* An ONTAP ASA storage system with iSCSI VMFS datastores allocated to the workload domain cluster.
* A secondary ONTAP storage system configured to received secondary backups using SnapMirror.
» VCF management domain deployment is complete and the vSphere client is accessible.
» AVI workload domain has been previously deployed.
« Virtual machines are present on the cluster SCV is designated to protect.
For information on configuring iSCSI VMFS datastores as supplemental storage refer to iSCSI as

supplemental storage for Management Domains in this documentation. The process for using OTV to
deploy datastores is identical for management and workload domains.

In addition to replicating backups taken with SCV to secondary storage, offsite copies of data
can be made to object storage on one of the three (3) leading cloud providers using NetApp

BlueXP backup and recovery for VMs. For more information refer to the solution 3-2-1 Data

Protection for VMware with SnapCenter Plug-in and BlueXP backup and recovery for VMs.
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o Primary data —
2 Media
- Types
- 3 Data

e Secondary copy |l ~ Copies

.1_ Cnpf'.
e Cloud copy Q Offsite

Deployment Steps

To deploy the SnapCenter Plug-in and use it to create backups, and restore VMs and datastores, complete the
following steps:

Deploy and use SCV to protect data in a VI workload domain

Complete the following steps to deploy, configure, and use SCV to protect data in a VI workload domain:
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Deploy the SnapCenter Plug-in for VMware vSphere

The SnapCenter Plug-in is hosted on the VCF management domain but registered to the vCenter for the
VI workload domain. One SCV instance is required for each vCenter instance and, keep in mind that, a
Workload domain can include multiple clusters managed by a single vCenter instance.

Complete the following steps from the vCenter client to deploy SCV to the VI workload domain:

1. Download the OVA file for the SCV deployment from the download area of the NetApp support site
HERE.

2. From the management domain vCenter Client, select to Deploy OVF Template....

vSphere Client O,

£

(1 vef-mO1-clO1
[]j] E @ Summary Maonitor

v [ vef-mO1-veDl.sddc.netapp.com
w I—ﬂ vef-mOl-dcOl

) vermorcor [k

i| wvef-mC  ([]; Actions - vef-m01-clO1

Services .

= ; uration g
] vef-mC [} Add Hosts... '
. - x . . kstart
] vef-mC Gt New Virtual Machine... F
[l vef-mC eral
5 (F New Resource Pool...
G vef-mC Provider
e
l vef-mC  gF paploy ONF Template... vare EVC
ﬁﬁ vef-mC Host Groups
Gh vef-mC Do New vA Host Rules
'35 vef-wi Overrides
59 Import VMs
c [ Impor i
o vef-wi Silters

3. In the Deploy OVF Template wizard, click on the Local file radio button and then select to upload the
previously downloaded OVF template. Click on Next to continue.

85


https://mysupport.netapp.com/site/products/all/details/scv/downloads-tab

86

Deploy OVF Template Select an OVF template x

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DVD drive.

Q URL

@ Local file

UPLOAD FILES scv-5.0P2-240310_1514.ova

4. On the Select name and folder page, provide a name for the SCV data broker VM and a folder on
the management domain. Click on Next to continue.

5. On the Select a compute resource page, select the management domain cluster or specific ESXi
host within the cluster to install the VM to.

6. Review information pertaining to the OVF template on the Review details page and agree to the
licensing terms on the Licensing agreements page.

7. On the Select storage page choose the datastore which the VM will be installed to and select the
virtual disk format and VM Storage Policy. In this solution, the VM will be installed on an iSCSI
VMFS datastore located on an ONTAP storage system, as previously deployed in a separate section
of this documentation. Click on Next to continue.

Deploy OVF Template Select storage %

Select the storage for the configuration and disk files
| Select an OVF temolate [] Encrypt this virtual machine ()
Select virtual disk format Thin Provision

2 Select a name and folder VM Storage Policy [ patastore Default ~

] misable Storage DRS for this virtual machine

3 Select a compute resource

Storage

oo Compatibility T

Capacity T Provisioned ¥ | Free T T

4 Review details

l?] mgmt_01 iscsi

) O | B ver-moi-cor-ds-vsano = 999.97 GB 4916 GB 957.54 GB v
5 License agreements -
(| B vef-moi-esx0l-esx-install-datastore - 2575 GB 456 GB 2119 GB v
g Seiecteorge QO | B ver-mot-esx0z-esx-install-datastore - 2575 GB 456 GB 2119 GB v
O | B vei-mot-esx03-esx-install-datastore - 2575 GB 456 GB 2119 GB v
‘(:’ Lﬂ vcl-mO1-esx04-esx-install-datastore - 2575 GB 4.56 GB 2119 GB W
v
< >

Manage Columns ltems per page 10 6items

Compatibility

~ Compatibility checks succeeded.

CANCEL BACK




8. On the Select network page, select the management network that is able to communicate with the
workload domain vCenter appliance and both the primary and secondary ONTAP storage systems.

Select Network

Quick Filter Enter value

DDC-DPortGroup-vYM-Mgm
QO (&) vcf-mOl-cl0l-vdsOl-pg-iscsi-a
O | @& vef-m0O1-cotvdsoT-pg-iscsi-

b

@ #y vef-moi-clol-vdsOl-pg-mamt
<

Manage Columns

NSX Port Group

1D

~
Distributed Swit

vef-mO1-clO1-v
1

wef-mon-clol-v
1

\:r-::f—mm—clm—\.r o
>

6 items

CANCEL

9. On the Customize template page fill out all information required for the deployment:

o

o

o

o

FQDN or IP, and credentials for the workload domain vCenter appliance.

Credentials for the SCV administrative account.
Credentials for the SCV maintenance account.
IPv4 Network Properties details (IPv6 can also be used).

Date and Time settings.

Click on Next to continue.
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Deploy OVF Template Customize template %

Customize the deployment properties of this software solution.

1 Select an OVF template

2 Select a name and folder v 1. Register to existing vCenter 4 settings

1.1 vCenter Name(FQDN) or IP Address cf-wikid-vcO1.sddc.netapp.com
3 Select a compute resource =

1.2 vCenter username cf loca

4 Review details
1.3 vCenter password

5 License agreements Password @
6 Select storage
Confirm Password @
7 Select networks
7 1.4 vCenter port 443 ;
8 Customize template P S ]
v 2. Create SCV Credentials 2 settings
2.1 Usermame admin
2.2 Password
Password ssssessen @
Confirm Password | - | @

~ 3. System Configuration 1 settings

Deploy OVF Template Customize template

“ 4.2 Setup IPv4 Network Properties 6 settings
1 Select an OVF template

4211Pv4 Address IP address for
2 Select a name and folder 172.21166.148
4.2.2 IPv4 Netmask Subnet to use on the deployed network. (L blank if DHCP is
3 Select a compute resource
desired)

4 Review details

4.2 3 IPv4 Gateway Gateway on the d ork. (Leave blank if DHCP is de
5 anse agreemients - -
5 License agreements 172211661
6 Select storage 4.2.4 IPv4 Primary DNS Primary DNS server's |P address. (Leave blank if DHCP is desired)

1061185231

7 Select networks

425 IPv4 Secondary DNS Secondary DNS server's IP address. (optional - Leave blank if DHCP
8 Customize template iz casied)
10.61186.23

4.2.6 IPv4 Search Domains (optional) Comma separated list of search domain names to use when

resolving host names. (Leave blank if DHCP is d

netapp.com.sddc.netapp.com

v 3.3 Setup IPv6 Network Properties 6 settings

4.311Pv6 Address IP address for the appliance

4.3.2 IPv6 PrefixLen Prefix length to use on the deployed network. (Leave blank if DHCP

is desired)



“ 5. Setup Date and Time 2 settings

5.1 NTP servers (optional) A comma-separated list of hostnames or IP addre:

Servers. If left blank, VMware toals based time synchronization will
be used.

172.21166.1

5.2 Time Zone setting Sets the selected timezone setting for the VM

America/New_York v

CANCEL BACK NEXT

10. Finally, on the Ready to complete page, review all settings and click on Finish to start the
deployment.

89



Add Storage Systems to SCV

Once the SnapCenter Plug-in is installed complete the following steps to add storage systems to SCV:

1. SCV can be accessed from the main menu in the vSphere Client.

vSphere Client O,

ﬁ:ﬂ Home
&b Shortcuts

=
s Inventory

[_'I Content Libraries
¢b Workload Management

[EE': Global Inventory Lists

Lﬁ Policies and Profiles
A Auto Deploy
& Hybrid Cloud Services

«» Developer Center

Ly

nd

%3 Administration

=

IE] Tasks

L» Tags & Custom Attributes

Rf}’ Lifecycle Manager

Msna enter Plug-in for VMware vSphere
L B NTAP tools

2. At the top of the SCV Ul interface, select the correct SCV instance that matches the vSphere cluster
to be protected.
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vSphere Client

SnapCenter Plug-in for VMware vSpherel] INSTANCE 172.21.166.148:8080 ~

#; Dashboard Dashboard

Ei Settings

3. Navigate to Storage Systems in the left-hand menu and click on Add to get started.

vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Storage Systems

E& Settings _

Resource Groups Kia iy e
i Policies

Storage Systems

Eq Guest File Restore

4. On the Add Storage System form, fill in the IP address and credentials of the ONTAP storage
system to be added, and click on Add to complete the action.

91



92

Add Storage System X

Storage System ['1 72.16.9.25 I
Authentication Method @ Credentials (O Certificate
Username [a dmin I
Password |IIIIII|II

Protocol HTTPS |

Port 443 |

Timeout [EU Seconds
] Preferred IP [F'referred [=

Event Management System{EMS) & AutoSupport Setting

D Log Snapcenter senver events to syslog
|:| Send AutoSupport Motification for failed operation to storage system

CAMCEL

5. Repeat this procedure for any additional storage systems to be managed, including any systems to be
used as secondary backup targets.



Configure backup policies in SCV

For more information on creating SCV backup policies refer to Create backup policies for VMs and
datastores.

Complete the following steps to create a new backup policy:

1. From the left-hand menu select Policies and click on Create to begin.

vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

Ly Dashboard Policies
E& Settings
+ {: e j : 3 Remove E. E
[ Resource Groups M VM Consistency
i, Policies

Storage Systems

@F Guest File Restore

2. On the New Backup Policy form, provide a Name and Description for the policy, the Frequency at
which the backups will take place, and the Retention period which specifies how long the backup is
retained.

Locking Period enables the ONTAP SnaplLock feature to create tamper proof snapshots and allows
configuration of the locking period.

For Replication Select to update the underlying SnapMirror or SnapVault relationships for the ONTAP
storage volume.

SnapMirror and SnapVault replication are similar in that they both utilize ONTAP
SnapMirror technology to asynchronously replicate storage volumes to a secondary
storage system for increased protection and security. For SnapMirror relationships, the
retention schedule specified in the SCV backup policy will govern retention for both the

primary and secondary volume. With SnapVault relationships, a separate retention
schedule can be established on the secondary storage system for longer term or
differing retention schedules. In this case the snapshot label is specified in the SCV
backup policy and in the policy associated with the secondary volume, to identify which
volumes to apply the independent retention schedule to.

Choose any additional advanced options and click on Add to create the policy.
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New Backup Policy

Hame

Description

Frequency

Locking Period

Retention

Replication

Advanced -

[Daily_Snapmirrnr

[descriptinn

Daily

Enable Snapshot Locking €

Eﬁays fo keep

- 15

B Update SnapMirror after backup @

Update SnapVault after backup €

Snapshotlabel |

VI consistency €9

Include datastores with independent disks

Scripts @

Enter script path

CANMCEL



Create resource groups in SCV
For more information on creating SCV Resource Groups refer to Create resource groups.

Complete the following steps to create a new resource group:

1. From the left-hand menu select Resource Groups and click on Create to begin.

vSphere Client QL

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Resource Groups
E& Settings _

7 Resource Groups
Ma Crescriptic

i, Policies
Storage Systems

E; Fuest File Restore

2. On the General info & notification page, provide a name for for the resource group, notification
settings, and any additional options for the naming of the snapshots.

3. On the Resource page select the datastores and VM'’s to be protected in the resource group. Click on
Next to continue.

Even when only specific VMs are selected, the entire datastore is always backed up.

This is because ONTAP takes snapshots of the volume hosting the datastore.
However, note that selecting only specific VMs for backup limits the ability to restore to

only those VMs.


https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_create_resource_groups_for_vms_and_datastores.html
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Create Resource Group

+ 1, General info & notification

Scope: [Virtual Machines v |
Parent entity: VCF_WKLD_03_isCs!
3. Spanning disks
y Palicias Q,  Enter available entity name
4. FOUCIES
5. Schedules Available entities
6. Summary 5 OracleSn_01

5 OracleSnv_02
5 OracleSnv_03

B OracleSn_04

B

Selected entities
51 80LSRY-01
(51 SOLSRV-02
(51 SOLSRW02

1 80LSRY-04

BACK

oo

4. On the Spanning disks page select the option for how to handle VMs with VMDK’s that span multiple

datastores. Click on Next to continue.



Create Resource Group

TR It & anBiCa ol Always exclude all spanning datastores

- 2. Resource This means that only the datastores directly added to the resource group and the primary datastore of Vs

directly added to the resource group will be backed up
3. Spanning disks

4. Policies © Always include all spanning datastores

All datastores spanned by all included WMs are included in this backup

Manually select the spanning datastores to be included &

You will need to modify the list every time new VMs are added

There are no spanned entities in the selected virtual entities list.

BACK FINISH CANCEL

5. On the Policies page select a previously created policy or multiple policies that will be used with this
resource group. Click on Next to continue.
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Create Resource Group

< 1. General info & notification

* Create
& RezouTee: [ Name + VM Consistent include independentdi_.  Schedule
-+ 3. Spanning disks I T
i Daily_Snapmirror No No Daily

5. Schedules

6. Summary

CFIMISH | cancEL

6. On the Schedules page establish for when the backup will run by configuring the recurrence and time
of day. Click on Next to continue.



-

Create Resource Group

1. General info & notification
2. Resource
3. Spanning disks

4, Policies

5. Schedules

6. Summary

Daily_Snapmi... «

Type

Every

Starting

At

Daily
1 | Day(s)
|04104/2024 |

04E 45E F‘MB

BACK

7. Finally review the Summary and click on Finish to create the resource group.
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Create Resource Group

- 1.General info & notification

HName

- 2.Resource
Description

- 3. Spanning disks b

. Send email
< 4, Policies
. 5. Schedules Latest Snapshot name
TR con

Entities
Spanning
Paolicies

S0L_Servers

Mever

Mone &

Mone @

SOLSRV-01, BALSRV-02, SALSRY-02, SQLSRV-04

False

Name Frequency Snapshot Locking Period
Daily_Snapmir...  Daily -

CANCEL

8. With the resource group created click on the Run Now button to run the first backup.

vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

i Dashboard Resource Groups
E® Settings
= Create F Edit ¥ Delete (O Runtsgw () Suspend I» Resum E’ Export
Resource Groups
Mame ription Poli
8 Policies _
. Datly.

Storage Systems

E®& Guest File Restore

»

9. Navigate to the Dashboard and, under Recent Job Activities click on the number next to Job ID to
open the job monitor and view the progress of the running job.



= vsphereclient O i

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

£ Dashboard

Ei Settings

Resource Groups
o Policies

&8 Storage Systems

[F& Guest File Restore

»

Dashboard
Status Job Manitor Reports Getting Started
RECENT JOB ACTIVITIES @ Hobgats -5 RY
) Backup Running Lob |D; 1 min ago
e 3 Backup of Resource Group ‘SOL_Servers witn Palicy ‘Daily_Snapmiror
3 (Job T)Primary Backup of Resource Group 'SQL_Servers’ with Policy ‘Daily_Snapmirror
& Retrieving Resource Group and Palicy information
& Discovering Resources
Walidate Retention Settings
@ Quiescing Applications
& Retrieving Metadata :
See All Hup: 1
& Creating Snapshot copy
CONFIGURATION © & Unqguiescing Applications
7 Registering Backup
@ e
Virtual Machines Datastores 5] Running, Start Time: 04/04/2024 04:33.01 PM.

14 SVMs

Use SCV to restore VMs, VMDKs and files

CLOSE

DOWNLOAD JOB LOGS

No data to dispiay.

The SnapCenter Plug-in allows restores of VMs, VMDKSs, files, and folders from primary or secondary backups.

VMs can be restored to the original host, or to an alternate host in the same vCenter Server, or to an alternate
ESXi host managed by the same vCenter or any vCenter in linked mode.

vVol VMs can be restored to the original host.

VMDAKs in traditional VMs can be restored to either the original or to an alternate datastore.

VMDKs in vVol VMs can be restored to the original datastore.

Individual files and folders in a guest file restore session can be restored, which attaches a backup copy of a
virtual disk and then restores the selected files or folders.

Complete the following steps to restore VMs, VMDKSs or individual folders.
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Restore VMs using SnapCenter Plug-in

Complete the following steps to restore a VM with SCV:

1. Navigate to the VM to be restored in the vSphere client, right click and navigate to SnapCenter Plug-
in for VMware vSphere. Select Restore from the sub-menu.
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— vSphere Client O

( = o [l
& OracleSrv_04 - I 5

[ ] @ @ Summary Monitor Configure Permissions |

v |]_J—_;:\:I vef-mO1-vcOl.sddc netapp.com

vef-mO1-deo1 Guest OS i Virtual Mac

v [ vef-wkld-veOl se
v [ vef-wkld-01-L

> B

5 Actions - OracleSrv_04

Power
v (G IT-INF-WK B
_ ues
[} vef-wki I
|=-| Gekinidd Snapshots I—I—
[ wef-wki ¥ Open Remote Console
Bl vefwkl
T Migrate...
G Oraclet A :
Clone

G5 Oraclet
- 'EconsoLe | @
o Oraclef e

Fault Tolerance

&7 SQLSR' VM Policies
G5 SQLSR
@nj SQLSR' Template
&7 SQLSR! Compatibility 0
i Win20;
Export System Logs... 4 CPU(s), 22 MHz used
@ Edit Settings... 32 GB, 0 GB memory active

100 GB | Thin Provision (3)
VCF_WHEKLD _03_isSCSl

Move to folder...

Rename... i
[01 2) vef-whkid-01-T-INF-WELD-01-v
Edit Nates {connected) | 00:50:56:83:02:f
: Q. .
Tags & Custom Attributes ? Disconnected <

ESXi 7.0 UZ and later (VM vers
Add Permission...

Alarms

v At Taclke &
Recent Tasks [l Create Resource Group

Task Name T Ef Add to Resource Group

=8 Attach Virtual Disk(s)

vSAN J =+ Detach Virtual Disk(s)

Il NetApp ONTAP toals G Rlﬁffe

Mt Soltrnns e SnapCenter Plug-in for VMware vSphere ° ey File Restore
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An alternative is to navigate to the datastore in inventory and then under the Configure
@ tab go to SnapCenter Plug-in for VMware vSphere > Backups. From the chosen
backup, select the VMs to be restored.

vSphere Client

1 < 3 :
B VCF_WKLD_03, Sl | iacrions
th B @ Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
v [B vef-mGt-veot.sddc.netapp.com Alarm Definitions _—
ackups
> B vetmotdeor Schecled Tasks P
v [ vef-wkld-veOt.sddc.netapp.com General # Rena 3¢ Delete [ Export
« [ vef-wkid-01-DC Device Backing Name Swws | Locatons Snapshot Loc...|  Created Time Mounted Poicy VMwiare Sn.
ct-wkid-esxOl-esx-install-datasts
B ucrkickesn-co store Conriectivity and Muffipstiing VCF_WKLD_ISCL_Datstore_04-122024 1250010083  Completed  Primary & Secondary - 4122024 25006PM  No Houry_Snapmirror  No ~
cf-whid-esx02-esx-install-datastore
B vetw X S Hardware Acceleration VCF_WKLD_ISC_Datesiore_04-12.2024_11.50010083  Completed Primary & Secondary - 4/12/2024 15006 A No Hourly_Snapmirtor  No
B vef-wiid-esx03-esx-install-datastore Capability sets \VICF_WKLD_ISC_Datastore_04-12-2024_105001.0014  Completed Primary & Secondary - 41212024 10:5007AM  No Hourly_Snapmirtor N

E vcf-wkid-esx04-esx-install-datastore
B VCF_WKLD_01
£ VCF_WKLD_02_VVOLS

SnapCenter Plug-in for VMwa... v/ VCF_WKLD_ISCI_Datestore_04-12-2024_0950010087 ~ Completed Primary & Secondary - 411212024 95006 AM  No Hourly_Snapmiror  No

Cl_Datastore_D4-12-2024_0850010050 ~ Completed Primary & Secondary - 411212024 85006 AM  No Hourly_Snapmirror  No

Resource Groups

Raciaps Cl_Datastore_04-12-2024_0750.01.0237 Completed Primary & Secondary - 4/12/2024 7:50:07 AM No Hourly_Snapmirror No
Cl_Datastore_04-12-2024_06.50.01.0068 Completed Primary & Secondary - 4/12/2024 6:50:06 AM No Hourly_Snapmirror No

Cl_Datastore_o:

24_0250010122  Completed Primary & Secondary - 411212024 25008 AM  No Hourly_Snapmirror  No

VCF_WKLD_ISCI_Datastore_04-12-2024_015001.0136  Completed Primary & Secondary - 411212024 15007 AM No Hourly_Snapmirror  No

-2024_0050010067  Completed  Primary & Secondary - 411212024 05006 AM  No Hourly_Snapmirror  No
2024 2350010062  Completed Primary & Secondary - 4M2024 115006PM  No Hourly_Snapmirror  No
\VCF_WKLD_ISCI_Datestore_04-11:2024 2250010000  Completed Primary & Secondary - 4/1/2024 105006 PM  No Hourly_Snapmirror  No

2. In the Restore wizard select the backup to be used. Click on Next to continue.

Restore X

IZeee Tatw Search a backup

Search for Backups b 1

Available backups

(This list shows primary backups. ou can modify the fiter to display primary and secondary backups.)

Name Backup Time Mounted Policy VMware Snapshot
VCF_WKLD_JSCI_ . 4/4/2024 450:0.. No Hourly_Snapmirror  No o)
VCF_WKLD_iSCl_... | 4//2024 4451.. | No Hourly_Snapmirror Mo
W
CANCEL

3. On the Select scope page fill out all required fields:

o Restore scope - Select to restore the entire virtual machine.
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o Restart VM - Choose whether to start the VM after the restore.

> Restore Location - Choose to restore to the orginal location or to an alternate location. When
choosing alternate location select the options from each of the fields:

= Destination vCenter Server - local vCenter or alternate vCenter in linked mode
Destination ESXi host

= Network

= VM name after restore

Select datastore:

Restore X

« 1. Select backup

Restore scope Entire virtual machine b
2. Select scope Restart VI O
4 SeeT] o Restore Location Original Location

(This will restore the entire VI to the original Hypenisor with the original

settings, Existing VM will be unregistered and replaced with this WM.}
© Alternate Location

(This will create a new VM on selected vCenter and Hypenisor with the

customized seftings.)

Destination vCenter Server 172.21.166.142 -
Destination ESXi host vf-whkld-esx04.sddcnetapp.com -
HNetwork wef-wkl d-0 - T-INF-WKLD-01-vds-01-pag- -
VM name after restore OracleSrv_04_restored

Select Datastore: VCF_WKLD_03_jSCSI hed

BACK FINISH CANCEL

Click on Next to continue.

. On the Select location page, choose to restore the VM from the primary or secondary ONTAP
storage system. Click on Next to continue.
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Restore

« 1. Select backup
Destination datastore Locations

« 2. Select scope
VCF_WHKLD_03_iSCSI (Primary) VCF_iSCSIVCF_WKLD_03_iSCSI v

3. Select location

(Secondary) svm_iscsiVCF_WKLD_03_jSCSI|_dest

< >

5. Finally, review the Summary and click on Finish to start the restore job.

Restore

« 1. Select backup

Virtual machine to be restored OracleSry_04
« 2. Select scope :

Backup name VCF_WKLD_iSC|_Datastore_04-04-2024 16.50.00.0940
+ 3. Select location

Restart virtual machine Mo

Restore Location Alternate Location

Destination vCenter Server 172.21.166.143

ESXi host to be used to mount the backup  vci-wkld-esx04.sddc.netapp.com

VM Network vel-wkld-01-T-INF-WKLD-01-vds-01-pg-magmt
Destination datastore WCF_WKLD_03_isCs|
VM name after restore QracleSn_04_restored

l} Change IP address of the newly created VI after restore operation to avoid IP conflict.

BACK CANCEL

6. The restore job progress can be monitored from the Recent Tasks pane in the vSphere Client and
from the job monitor in SCV.
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SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166 148:8080 v

Resource Groups
o Policies
&8 Storage Systems

[ Guest File Restore.

»

% Dashboard Dashboard

E& Settings

Job Details 1 18

{3 Restoring backup with name: VCF_WKLD_iSCI_Datastore_04-04-2024_16.50.00.0940

@ Preparing for Restore: Retrieving Backup metadata fram Repositary.

& PreRestore

@ Restore

Q Running, Start Time: 04/04/2024 04:58:24 Pl

v Recent Tasks Alarms

Task Name v | Target T ‘ Status ¥ | Details v | Initiator ?;e“e" Start Time v

NetApp Mount Datastore @ vef-wkid-esx04.sdd [— 35% Mount operation completed successfull VCF.LOCAL\Administrator 6ms 04/04/2024, 45827 P
c.nefapp.com M

NetApp Restore E wvef-wkid-esx04.sdd I 2% Restore operation started. VCF LOCAL\Administrator 10ms 04/04/2024, 458:27 P
c.netapp.com M

[Manage Columns Running ~  More Tasks
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Restore VMDKSs using SnapCenter Plug-in

ONTAP Tools allows full restore of VMDK'’s to their original location or the ability to attach a VMDK as a
new disk to a host system. In this scenario a VMDK will be attached to a Windows host in order to access

the file system.

To attach a VMDK from a backup, complete the following steps:

1. In the vSphere Client navigate to a VM and, from the Actions menu, select SnapCenter Plug-in for

VMware vSphere > Attach Virtual Disk(s).

vSphere Client

¢ & SGLSRV-01 o

"
W

10 E @ Summary Monitor Configure Permissions (2 Actions - SGLSRV-01 dates
= Pawer
s [@ vef-mOl-veOl.sddcnetapp.com i
i _ Gue: i
« [[@ vcf-wkid-vcOl.sddc.netapp.com Guest 0S Virtual | uest 05 1onS i Usage
T vef-wkid-01-DC Snapshots Last updated: 4/16/24, 2:06 PM
» [ Discovered virtual machine % Open Remote Console cPU
» B3 Orade
: T . er 2019 (64- 1.56 GHZ uses
B3 SGL Server ] Migrate
SQLSRV-01 Clone @ Memory
£ 6
& SGLSRV-02 T
e o 9 22.32 GB vues
2 soLsav-03 ault Tolerance
&% SGLSRV-04 Storage
o - VM Policies
> FJ Template: —————————
N | rauncH RemoTE console | @ @ 62.38 GB useu
> B vals Template
Compatibility
VIEW STATS
Export System Logs..
VM Hardware &7 Edit Settings Related Objects
p 4 CPU(s), 1629 MHz used Move to folder.. Cluster
R Rename... [l [T-INF-WHKLD-01
Memo MBS
i Edit Nates
Hard disk 1 (of 2) 100G Tags & Custom Attributes
See Al
Add Permission pes
Network adapter 1 (of3) -
Alarms
CD/DVD drive 1 -
Compatibility .
Storage
EDIT v_! i5C
vSAN % Create Resource Group
| § ENET TAP tools i Add to Resaurce Group
Notes Storfag s Plug-in for VMware vSphere 2 Altach Virtual Disk(s)
vM Sbrage Policies = Detach Virtual Disk(s}
{4 Restore
A | RecentTasks  Alarms uest Flie Rectore

2. In the Attach Virtual Disk(s) wizard, select the backup instance to be used and the particular VMDK

to be attached.
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Attach Virtual Disk(s) X

‘Click here to attach to alternate VM

Backup [ Search for Backups | Q l k 4
(This list shows primary backups, ify the fiter to display primary and secondary backups.)
Hame ' Backup Time Mounted ' Policy VMware Snapshot ‘

(LD_iSCI_Datastore_04-17

VCF_WKLD_iSCI_Datastors_04-17-2024 0750010204 411712024 75000AM  No ' Hourly_Snapmirrar No
WCF_WKLD_iSCI_Datastore_04-17-2024_06.50.01.0194 ”;11‘]7!2024 f:50:00 AM | Ma . Hourly_Snapmirrar | Mo
VCF_WKLD_iSC|_Datastore_04-17-2024_0550.01.0245 41712024 55001 AM No Haurly_Snapmirror No
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Filter options can be used to locate backups and to display backups from both primary
and secondary storage systems.
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3. After selecting all options, click on the Attach button to begin the restore process and attached the
VMDK to the host.

4. Once the attach procedure is complete the disk can be accessed from the OS of the host system. In
this case SCV attached the disk with its NTFS file system to the E: drive of our Windows SQL Server
and the SQL database files on the file system are accessible through File Explorer.
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Guest File System Restore using SnapCenter Plug-in

ONTAP Tools features guest file system restores from a VMDK on Windows Server OSes. This is
preformed centrally from the SnapCenter Plug-in interface.

For detailed information refer to Restore guest files and folders at the SCV documentation site.
To perform a guest file system restore for a Windows system, complete the following steps:
1. The first step is to create Run As credentials to provide access to the Windows host system. In the

vSphere Client navigate to the CSV plug-in interface and click on Guest File Restore in the main
menu.

vSphere Client

SnapCenter Plug-in for VMware vSphere |NSTANCE 172.21.166.148:8080 ~

% Dashboard Guest File Restore

E& Settings

Resource Groups

|$ Policies

B8 Storage Systems Guest Session Monitor
@.Guﬁl Fihmhre

> Run As Credentials

Proxy Credentials

2. Under Run As Credentials click on the + icon to open the Run As Credentials window.

3. Fill in a name for the credentials record, an administrator username and password for the Windows
system, and then click on the Select VM button to select an optional Proxy VM to be used for the
restore.
image::vmware-vcf-asa-image85.png[Run as credentials window]

4. On the Proxy VM page provide a name for the VM and locate it by searching by ESXi host or by
name. Once selected, click on Save.
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% Proxy VM X

VM Name  SOLSRV-01

(® Search by ESXi Host
ESXi Host vofwkld-esx04.sdde.netapp.com *

Virtual Machine SQLSRV-01 =
O Search by Virtual Machine name

| CAMCEL

5. Click on Save again in the Run As Credentials window to complete saving the record.

6. Next, navigate to a VM in the inventory. From the Actions menu, or by right-clicking on the VM, select
SnapCenter Plug-in for VMware vSphere > Guest File Restore.
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ESXi 7.0 U2 and iater (VM version 19)

[ Create Resource Group

&, Add to Resource Group

» Policies

= Attach Virtual Disk(s)

== Detach Virtual Disk(s)

SnapCenter Plug-in for VMwara vSphere

) Guest File Restore

ge Policies

7. On the Restore Scope page of the Guest File Restore wizard, select the backup to restore from, the
particular VMDK, and the location (primary or secondary) to restore the VMDK from. Click on Next to

continue.
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Guest File Restore W

1. Restore Scope

Backup Name Start Time End Time
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VMDK
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W
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Secondary.svm_iscsiVCF_WKLD_03 i5CSl _destSQL Servers_04-16-2024_13.52.34.0329

v

FiMISH CANCEL

8. On the Guest Details page, select to use Guest VM or Use Gues File Restore proxy VM for the
restore. Also, fill out email notification settings here if desired. Click on Next to continue.
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Guest File Restore

«~ 1. Restore Scope

2. Guest Details

@Use Guest VM

Guest File Restore operation will attach disk to guest VM

Run As Hame Username

Administrator administrator

(OUse Guest File Restore proxy VM
[C] Send email notification

Email send from:

Email send to:

Email subject: Guest File Restore

Authentication Mode

WINDOWS £

FINISH CANCEL

9. Finally, review the Summary page and click on Finish to begin the Guest File System Restore

session.

10. Back in the SnapCenter Plug-in interface, navigate to Guest File Restore again and view the running
session under Guest Session Monitor. Click on the icon under Browse Files to continue.

= vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 v

% Dashboard Guest File Restore

st .
B settings uest Contiguration

Resource Groups

@ Policies
Guest Session Monitor e

Storage Systems

F Guest File Restore Backup Name Source VM Disk Path Guest Mount Path

> SQL_Senvers_04-18-2024_13.52.340329  SQLSRV-01 [VCF_WKLD_03_iSCSl(sc-202404161419_ E1

Run As Credentials @

Proxy Credentials o

“Time To Expire Browse Files

23n8m

11. In the Guest File Browse wizard select the folder or files to restore and the file system location to
restore them to. Finally, click on Restore to start the Restore process.
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Guest File Browse
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Select Restore Location P

Select address family for UNC path:
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Fun As Credentials while triggering the Guest File Restare workflow
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It original file{s) exist:
© Always overwrite

Always skip
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CAMCEL

12. The restore job can be monitored from the vSphere Client task pane.

Additional information

For information on configuring VCF refer to VMware Cloud Foundation Documentation.
For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on using the SnapCenter Plug-in for VMware vSphere refer to the SnapCenter Plug-in for
VMware vSphere documentation.

VMware Cloud Foundation (VCF) is an integrated software defined data center (SDDC)
platform that provides a complete stack of software-defined infrastructure for running
enterprise applications in a hybrid cloud environment. It combines compute, storage,
networking, and management capabilities into a unified platform, offering a consistent
operational experience across private and public clouds.

Author: Josh Powell, Ravi BCB

VMware Cloud Foundation with NetApp AFF Arrays

This document provides information on storage options available for VMware Cloud Foundation using the
NetApp All-Flash AFF storage system. Supported storage options are covered with specific instruction for
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creating workload domains with NFS and vVol datastores as principal storage as well as a range of
supplemental storage options.

Use Cases

Use cases covered in this documentation:

« Storage options for customers seeking uniform environments across both private and public clouds.
« Automated solution for deploying virtual infrastructure for workload domains.

« Scalable storage solution tailored to meet evolving needs, even when not aligned directly with compute
resource requirements.

* Deploy VCF VI Workload Domains using ONTAP as principal storage.
* Deploy supplemental storage to VI Workload Domains using ONTAP Tools for VMware vSphere.

Audience

This solution is intended for the following people:
« Solution architects looking for more flexible storage options for VMware environments that are designed to
maximize TCO.

» Solution architects looking for VCF storage options that provide data protection and disaster recovery
options with the major cloud providers.

» Storage administrators wanting to understand how to configure VCF with principal and supplemental
storage.

Technology Overview

The VCF with NetApp AFF solution is comprised of the following major components:

VMware Cloud Foundation

VMware Cloud Foundation extends VMware’s vSphere hypervisor offerings by combining key components
such as SDDC Manager, vSphere, vSAN, NSX, and VMware Aria Suite to create a virtualized datacenter.

The VCF solution supports both native Kubernetes and virtual machine-based workloads. Key services such
as VMware vSphere, VMware vSAN, VMware NSX-T Data Center, and VMware vRealize Cloud Management
are integral components of the VCF package. When combined, these services establish a software-defined
infrastructure capable of efficiently managing compute, storage, networking, security, and cloud management.

VCF is comprised of a single management domain and up to 24 VI Workload Domains that each represent a

unit of application-ready infrastructure. A workload domain is comprised of one or more vSphere clusters
managed by a single vCenter instance.
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For more information on VCF architecture and planning, refer to Architecture Models and Workload Domain

Types in VMware Cloud Foundation.

VCF Storage Options

VMware divides storage options for VCF into principal and supplemental storage. The VCF Management
Domain must use vSAN as its principal storage. However, there are many supplemental storage options for the
Management Domain and both principal and supplemental storage options available for VI Workload Domains.
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Principal Storage for Workload Domains

Principal Storage refers to any type of storage that can be directly connected to a VI Workload Domain during
the setup process within SDDC Manager. Principal storage is the first datastore configured for a Workload
Domain and includes vSAN, vVols (VMFS), NFS and VMFS on Fibre Channel.

Supplemental Storage for Management and Workload Domains

Supplemental storage is the storage type that can be added to the management or workload domains at any
time after the cluster has been created. Supplemental storage represents the widest range of supported
storage options, all of which are supported on NetApp AFF arrays.

Additional documentation resources for VMware Cloud Foundation:
*VMware Cloud Foundation Documentation

* Supported Storage Types for VMware Cloud Foundation

* Managing Storage in VMware Cloud Foundation

NetApp All-Flash Storage Arrays

NetApp AFF (All Flash FAS) arrays are high-performance storage solutions designed to leverage the speed
and efficiency of flash technology. AFF arrays incorporate integrated data management features such as
snapshot-based backups, replication, thin provisioning, and data protection capabilities.

NetApp AFF arrays utilize the ONTAP storage operating system, offering comprehensive storage protocol
support for all storage options compatible with VCF, all within a unified architecture.
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NetApp AFF storage arrays are available in the highest performing A-Series and a QLC flash-based C-Series.
Both series use NVMe flash drives.

For more information on NetApp AFF A-Series storage arrays see the NetApp AFF A-Series landing page.

For more information on NetApp C-Series storage arrays see the NetApp AFF C-Series landing page.

NetApp ONTAP Tools for VMware vSphere

ONTAP Tools for VMware vSphere (OTV) allows administrators to manage NetApp storage directly from within
the vSphere Client. ONTAP Tools allows you to deploy and manage datastores, as well as provision vVol
datastores.

ONTAP Tools allows mapping of datastores to storage capability profiles which determine a set of storage
system attributes. This allows the creation of datastores with specific attributes such as storage performance
and QoS.

ONTAP Tools also includes a VMware vSphere APIs for Storage Awareness (VASA) Provider for ONTAP
storage systems which enables the provisioning of VMware Virtual Volumes (vVols) datastores, creation and
use of storage capability profiles, compliance verification, and performance monitoring.

For more information on NetApp ONTAP tools see the ONTAP tools for VMware vSphere Documentation page.

Solution Overview

In the scenarios presented in this documentation we will demonstrate how to use ONTAP storage systems as
principal storage for VCF VI Workload Domain deployments. In addition, we will install and use ONTAP Tools
for VMware vSphere to configure supplemental datastores for VI Workload Domains.

Scenarios covered in this documentation:

» Configure and use an NFS datastore as principal storage during VI Workload Domain deployment.
Click
here for deployment steps.

* Install and demonstrate the use of ONTAP Tools to configure and mount NFS datastores as
supplemental storage in VI Workload Domains. Click here for deployment steps.

In this scenario we will demonstrate how to configure an NFS datastore as principal
storage for the deployment of a VI Workload Domain in VCF. Where appropriate we will
refer to external documentation for the steps that must be performed in VCF’'s SDDC
Manager, and cover those steps that are specific to the storage configuration portion.

Author: Josh Powell, Ravi BCB

NFS as principal storage for VI Workload Domains

Scenario Overview

This scenario covers the following high level steps:

« Verify networking for the ONTAP storage virtual machine (SVM) and that a logical interface (LIF) is present
to carry NFS traffic.
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» Create an export policy to allow the ESXi hosts access to the NFS volume.

» Create an NFS volume on the ONTAP storage system.

» Create a Network Pool for NFS and vMotion traffic in SDDC Manager.

» Commission hosts in VCF for use in a VI Workload Domain.

* Deploy a VI Workload Domain in VCF using an NFS datastore as principal storage.
* Install NetApp NFS Plug-in for VMware VAAI

Prerequisites

This scenario requires the following components and configurations:

* NetApp AFF storage system with a storage virtual machine (SVM) configured to allow NFS traffic.

* Logical interface (LIF) has been created on the IP network that is to carry NFS traffic and is associated with
the SVM.

» VCF management domain deployment is complete and the SDDC Manager interface is accessible.
* 4 x ESXi hosts configured for communication on the VCF management network.

« I[P addresses reserved for vMotion and NFS storage traffic on the VLAN or network segment established
for this purpose.

When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server. This is
done using the management adapter on the ESXi hosts before any additional vmkernel adapter

@ is added with the NFS IP address. Therefore, it is necessary to ensure that either 1) the
management network is routable to the NFS Server, or 2) a LIF for the management network
has been added to the SVM hosting the NFS datastore volume, to ensure that the validation can
proceed.

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Deployment Steps

To deploy a VI Workload Domain with an NFS datastore as principal storage, complete the following steps:
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Verify networking for ONTAP SVM

Verify that the required logical interfaces have been established for the network that will carry NFS traffic
between the ONTAP storage cluster and VI Workload Domain.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on the SVM
to be used for NFS traffic. On the Overview tab, under NETWORK IP INTERFACES, click on the
numeric to the right of NFS. In the list verify that the required LIF IP addresses are listed.
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Buckets o

— ¥ 172.21.253.117
Qtroes N E
i M 172.21.253.118
Quotas 15_EHC_iSCS| N 17221253116
Storage VMs i @ 172.21.253.112
Yiess d  172.21.253.113

Sl o B17271.118.163
NETWORK

Temp_ 3510 M1 N J 172.21.118.164
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Alternately, verify the LIFs associated with an SVM from the ONTAP CLI with the following command:

network interface show -vserver <SVM NAME>

1. Verify that the ESXi hosts can communicate to the ONTAP NFS Server. Log into the ESXi host via
SSH and ping the SVM LIF:

vmkping <IP Address>
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When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server.
This is done using the management adapter on the ESXi hosts before any additional
vmkernel adapter is added with the NFS IP address. Therefore, it is necessary to ensure
that either 1) the management network is routable to the NFS Server, or 2) a LIF for the
management network has been added to the SVM hosting the NFS datastore volume, to
ensure that the validation can proceed.



Create Export Policy for sharing NFS volume

Create an export policy in ONTAP System Manager to define access control for NFS volumes.

1. In ONTAP System Manager click on Storage VMs in the left-hand menu and select an SVM from the

list.

2. On the Settings tab locate Export Policies and click on the arrow to access.

= [ ONTAP System Manager

DASHBOARD
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STORAGE

Volumes

LUNS
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NVMe Namespaces
Shares

Buckets

Qtrees
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Tiers

NETWORK

Search actions, objects, and p

Storage VMs
) Name o ~
EHC_NFS Al Storage VMs
EHC_iS
EHC NES Overview Settings SnapMirror [Local or Remote) File System
HMC_18
Pinned
HMC_3510
HME_ISCS]_3510 Export Policies
. defa
infra_svm_a300
41 Rule

0:0.0,0/0 for Any

0L0.0.0/0 for Any

3. In the New export policy window add a name for the policy, click on the Add new rules button and
then on the +Add button to begin adding a new rule.

125



126

New export policy

NAME

WKLD_DMo1

@ Copy rules from existing policy
STORAGE VM

svmo b

EXPORT POLICY

default v

RULES

Mo data

+ Add

| Add New Rules

Cancel

4. Fill in the IP Addresses, IP address range, or network that you wish to include in the rule. Uncheck the
SMB/Cifs and FlexCache boxes and make selections for the access details below. Selecting the
UNIX boxes is sufficient for ESXi host access.



New Rule %

CLIENT SPECIFICATION

172.21.166.0/24

ACCESS PROTOCOLS

SMB/CIFS

FlexCache
nrs [ nrsva B nFsv

ACCESS DETAILS

Type Read-only Access Read/Write Access Superuser ACcess

All
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UNIX
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Cancel

When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server.
This is done using the management adapter on the ESXi hosts before any additional

@ vmkernel adapter is added with the NFS IP address. Therefore, it is necessary to
ensure that the export policy includes the VCF management network in order to allow
the validation to proceed.

5. Once all rules have been entered click on the Save button to save the new Export Policy.

6. Alternately, you can create export policies and rules in the ONTAP CLI. Refer to the steps for creating
an export policy and adding rules in the ONTAP documentation.

o Use the ONTAP CLI to Create an export policy.
o Use the ONTAP CLI to Add a rule to an export policy.
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Create NFS volume

Create an NFS volume on the ONTAP storage system to be used as a datastore in the Workload Domain
deployment.

1. From ONTAP System Manager navigate to Storage > Volumes in the left-hand menu and click on
+Add to create a new volume.

= [ ONTAP System Manager

DASHBOARD

: More
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INSIGHTS
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Overview
vesall_E:!
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2. Add a name for the volume, fill out the desired capacity and selection the storage VM that will host the
volume. Click on More Options to continue.
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Add Volume X
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Export via NFS

More Options Cancel

3. Under Access Permissions, select the Export Policy which includes the VCF management network or
IP address and NFS network IP addresses that will be used for both validation of the NFS Server and
NFS traffic.
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Access Permissions

Export via NFS
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When deploying a VI Workload Domain, VCF validates connectivity to the NFS Server.
This is done using the management adapter on the ESXi hosts before any additional

@ vmkernel adapter is added with the NFS IP address. Therefore, it is necessary to
ensure that either 1) the management network is routable to the NFS Server, or 2) a
LIF for the management network has been added to the SVM hosting the NFS
datastore volume, to ensure that the validation can proceed.

4. Alternately, ONTAP Volumes can be created in the ONTAP CLI. For more information refer to the lun
create command in the ONTAP commands documentation.
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Create Network Pool in SDDC Manager

ANetwork Pool must be created in SDDC Manager before commissioning the ESXi hosts, as preparation
for deploying them in a VI Workload Domain. The Network Pool must include the network information and
IP address range(s) for VMkernel adapters to be used for communication with the NFS server.

1. From the SDDC Manager web interface navigate to Network Settings in the left-hand menu and click
on the + Create Network Pool button.

vmw Cloud Foundation )

&«

Network Settings

) Dashboard

. Network Pool DNS Cenfiguration NTP Configuration
:'J SOELItiOT!S e —

View Network Pool details
= Inventary ~

Gy Workload Domains

+ CREATE NET'\I‘.’_‘}RK POOL

[ Hosts Metwork Pool Name
& Lifecycle Management > : » | wcf-mOl-rp01
o Administration ~

2. Fill out a name for the Network Pool, select the check box for NFS and fill out all networking details.
Repeat this for the vMotion network information.
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& Dashboard

; Sotons

inventory

= Lifecytle Management

2 Addmirestiation

-} Becunty

Passimasd Manage

Developer Center

Network Settings

Metwork Poal

Create Network Pool

iy e iee e Dased =
Notwmn NFE_NPO!
etk T WEAN oo [ vMeda
MNFS Metwork Infarmaton
VLAN D 3374
Ty G000
Natwork TINNED
Subnet Mask ([ 255 255 AL

Dtault Gatewsy (I

3. Click the Save button to complete creating the Network Pool.

viotion Metwork Information

VLAN I (]

Mutwork (I

Sunnet Mask (1)

Detaus Gateway ([

P Address Ranges

e @ notwork i hi

an crRated

an0o

F2IWTO

702553850

WM




Commission Hosts

Before ESXi hosts can be deployed as a workload domain they must be added to the SDDC Manager
inventory. This involves providing the required information, passing validation and starting the
commissioning process.

For more information see Commission Hosts in the VCF Administration Guide.

1. From the SDDC Manager interface navigate to Hosts in the left-hand menu and click on the
Commission Hosts button.

Capacity Utilization across Hosts

. Hosts W
2 Dashboard

cPU A2 Totn MEmary oaETom  Hosts

2. The first page is a prerequisite checklist. Double-check all prerequisites and select all checkboxes to
proceed.
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Checklist

Commissicning a host adds it to the VMware Cloud Foundation imventory. T he host YOu Want to COmMmISSIOn MuUst meet
the checklist criterion below

Select Al

Host for vSAN/VSAN ESA workload domain should De vSAN/SAN ESA compliant and cartified per
the YMware Hardware Compatiblity Guide. BIOS, HBA, S50, HDD. etc. must match the VMware
Hardware Compatbility Guide

Hiost has a standard switch with two MIC ports with 8 minimum 10 Ghps speed

H Hiost has the drivers and firmware versions specified in the YWiware Compatibility Guide

Hiost has ESKI installed on it The host must be preinstalsd with supported versions (8.0 2-22380479)

Host is confligurad with DMNS server Tor Torward and reverse lookup and FODMN.

Hostname shoukd De =ame atc the FGDMN

Management [P i5 configurad t Tirst MIC port,

Ensure that the host has a standard switch and the default uplinks with 10Gb speed are conflgured
starting with traditional numbenina (e.g.. vmnicd) and increasing sequentially

B Host hardware heaith status is hesithy without any errors

n All disk partitions on HDD / 550 are deleted

u Ensure required network pool is created and avaiable before host commissoning.

Ensure hosts 1o be used Tor VSAN workload domain are associated with VSAN enabled network pool.

Enzsura hosts 1o e used Tor NFS workioad domain are associaled with NFS enabled nelwork pood.

Emsure nosts o e used Tor WYMES on FC workload gomain are asscciated with NFS or WMGTION only
enabied network pool

Ensure hosts to be used for vWol FC workload domain are associated with NFS or VMOTION only
engbied network pool

ﬂ Ensure hosts o be used for vWol NFS workioad domain are associated with NFS and VMOTION only
enabled netwaork pool

Ensura hosts Lo be used for vWiol I5C5] workload domain are associated with iSCSI1 and WMOTION onily
enabied network pool

For nosts with a DPU gevice, enable SR-10W in the BIOS and in the vSphera Chent {if required Dy Your
DPU vendork.

CANCEL

3. In the Host Addition and Validation window fill out the Host FQDN, Storage Type, The Network
Pool name that includes the vMotion and NFS storage IP addresses to be used for the workload
domain, and the credentials to access the ESXi host. Click on Add to add the host to the group of
hosts to be validated.

134



Commission Hosts

1 Host Addition and Validation

Host Addition and Validation

~ Add Hosts

You can either choose to add host one at a time or download JSON template and perform bulk commission

© Add new () Import

Host FQDN vef-wkld-esx02.sddc.netapp.com

Storage Type () vsaN [« N () VMFS on FC () wvol
Network Pool Name (§) lglpliant
User Name root
Password ssssmsmEe L] T
(9 o
Hosts Added

l @ Hosts added successfully. Add more or confirm fingerprint and validate host

(I confirm all Finger Prints (3)

N ) Validation
FQDN Network Pool IP Address Confirm FingerPrint Status ®
i vef-wkid- NFS_NPOT 172.21166.135 5 (5) Not Validated
esx01.sddcnetapp.com : SHAZ256:CKbsinf
EOG++z/
@ IpFUOFDIZtLuY
FZ47WicvVDp6v
EGM
T m 1hasts
CANCEL

4. Once all hosts to be validated have been added, click on the Validate All button to continue.

5. Assuming all hosts are validated, click on Next to continue.

VALIDATE ALL
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Hosts Added

‘ @ Host Validated Successiully

b

@D confirm all Finger prints ()

a

FOQDN

vei-whld-
e5x04 sddc netapp.com

vof-wkld-
esx03.sddc.netapp.com

vef-wkid-
esx02 sddc netapp.com

wvef-whld-
es5x01 sddc netapp.com

Metwork Pool

NFS_NPO1

@

NES_NPO1

@

NFS_NPO1

@

NFS_NPO1

&)

IF Address

172.21.166.138

17221166137

17221166136

17221.166.135

Confirm FingerPrint

o

SHA256:9Kg+9
nGatE45QkOMs
QPON/
k5gZB9zyKN+6
CBPmMXsvLBc

SHA256:NPX4/

mei/
2zmLJHfmPwbk
6zhapoUxV2IO
wZDPFHz+zo

SHA256:AMhyR
600pTAYYqO
DJhgVbj/M/
GvrQaqUy7Cet
MAIWY

SHA256:CKbsinf
EOG++z/
IpFUOFDI2tLuY
FZ47WicVDpév
EGM

VALIDATE ALL

~
Validation
Status ®

@) valid

@) Valid

(=) Valid

@) Valid

CANCEL

6. Review the list of hosts to be commissioned and click on the Commission button to start the process.
Monitor the commissioning process from the Task pane in SDDC manager.



Commission Hosts

1 Host Addition and Validation

2 Review

Review

Skip failed hosts during commissioning @ @) on

“ Validated Host(s)

vef-wkld-esx04 sddc.netapp.com

vef-wkid-esx03.sddc.netapp.com

vef-wkld-esx02 sddc.netapp.com

vel-wikid-esx01.sddenetapp.com

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.138
Storage Type: NFS

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.137
Storage Type. NFS

Network Pool Name: NFS_NPO1

IP Address: 172 21166136
Storage Type: NFS

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.135
Storage Type: NFS

CANCEL
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Deploy VI Workload Domain

Deploying VI workload domains is accomplished using the VCF Cloud Manager interface. Only the steps
related to the storage configuration will be presented here.

For step-by-step instructions on deploying a VI workload domain refer to Deploy a VI Workload Domain

Using the SDDC Manager Ul.

1. From the SDDC Manager Dashboard click on + Workload Domain in the upper right hand corner to
create a new Workload Domain.

=) Dashbosrd
Soltions

Inventory

SDDC Manager Dashboard o

£ WORKLOAD DOMAIN «

- Workioad g
n ot @ 0 Solutions
> Workload Management

3 Lifecychs Management

Admenistration

1 Workload Domains

Host Type and Usage

Host Types

CPU, Memory, Storage Usage o Recent tasks

=1} ’ Tota 0794 W00 AM

Top Damains in alocated CPU Usage

Memaory

Top Domains n allocated Memory Lisage

2. In the VI Configuration wizard fill out the sections for General Info, Cluster, Compute, Networking,

and Host Selection as required.

For information on filling out the information required in the VI Configuration wizard refer to Deploy a VI

Workload Domain Using the SDDC Manager Ul.

+

image::vmware-vcf-aff-image13.png[VI Configuration Wizard]

1. In the NFS Storage section fill out the Datastore Name, the folder mount point of the NFS volume and
the IP address of the ONTAP NFS storage VM LIF.

VI Configuration

1 General Info
2 Cluster

3 Compute
4 Networking

5 Host Selection

6 NFS Storage
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NFS Share Details

Datastore Name (1)

Folder (1)

NFS Server IP Address (1)

VCF_WEKLD_01

INVCF_WHKLD_O1

17221118163
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2. In the VI Configuration wizard complete the Switch Configuration and License steps, and then click on

Finish to start the Workload Domain creation process.

VI Configuration

General Info

2 Cluster

3 Compute

4 Networking

5 Host Selection

6 NFS Storage

7 Switch Configuration

B License

9 Review

Review

~w General

Virtual infrastructure Name

Organization Name

S50 Domain Option

W Cluster

Cluster Name

~ Compute

vCanier IP Addrass

vCenter DNS Name

vCenter Subnet Mask

vCenter Defaull Gateway

~ Networking

NSX Manager Instance Option

NSX Manager Cluster 1P

NSX Manager Cluster FQDN

N5X Managet I[P Addresses

Joining Management S50 Domain

IT-INF-WKLD-0O1

1721166143

vel-whkid-voO sdde nelapp com

255.255.2550

Creating new M5X instance

172 21166147

vet-wO-nsxcl01 sdde netapp com

17221166144, 172 21166.145, 172 21 166.146

CANCEL | BACK |

3. Monitor the process and resolve any validation issues that arise during the process.

Install NetApp NFS Plug-in for VMware VAAI

The NetApp NFS Plug-in for VMware VAAI integrates the VMware Virtual Disk Libraries installed on the
ESXi host and provides higher performance cloning operations that finish faster. This is a recommended
procedure when using ONTAP storage systems with VMware vSphere.

For step-by-step instructions on deploying the NetApp NFS Plug-in for VMware VAAI following the

instructions at Install NetApp NFS Plug-in for VMware VAAI.

Video demo for this solution

NFS Datastores as Principal Storage for VCF Workload Domains

Migration of VMs
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Migrate VMs to ONTAP Datastores

Author: Suresh Thoppay

VMware vSphere by Broadcom supports VMFS, NFS, and vVol datastores for hosting
virtual machines. Customers have the option to create those datastores with hyper
converged infrastructures or with centralized shared storage systems. Customers often
see the value with hosting on ONTAP based storage systems to provide space efficient
snapshots and clones of Virtual machines, flexiblity to choose various deployment models
across the datacenters and clouds, operational efficiency with monitoring and alerting
tools, security, governance and optional compliance tools to inspect VM data, etc,.

VMs hosted on ONTAP datastores can be protected using SnapCenter Plugin for VMware vSphere (SCV).
SCV creates storage based snapshots and also replicates to remote ONTAP storage system. Restores can be
performed either from Primary or Secondary storage systems.

Customers has flexibility to choose Cloud Insights or Aria Operations or combination of both or other third party
tools that use ONTAP api to troubleshoot, performance monitoring, reporting and alert notification features.

Customers can easily provision datastore using ONTAP Tools vCenter Plug-in or its APl and VMs can be
migrated to ONTAP datastores even while it is powered on.

Some VMs which are deployed with external management tool like Aria Automation, Tanzu (or
other Kubernetes flavors) are usually depends on VM storage policy. If migrating between the

@ datastores within same VM storage policy, it should be of less impact for the applications. Check
with Application owners to properly migrate those VMs to new datastore. vSphere 8 introduced
vMotion notification to prepare application for the vMotion.

Network Requirements
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VM migration with vMotion

It is assumed that dual storage network is already in place for the ONTAP datastore to provide
connectivity, fault tolerance and performance boost.

Migration of VMs across the vSphere hosts are also handled by the VMKernel interface of the vSphere
host. For hot migration (powered on VMs), VMKernel interface with vMotion enabled service is used and
for cold migration (powered off VMs), VMKernel interface with Provisioning service enabled is consumed
to move the data. If no valid interface was found, it will use the management interface to move the data
which may not be desirable for certain use cases.

Summary Monitor Configure Permissions VMs Datastores Networks Updates
Storage v VMkernel adapters
Storage Adapters
ADD NETWORKING REFRESH
Storage Devices
Host Cache Configuration Device v T v | TCP/P Stack v | Enabled Services v
Protecol Endpoints ' »
/O Filters » SAN
Networking v
H » Motion 2
Virtual switches.
-
kernel adapters
Physical adapters Po»
RDMA ada »
TCP/IP configuration =
» v Provisioning
Virtual Machines v
When you edit the VMKernel interface, here is the option to enable the required services.
vmk2 - Edit Settings | esxi-hc-03.sddc.netapp.com %
Port ties k
HL propeTias TCP/IP stack Default
Pvd sefttings
IPvd settings MTU (Bytes) 3000
IPvE settings
Available services
Enabled services vMotion |_J vSphere Replication NFC |} NVMe over RDMA

] vSAN

vSAN Witness

Ensure at least two high-speed active uplink nics are available for the portgroup used by
vMotion and Provisioning VMkernel interfaces.
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VM Migration Scenarios

vMotion is often used to migrate the VMs irrespective of its power state. Additional considerations and
migration procedure for specific scenarios is available below.

@ Understand VM Conditions and Limitation of vSphere vMotion before proceeding with any VM
migration options.
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Migration of VMs from specific vSphere Datastore

Follow the procedure below to migrate VMs to new Datastore using Ul.

1. With vSphere Web Client, select the Datastore from the storage inventory and click on VMs tab.

= vSphere Client O

¢ B vsanDatastore | :actions

[D} @ @ Summary Monitor Configure Permissions Files Hosts VMs

[ vcsa-he.sddc.netapp.com B : B
o Virtual Machines [EECRETIGIEISH

~ [1 Datacenter

2. Select the VMs that needs to be migrated and right click to select Migrate option.

Gd ake-admin-ws-1-28-repeat Actions - 4 Objects

= Power
| | # @@ gke-admin-ws-asy

Guest OS

Snapshots

(3:_1 Migrate... )

VM Policies

Template

—_— .

3. Choose option to change storage only, Click Next

4 Virtual Machines - Select a migration type ¢

Mlgfate Change the virtual machines’ compute resource, storage, or both

1 select amigration type (_} Change compute resource only
Migrate the virtual machines to another host or cluste

o Change storage only

Migra e virtual machines’ storage to a compatible d datasto ust
[ Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster
Cross vCenter Server export
Migrate the virtual machines to a vCenter Server not linked to the current SSO domain
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4. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.

4 Virtual Machines - Select storage %

Mlgrate Select the destination storage for the virtual machine migration,

BATCH CONFIGURE ONFIGL

| S Jratit Select virtual disk format
VM Storage Policy
2 Select storage ] pisabie Storage DR

Name T

Storage

Capacity Provisioned Free 1
Compatibility T pacity T avisic T v

3438 GB

Compatible 195 TB

Compatibility

Compatibility checks succeeded

CANCEL BACK | NEXT

5. Review and click on Finish.

4 Virtual Machines - Ready to complete X

Mlgrate Verify that the information is correct and click Finish to start the migration

Migration Type ve VM on the onginal compute resource
Virtual Machine

Storage

VM storage policy

3 Ready to complete Disk Format Thin Provision

eancer [ mace | [

To migrate VMs using PowerCLlI, here is the sample script.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific datastore
Svm = Get-DataStore 'vSanDatastore' | Get-VM Har*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to Datastore specified by Policy
Svm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy

Sstoragepolicy)

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration
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Migration of VMs in same vSphere cluster

Follow the procedure below to migrate VMs to new Datastore using Ul.

1. With vSphere Web Client, select the Cluster from the Host and Cluster inventory and click on VMs
tab.

— vSphere Client Q.

¢ @ vef-mOT-clol | :acrions

18] 8B @ Summary  Monitor  Configure  Permissions  Hosts  VMs  Datastores  Networks  Updates

~ [@ vcf-mOi-vcOl.sddc.netapp.com

Virtual Machines
v [ vef-mOl-deOl

Bl ([]] vcf-mO1-clol Quick Filter

2. Select the VMs that needs to be migrated and right click to select Migrate option.

) | N (R e T, L 2 1= WP - z 39 78 (GF
L | i W gke-admin-ws-1-28-repeat Actions - 4 Objects 32.78 GE
= = Power - ;

(] % @ gke-admin-ws-asv 46.51GB

Guest OS

hammerdb-01

Snapshots

(3:_)‘ Migrate... )

VM Policies

Template

3. Choose option to change storage only, Click Next

4 Virtual Machines - Select a migration type %

Mlgfate Change the virtual machines' compute resource, storage, or both

1 Select a migration type (_} Change compute resource only
Migrate the virtual machines to another host of cluste

o Change storage enly

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster
{ Change both compute resource and storage
Migrate the virtual machings to a specific host or cluster and their storage to a specific datastore or datastore cluster

Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current 550 domain
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4. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.

4 Virtual Machines - Select storage

Mlgrate Select the destination storage for the virtual machine migration

BATCH CONFIGURE ONFIGL

| S Jratit Select virtual disk format
VM Storage Policy
2 Select storage ] pisabie Storage DR

Name T

Storage

C 1)
Compatiblity ¥ | “epacly

Compatible.

Compatibility

3438 GB

Provisioned 1 Free T T

195 TB

Compatibility checks succeeded

CANCEL BACK | NEXT

5. Review and click on Finish.

4 Virtual Machines - Ready to complete

Mlgrate Verify that the information is correct and click Finish to start the migration

Migration Type
Virtual Machine

Storage

VM storage policy

3 Ready to complete Disk Format Thin Provision

To migrate VMs using PowerCLlI, here is the sample script.

ve VM on the original compute resource

eancer [ mace | [
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' | Get-VM Aria*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to Datastore specified by Policy
Svm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy)

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration

When Datastore Cluster is in use with fully automated storage DRS (Dynamic Resource
Scheduling) and both (source & target) datastores are of same type (VMFS/NFS/vVol),

Keep both datastores in same storage cluster and migrate VMs from source datastore by
enabling maintenance mode on the source. Experience will be similar to how compute
hosts are handled for maintenance.
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Migration of VMs across multiple vSphere clusters

@ Refer CPU Compatibility and vSphere Enhanced vMotion Compatibility when source and
target hosts are of different CPU family or model.

Follow the procedure below to migrate VMs to new Datastore using Ul.

1. With vSphere Web Client, select the Cluster from the Host and Cluster inventory and click on VMs
tab.

— vSphere Client O,

¢ m vef-mOT-clO1 | :acrions

15)] B @ Summary  Monitor  Configure  Permissions  Hosts  VMs  Datastores  Networks  Updates

~ @ vcf-mOi1-vcOlsddc.netapp.com z
Virtual Machines e tes | vApps

v [ vef-mol-deOl

Bl ([]] vcf-mO1-clot Quick Filter

2. Select the VMs that needs to be migrated and right click to select Migrate option.

p== F T ) ) TI——
l__ | G gke-admin-ws-1-28-repeat Actions - 4 Objects 32 78 GE
—_ = Power =
(] # @@ gke-admin-ws-asv 46.51 GB
Guest OS
hammerdb-01
Snapshots

hammerdb-02 _
(@ Migrate...

hammerdb-03

VM Policies

hammerdb-04

Template

3. Choose option to change compute resource and storage, Click Next
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4 Virtual Machines - Select a migration type %

M|grate Change the virtual machines’ compute resource, storage, or both

1 Select amigration type (_) Change compute resource only
Migrate the virtual machines to another host of

{ '_ Change storage only

cluster

agetoac

Migrate the virtual machines® st mpatible datastore or datastore cluster

© change both compute resource and storage

Migrate the virtua chines to a specific host or cluster and the acific datas

") Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked 1o the current 550 domain.

CANCEL NEXT

4. Navigate and pick the right cluster to migrate.

4 Virtual Machines - Select a compute resource »
Migrate Select a cluster, host, vApp or resource pool to run the virtual machines,

v [E vef-mOl-vcOlsdde.netapp.com
| Select a mig | type M vei-mOi-deOi

vef-whkid-veOlsddo.netapp.com

2 Select a compute resource v [ vef-wkid-01-DC

IT-INF-WKLD-01

Compatibility

Compatibility checks succeeded

CANCEL | BACK NEXT

5. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.
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4 Virtual Machines - Select storage %

Mjgrate Select the destination storage for the virtual machine migration
CONFIGURE PER DISK
Select a migration type Select virtual disk format Thin Provisior
VM Storage Policy | NFS
Sal 1 Bute

Storage

Name T Compatibility T Capacity T Provisioned ¥ Fres T T
3 Select storage
Compatible 591GB

Compatibility

Compatibility checks succeeded.

6. Pick the VM folder to place the target VMs.

4 Virtual Machines - Select folder %
Mlgl’ate Select the destination virtual machine folder for the virtual machine migration
Select location for the virtual machine migration

v [l vef-wkid-01-DC

] Discovered virtual machine

B vCLs

4 Select folder

<" Compatibility checks succeeded.

CANCEL BACK | NEXT

7. Select the target port group.
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4 Virtual Machines -
Migrate

t folder

5 Select networks

Select networks %

Select destination networks for the virtual machine migration.
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network

Source Network T Used By T Destination Metwork T

C-DPortGroup-YM-Mgmt 4 VMs /4N

D

1-4T-INF-WHK

B | S

ADVANC

Compatibility

~" Compatibility checks succeeded.,

CANCEL BACK

8. Review and click on Finish.

4 Virtual Machines -
Migrate

migration type

3 Ready to complete

Ready to complete X

Verify that the information is correct and click Finish to start the migration

A

& storage. Leave VM on the onginal comyg

Migration Type
Virtual Maching

Storage

VM storage policy

Thin Prowvisic

Disk Format

To migrate VMs using PowerCLlI, here is the sample script.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' | Get-VM Aria*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to another cluster and Datastore specified by Policy
Svm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore
(Get-SPBMCompatibleStorage -StoragePolicy S$storagepolicy)

#When Portgroup is specific to each cluster, replace the above command
with

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore
(Get-SPBMCompatibleStorage -StoragePolicy S$storagepolicy) —-PortGroup
(Get-VirtualPortGroup 'VLAN 101"')

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration
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Migration of VMs across vCenter servers in same SSO domain

Follow the procedure below to migrate VMs to new vCenter server which is listed on same vSphere Client
ul.

(D For additional requirements like source and target vCenter versions,etc., check vSphere
documentation on requirements for vMotion between vCenter server instances

1. With vSphere Web Client, select the Cluster from the Host and Cluster inventory and click on VMs

— vSphereClient O,
o P
[t vef-mO1-clO1 | : acrions
[D] g @ Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates
- [ vet-mOi-veOlsdde netapp.com 7
Virtual Machines vApps
v [ vef-m0i-deOi
B (1] vci-mO1-ciol R

2. Select the VMs that needs to be migrated and right click to select Migrate option.

gke-admin-ws-1-28-repeat . Actions - 4 Objects

.
2"

Power
] gke-admin-ws-asv 46.51 GB

Guest OS

O
E

Snapshots

(‘j:)‘ Migrate... )

VM Policies

Template

S . _———— ==

3. Choose option to change compute resource and storage, Click Next
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4 Virtual Machines - Select a migration type %

M|grate Change the virtual machines’ compute resource, storage, or both

1 Select amigration type (_) Change compute resource only
Migrate the virtual machines to another host of

{ '_ Change storage only

cluster

agetoac

Migrate the virtual machines® st mpatible datastore or datastore cluster

© change both compute resource and storage

Migrate the virtua chines to a specific host or cluster and the acific datas

") Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked 1o the current 550 domain.

CANCEL NEXT

&
wn

elect the target cluster in target vCenter server.

4 Virtual Machines - Select a compute resource »
Migrate Select a cluster, host, vApp or resource pool to run the virtual machines,

v [E vef-mOl-vcOlsdde.netapp.com
| Select a mig | type M vei-mOi-deOi

vef-whkid-veOlsddo.netapp.com

2 Select a compute resource v [ vef-wkid-01-DC

IT-INF-WKLD-01

Compatibility

Compatibility checks succeeded

CANCEL | BACK NEXT

5. Select the desired VM Storage Policy and pick the datastore that is compatible. Click Next.
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4 Virtual Machines - Select storage %

Mjgrate Select the destination storage for the virtual machine migration
CONFIGURE PER DISK
Select a migration type Select virtual disk format Thin Provisior
VM Storage Policy | NFS
Sal 1 Bute

Storage

Name T Compatibility T Capacity T Provisioned ¥ Fres T T
3 Select storage
Compatible 591GB

Compatibility

Compatibility checks succeeded.

6. Pick the VM folder to place the target VMs.

4 Virtual Machines - Select folder %
Mlgl’ate Select the destination virtual machine folder for the virtual machine migration
Select location for the virtual machine migration

v [l vef-wkid-01-DC

] Discovered virtual machine

B vCLs

4 Select folder

<" Compatibility checks succeeded.

CANCEL BACK | NEXT

7. Select the target port group.
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4 Virtual Machines -
Migrate

gration type

2 Select a compute resource

act folder

5 Select networks

Select networks %

Select destination networks for the virtual machine migration.
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network

Source Network T Used By T Destination Metwork T

up-vYM-Mgmt 4WVMs /4

YC-DPor

#» | S

INF-WEL

vcf-whiid-

ADVANC

Compatibility

~" Compatibility checks succeeded.,

BACK

CANCEL

8. Review the migration options and click Finish.

4 Virtual Machines -
Migrate
Select a migration type

2 Select storage

3 Ready to complete

Ready to complete X

Verify that the information is correct and click Finish to start the migration

Change storage, Leave VM on the original com

Migration Type

Virtual Maching

Migrating 4 VMs

Storage

VM storage policy

Disk Format Thin Prowvisic

To migrate VMs using PowerCLlI, here is the sample script.
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#Authenticate to Source vCenter
Ssourcevc = Connect-VIServer -server vcsall.sddc.netapp.local -force
Stargetvc = Connect-VIServer -server vcsal2.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' -server S$sourcevc| Get-VM Win¥*

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'iSCSI' -server Stargetvc

#Migrate VMs to target vCenter

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server
Stargetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy -server Stargetvc) —-PortGroup (Get-VirtualPortGroup
'VLAN 101' -server Stargetvc)

Stargetvm = Get-Cluster 'Target Cluster' -server Stargetvc | Get-VM
Win*

#Gather VM Disk info
Stargetvmdisk = Stargetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy Sstoragepolicy

#Ensure VM Storage Policy remains compliant.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration
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Migration of VMs across vCenter servers in different SSO domain

This scenario assumes the communication exists between the vCenter servers. Otherwise
check the across datacenter location scenario listed below. For prerequisites, check
vSphere documentation on Advanced Cross vCenter vMotion

Follow the procedure below to migrate VMs to differnt vCenter server using Ul.

1. With vSphere Web Client, select the source vCenter server and click on VMs tab.

— vsphere Client O,

¢ @ vesa-hcsddcnetapp.com
m g8 e Summary  Monitor  Configure  Permi

Sl vcsa-he.sddc.netapp.com

Virtual Machines [V es | vapps

> [ HMC Cluster

2. Select the VMs that needs to be migrated and right click to select Migrate option.

gke-admin-ws-1-28-repeat . Actions - 4 Objects

.
2"

Power

O
e

gke-admin-ws-asv

Guest OS

Snapshots

(j:)‘ Migrate... )

VM Policies

Template

3. Choose option Cross vCenter Server export, Click Next
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4 Virtual Machines - Select a migration type x

Mlgrate Change the virtual machines' compute resource, storage, or both

1 Select a migration type () Change compute resource only
Migrate the virtual machines to another host or cluster

() Change storage only
Migrate the virtual machines’ storage 1o a compatible datastore or datastore cluster
{_) Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and thelr storage 1o a specific datastore or datastore cluster

@CIOSS vCenter Server export

r not linked to the current S50 domain

| Keep VMs on the source vCenter Server (performs a VM clone operation)

TANZEL m

VM can also be imported from the target vCenter server. For that procedure, check
Import or Clone a Virtual Machine with Advanced Cross vCenter vMotion

4. Provide vCenter credential details and click Login.

Migrate | SQLSRV-05 Select a target vCenter Server X

Export Virtual Machines to the selected target vCenter Server

— | SAVED VCENTER SERVERS NEW VCENTER SERVER

2 Select a target vCenter Server e Sereer addians

Username administratornavef local

Password

Save vCenter Server address @

LOGIN

CANCEL I BACK ‘ NEXT

5. Confirm and Accept the SSL certificate thumbprint of vCenter server
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Security Alert X

Unable to verify the authenticity of the external vCenter Server.

The SHAT1 thumbprint of the vCenter Server certificate is:
& 17:42:0C:EB:82:1E:A9:86:F1:E0:70:93:AD:EB:8C:0F:27:41:F1:30

Connect anyway?

Click Yes if you trust the vCenter Server.

Click No to cancel connecting to the vCenter Server.

6. Expand target vCenter and select the target compute cluster.

Migrate | SQLSRV-05 Select a compute resource %

Select a cluster, host, vApp or resource pool to run the virtual machines.

VM oRIGIN (@)

1 Select a migration type
v a_§ vef-whkid-veDl sddc.netapp.com

2 Select a target vCenter Server v [ vef-wkid-01-0C

B (] IT-INF-WKLD-01
3 Select a compute resource

Compatibility

< Compatibility checks succeeded

7. Select the target datastore based on the VM Storage Policy.
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Migrate | SQLSRV-05 Select storage

Select the destination storage for the virtual machine migration

t a rmugration type
BATCH CONFIGURE C

Select virtual disk format

VM ORIGIN @

VM Storage Policy

Storage v Capacity oy @ Provisioned y | Free v

Name hd Compatibility
4 Select storage
Compatible

A 3 vef-wkid-esx0 tor ncompatible " GH 3,68 GB =B
= vef sx02-e5 compatible £ B B GB

Compatibility

Compatibility checks succeeded

AMCEL

)

8. Select the target VM folder.

Migrate | SQLSRV-05 Select folder

Select the destination virtual machine folder for the virtual machine migration

1 oriGIN (D)

Select location for the virtual machine migration
[l vef-wkid-01-DC

Discovered virtual machine

£ Oracle

5 Select folder

Compatibility checks succeaded

9. Pick the VM portgroup for each network interface card mapping.
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Migrate | SQLSRV-05 Select networks X

Select destination networks for the virtual machine migration
vM ORIGIN (D)
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network.

2
% Source Nelwork T Used By T Destination Network T
. » LVMs /1 Ne vet-whid-01-IT-1
4 » Data A 1WMs /1 Ne adapters
b DataB-3 1VMs /1 Network adapters

6 Select networ

Compatibility

Compatibility checks succeeded

CANCEL ‘ BACK | NEXT

10. Review and click Finish to start the vMotion across the vCenter servers.

Migrate | SQLSRV-05 Ready to complete x
Verify that the information is correct and click Finish to start the migration.

1 Select a migration type vMm oriGiN (D

Migration Type

=

(8]
L4
i

[
g
o
o

Virtual Machine

3 Select acc te resource veenipl

Folder
4 Cluster

Networks Virtua! k adapters from 3 networks & reassigned ton
5 -t folder Storage VCF_W

VM storage policy
ot networks

7 Ready to complete

Disk Format Thin F

CANCEL | BACK | FINISH

To migrate VMs using PowerCLlI, here is the sample script.
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#Authenticate to Source vCenter
Ssourcevc = Connect-VIServer -server vcsall.sddc.netapp.local -force
Stargetvc = Connect-VIServer -server vcsal2.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'Source Cluster' -server S$Ssourcevc| Get-VM Win*

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'iSCSI' -server Stargetvc

#Migrate VMs to target vCenter

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server
Stargetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy -server Stargetvc) —-PortGroup (Get-VirtualPortGroup
'VLAN 101' -server Stargetvc)

Stargetvm = Get-Cluster 'Target Cluster' -server Stargetvc | Get-VM
Win*

#Gather VM Disk info
Stargetvmdisk = Stargetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy Sstoragepolicy

#Ensure VM Storage Policy remains compliant.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration

Migration of VMs across datacenter locations

* When Layer 2 traffic is stretched across datacenters either by using NSX Federation or other options,
follow the procedure for migrating VMs across vCenter servers.

» HCX provides various migration types including Replication Assisted vMotion across the datacenters
to move VM without any downtime.

 Site Recovery Manager (SRM) is typically meant for Disaster Recovery purposes and also often used
for planned migration utilizing storage array based replication.

* Continous Data Protection (CDP) products use vSphere API for IO (VAIO) to intercept the data and
send a copy to remote location for near zero RPO solution.

» Backup and Recovery products can also be utilized. But often results in longer RTO.

» BlueXP Disaster Recovery as a Service (DRaaS) utilizes storage array based replication and
automates certain tasks to recover the VMs at target site.
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Migration of VMs in hybrid cloud environment

» Configure Hybrid Linked Mode and follow the procedure of Migration of VMs across vCenter servers
in same SSO domain

« HCX provides various migration types including Replication Assisted vMotion across the datacenters
to move VM while it is powered on.

o TR 4942: Migrate Workloads to FSx ONTAP datastore using VMware HCX

o TR-4940: Migrate workloads to Azure NetApp Files datastore using VMware HCX - Quickstart
guide

o Migrate workloads to NetApp Cloud Volume Service datastore on Google Cloud VMware Engine
using VMware HCX - Quickstart guide

* BlueXP Disaster Recovery as a Service (DRaaS) utilizes storage array based replication and
automates certain tasks to recover the VMs at target site.

» With supported Continous Data Protection (CDP) products that use vSphere API for 1O (VAIO) to
intercept the data and send a copy to remote location for near zero RPO solution.

When the source VM resides on block vVol datastore, it can be replicated with SnapMirror
to Amazon FSx for NetApp ONTAP or Cloud Volumes ONTAP (CVO) at other supported
cloud providers and consume as iSCSI volume with cloud native VMs.

VM Template Migration Scenarios

VM Templates can be managed by vCenter Server or by a content library. Distribution of VM templates, OVF
and OVA templates, other types of files are handled by publishing it in local content library and remote content
libraries can subscribe to it.

* VM templates stored on vCenter inventory can be converted to VM and use the VM migration options.

* OVF and OVA templates, other types of files stored on content library can be cloned to other content
libraries.

» Content library VM Templates can be hosted on any datastore and needs to be added into new content
library.
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Migration of VM templates hosted on datastore

1. In vSphere Web Client, right click on the VM template under VM and Templates folder view and select

option to convert to VM.

vSphere Client

i

> 3 RTP
> [ SQL Server
s [ Tanzu

v [ Templates
@ ESXi-8.0-Ula
@) vdbench template

&) winl0-template

&) win2019 template

b Recent Tasks

Task Name

Import OVF package

(s

B win2022-template

(B HMC Clu¢

: win10-template

Summary Monitor Configure

VM Template Details

Guest OS

VMware Tools

@|; \ DNS Name (1)

IP Addresses

Encryption
Py
[®) Actions - win10-template

g% New VM from This Template...

‘ g® Convert to Virtual Machine... ,

[39 Clone to Template...

g? Clone to Library...

Move to folder...

Rename.,

Tags & Custom Attributes

Add Permission...

Alarms

Remove from Inventory

Delete from Disk

vSAN

I NetApp ONTAP tools

2. Once it is converted as VM, follow the VM migration options.
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Permissions D

:J Microsoft Window

Not running, version:123:

DESKTOP-HGNBVPL

Not encrypted

Notes

No note



Clone of Content Library items

1. In vSphere Web Client, select Content Libraries
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vSphere Client

() Home

& Shortcuts

L=

= Inventor

[5] Content Libraries

e Workload Management

& Global Inventory Lists

[R Policies and Profiles
A Auto Deploy
¢» Hybrid Cloud Services

<> Developer Center

‘& Administration

[E] Tasks

(5] Events

© Tags & Custom Attributes

£ Lifecycle Manager

I SnapCenter Plug-in for VMware vSphere
“ NetApp ONTAP tools

@) Cloud Provider Services

) NSX

5 VMware Aria Operations Configuration

@ Skyline Health Diagnostics
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2. Select the content library in which the item you like to clone

3. Right click on the item and click on Clone ltem ..

= vSphere Client

16.97 MB.

tApp ONTAP-9.12.1.5

B
1461a8

@ If using action menu, make sure correct target object is listed to perform action.

4. Select the target content library and click on OK.

Clone Library ltem | NetApp ONTAP-9.12.1.5 %
MName NetApp ONTAP-9.12.1.5
MNotes

Select a content library where to clone the library item.

Name Notes Creation Date

cLOl 9/26/2023, 5:02:03 PM

| cLo2 4/1/2024, 12:37:51PM

e | R

5. Validate the item is available on target content library.
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1 cLoz

Here is the sample PowerCLlI script to copy the content libary items from content library CLO1 to CL02.

#Authenticate to vCenter Server (s)
Ssourcevc = Connect-VIServer -server 'vcenter0Ol.domain' -force
Stargetvc = Connect-VIServer -server 'vcenter02.domain' -force

#Copy content library items from source vCenter content library CLO1 to
target vCenter content library CLO2.

Get-ContentlLibaryItem -ContentLibary (Get-ContentLibary 'CLOl' -Server
Ssourcevc) | Where-Object { $ .ItemType -ne 'vm-template' } | Copy-
ContentLibaryItem -ContentLibrary (Get-ContentLibary 'CL02' -Server
Stargetvc)
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Adding VM as Templates in Content Library

1. In vSphere Web Client, select the VM and right click to choose Clone as Template in Library

When VM template is selected to clone in libary, it can only store it as OVF & OVA
template and not as VM template.

2. Confirm Template type is selected as VM Template and follow answering the wizard to complete the
operation.
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SQLSRV-01 - Clone Virtual Basic information ”
Machine To Template

‘ Template type VM Template )
1 Basic information

Name

MNotes

Select a folder for the template

v .:y vesa-hc.sdde.netapp.com

I ]| Datacenter

CANGEL m

@ For additional details on VM templates on content library, check vSphere VM
administration guide

Use Cases

Migration from third party storage systems (including vSAN) to ONTAP datastores.

» Based on where the ONTAP datastore is provisioned, pick the VM migration options from above.

Migration from previous version to latest version of vSphere.

« If in-place upgrade is not possible, can bring up new environment and use the migration options
above.

In Cross vCenter migration option, import from target if export option is not available on
‘ source. For that procedure, check Import or Clone a Virtual Machine with Advanced
Cross vCenter vMotion
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Migration to VCF Workload Domain.
» Migrate VMs from each vSphere Cluster to target workload domain.

To allow network communication with existing VMs on other clusters on source

@ vCenter, either extend NSX segment by adding the source vcenter vSphere hosts to
transport zone or use L2 bridge on edge to allow L2 communication in VLAN. Check
NSX documentation of Configure an Edge VM for Bridging

Additional Resources

» vSphere Virtual Machine Migration

* What’s New in vSphere 8 for vMotion

« vSphere vMotion Resources

+ Tier-0 Gateway Configurations in NSX Federation
+ HCX 4.8 User Guide

* VMware Site Recovery Manager Documentation

» BlueXP disaster recovery for VMware

Migrate VMs to Amazon EC2 using FSxN

Migrate VMs to Amazon EC2 using FSxN: Overview

Organizations are accelerating their migrations to cloud computing solutions on AWS,
taking advantage of services such as Amazon Elastic Compute Cloud (Amazon EC2)
instances and Amazon FSx for NetApp ONTAP (FSx for ONTAP) to modernize their IT
infrastructures, achieve cost savings, and improve operational efficiency. These AWS
offerings enable migrations that optimize total cost of ownership (TCO) through
consumption-based pricing models, enterprise storage features, providing the flexibility
and scalability to meet evolving global business demands.

Overview

For enterprises deeply invested in VMware vSphere, migrating to AWS is a cost-effective option given the
current market conditions, one that presents a unique opportunity.

As these organizations transition to AWS, they seek to capitalize on the cloud’s agility and cost benefits while
preserving familiar feature sets, particularly when it comes to storage. Maintaining seamless operations with
familiar storage protocols—especially iISCSl—processes, tools, and skillsets is crucial when migrating
workloads or setting up disaster recovery solutions.

Using the AWS managed storage service FSx for ONTAP for retaining the enterprise storage capabilities, that
too coming from any third-party vendor storage from on-premises, enterprises can unlock the power of AWS
while minimizing disruption and maximizing their future investments.

This technical report covers how to migrate on-premises VMware vSphere VMs to an Amazon EC2 instance

with data disks placed on FSx for ONTAP iSCSI LUNs using the MigrateOps “data-mobility-as-code”
functionality of Cirrus Migrate Cloud (CMC).
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Solution requirements

There are a number of challenges that VMware customers are currently looking to solve. These organizations
want to:

1. Leverage enterprise storage capabilities, such as thin provisioning, storage efficiency technologies, zero
footprint clones, integrated backups, block-level replication, and tiering. This helps optimize migration
efforts and future proof deployment on AWS from Day 1.

2. Optimize storage deployments currently on AWS that use Amazon EC2 instances by incorporating FSx for
ONTAP and the cost-optimizing features it provides.

3. Reduce the total cost of ownership (TCO) of using Amazon EC2 instances with block storage solutions by
rightsizing Amazon EC2 instances to meet the required IOPS and throughput parameters. With block
storage, Amazon EC2 disk operations have a cap on bandwidth and I/O rates. File storage with FSx for
ONTAP uses network bandwidth. In other words, FSx for ONTAP has no VM-level I/O limits.

Technical components overview

FSx for ONTAP concepts

Amazon FSx for NetApp ONTAP is a fully managed AWS storage service that provides NetApp® ONTAP® file
systems with all the familiar ONTAP data management features, performance, and APIs on AWS. Its high-
performance storage supports multiple protocols (NFS, SMB, iSCSI), providing a single service for workloads
using Windows, Linux, and macOS EC2 instances.

Since FSx for ONTAP is an ONTAP file system, it brings a host of familiar NetApp features and services with it,
including SnapMirror® data replication technology, thin clones, and NetApp Snapshot™ copies. By leveraging
a low-cost capacity tier via data tiering, FSx for ONTAP is elastic and can reach a virtually unlimited scale.
Plus, with signature NetApp storage efficiency technology, it reduces storage costs on AWS even further. For
more, see Getting started with Amazon FSx for ONTAP.

File System

The central resource of FSx for ONTAP is its file system based on solid-state drive (SSD) storage. When
provisioning an FSx for ONTAP file system, the user inputs a desired throughput and storage capacity, and
selects an Amazon VPC where the file system will reside.

Users also have a choice between two built-in high-availability deployment models for the file system: Multi-
Availability Zone (AZ) or single-AZ deployment. Each of these options offers its own level of durability and
availability, which customers can select depending on their use case’s business continuity requirements. Multi-
AZ deployments consist of dual nodes that replicate seamlessly across two AZs. The more cost-optimized
single-AZ deployment option structures the file system in two nodes split between two separate fault domains
that both reside within a single AZ.

Storage Virtual Machines

Data in the FSx for ONTAP file system is accessed through a logical storage partition which is called a storage
virtual machine (SVM). An SVM is actually its own file server equipped with its own data and admin access
points. When accessing iSCSI LUNs on an FSx for ONTAP file system, the Amazon EC2 instance interfaces
directly with the SVM using the SVM’s iSCSI endpoint IP address.

While maintaining a single SVM in a cluster is possible, the option of running multiple SVMs in a cluster has a

wide range of uses and benefits. Customers can determine the optimal number of SVMs to configure by
considering their business needs, including their requirements for workload isolation.
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Volumes

Data within an FSx for ONTAP SVM is stored and organized in structures known as volumes, which act as
virtual containers. An individual volume can be configured with a single or multiple LUNs. The data stored in
each volume consumes storage capacity in the file system. However, since FSx for ONTAP thinly provisions
the volume, the volume only takes up storage capacity for the amount of data being stored.

The Cirrus Migrate Cloud MigrateOps concept

CMC is a transactable software-as-a-service (SaaS) offering from Cirrus Data Solutions, Inc. which is available
via the AWS Marketplace. MigrateOps is a Data-Mobility-as-Code automation feature of CMC that allows you
to declaratively manage your data mobility operations at scale using simple operation configurations in YAML.
A MigrateOps configuration determines how you want your data mobility tasks to be executed. To learn more
about MigrateOps, see About MigrateOps.

MigrateOps takes an automation-first approach, which is purpose-built to streamline the entire process,
ensuring cloud-scale enterprise data mobility without operational disruptions. In addition to the already feature-
rich functionalities that CMC offers for automation, MigrateOps further adds other automations that are often
managed externally, such as:

* OS remediation

» Application cutover and approval scheduling

« Zero-downtime cluster migration

 Public/Private cloud platform integration

* Virtualization platform integration

* Enterprise storage management integration

* SAN (iSCSI) configuration
With the above tasks fully automated, all the tedious steps in preparing the on-prem source VM (such as
adding AWS agents and tools), creation of destination FSx LUNSs, setting up iSCSI and Multipath/MPIO at the

AWS destination instance, and all the tasks of stopping/starting application services are eliminated by simply
specifying parameters in a YAML file.

FSx for ONTAP is used to provide the data LUNs and rightsize the Amazon EC2 instance type, while providing
all the features that organizations previously had in their on-premises environments. The MigrateOps feature of
CMC will be used to automate all the steps involved, including provisioning mapped iSCSI LUNSs, turning this
into a predictable, declarative operation.

Note: CMC requires a very thin agent to be installed on the source and destination virtual machine instances to
ensure secure data transfer from the storage source storage to FSx for ONTAP.

Benefits of using Amazon FSx for NetApp ONTAP with EC2 instances

FSx for ONTAP storage for Amazon EC2 instances provides several benefits:
» High throughput and low latency storage that provide consistent high performance for the most demanding
workloads
* Intelligent NVMe caching improves performance

+ Adjustable capacity, throughput, and IOPs can be changed on the fly and quickly adapt to changing
storage demands

* Block-based data replication from on-premises ONTAP storage to AWS
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« Multi-protocol accessibility, including for iSCSI, which is widely used in on-premises VMware deployments

* NetApp Snapshot™ technology and DR orchestrated by SnapMirror prevent data loss and speed up
recovery

« Storage efficiency features that reduce storage footprint and costs, including thin provisioning, data
deduplication, compression, and compaction

« Efficient replication reduces the time it takes to create backups from hours to just minutes, optimizing RTO
» Granular options for file back up and restores using NetApp SnapCenter®
Deploying Amazon EC2 instances with FSx ONTAP as the iSCSI-based storage layer delivers high

performance, mission-critical data management features, and cost-reducing storage efficiency features that
can transform your deployment on AWS.

Running a Flash Cache, multiple iSCSI sessions, and leveraging a working set size of 5%, it's possible for FSx
for ONTAP to deliver IOPS of ~350K, providing performance levels to meet even the most intensive workloads.

Since only network bandwidth limits are applied against FSx for ONTAP, not block storage bandwidth limits,
users can leverage small Amazon EC2 instance types while achieving the same performance rates as much
larger instance types. Using such small instance types also keeps compute costs low, optimizing TCO.

The ability of FSx for ONTAP to serve multiple protocols is another advantage, one that helps standardize a
single AWS storage service for a wide range of existing data and file services requirements.

For enterprises deeply invested in VMware vSphere, migrating to AWS is a cost-effective option given the
current market conditions, one that presents a unique opportunity.

Migrate VMs to Amazon EC2 using FSxN: Architecture and Pre-Requisites

This article shows the high-level architecture and deployment pre-requisites for
completing the migration.
High level architecture

The diagram below illustrates the high-level architecture of migrating Virtual Machine Disk (VMDK) data on
VMware to AWS using CMC MigrateOps:
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How to migrate your VMware VMs to AWS using Amazon EC2 and FSx for ONTAP iSCSI

Prerequisites

Before starting the walkthrough steps, make sure the following prerequisites are met:
On AWS

* An AWS account. This includes permissions for subnets, VPC setup, routing tables, security rule migration,
security groups, and other requirements for networking such as load balancing. As with any migration, the
most effort and consideration should go into networking.

» Appropriate IAM roles that allow you to provision both FSx for ONTAP and Amazon EC2 instances.
* Route tables and security groups are allowed to communicate with FSx for ONTAP.

» Add an inbound rule to the appropriate security group (see below for more details) to allow for secure data
transfer from your on-premises data center to AWS.

+ Avalid DNS that can resolve public internet domain names.
* Check that your DNS resolution is functional and allows you to resolve host names.

* For optimal performance and rightsizing, use performance data from your source environment to rightsize
your FSx for ONTAP storage.

» Each MigrateOps session uses one EIP, hence the quota for EIP should be increased for more parallelism.
Keep in mind, the default EIP quota is 5.

* (If Active Directory-based workloads are being migrated) A Windows Active Directory domain on Amazon
EC2.
For Cirrus Migrate Cloud
A Cirrus Data Cloud account at cloud.cirrusdata.com must be created before using CMC. Outbound
communication with the CDN, Cirrus Data endpoints, and software repository via HTTPS must be allowed.
* Allow communication (outbound) with Cirrus Data Cloud services via HTTPS protocol (Port 443).

* For a host to be managed by the CMC project, the deployed CMC software must initiate a one-way
outbound TCP connection to Cirrus Data Cloud.

 Allow TCP protocol, Port 443 access to portal-gateway.cloud.cirrusdata.com which is currently at
208.67.222.222.

* Allow HTTP POST requests (via HTTPS connection) with binary data payload (application/octet-stream).
This is similar to a file upload.

» Ensure that portal-gateway.cloud.cirrusdata.com is resolvable by your DNS (or via OS host file).

« If you have strict rules for prohibiting product instances to make outbound connections, the “Management
Relay” feature of CMC can be used where the outbound 443 connection is from a single, secured non-
production host.

Note: No storage data is ever sent to the Cirrus Data Cloud endpoint. Only management metadata is sent, and
this can be optionally masked so that no real host name, volume name, network IP are included.

For migrating data from on-premises storage repositories to AWS, MigrateOps automates the management of
a Host-to-Host (H2H) connection. These are optimized, one-way, TCP-based network connections that CMC
uses to facilitate remote migration. This process features always-on compression and encryption that can
reduce the amount of traffic by up to eight times, depending on the nature of the data.

Note: CMC is designed so that no production data / I/O leaves the production network during the entire

177


http://cloud.cirrusdata.com/

migration phase. As a result, direct connectivity between the source and destination host is required.

Migrate VMs to Amazon EC2 using FSxN: Deployment Guide

This article describes the deployment procedure for this migration solutions.

Configure FSx for ONTAP and Cirrus Data for migration operations

This step-by-step deployment guide shows how to add FSx for ONTAP volume to a VPC. Since these steps
are sequential in nature, make sure they are covered in order.

For the purposes of this demonstration, “DRaaSDemo” is the name of the file system created.
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Once your AWS VPC is configured and FSx for ONTAP is provisioned based on your performance
requirements, log in to cloud.cirrusdata.com and create a new project or access an existing project.

Cirrusbala>
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Before creating the recipe for MigrationOps, AWS Cloud should be added as an integration. CMC provides
built-in integration with FSx for ONTAP and AWS. The integration for FSx for ONTAP provides the following
automated functionalities:

Prepare your FSx for ONTAP file system:
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» Create new volumes and LUNs that match the source volumes

Note: A destination disk in the FSx for ONTAP FS model is a “LUN” that is created on a “Volume” that has
enough capacity to contain the LUN plus a reasonable amount of overhead for facilitating snapshots and meta-
data. The CMC automation takes care of all these details to create the appropriate Volume and the LUN with
optional user-defined parameters.

* Create Host entity (called iGroups in FSx) with the Host Initiator IQN

* Map newly created volumes to appropriate host entities using mappings

+ Create all other necessary configurations
Prepare Production Host for iSCSI connection:

* If necessary, install and configure iISCSI feature and set up Initiator.
* If necessary, install and configure multipath (MP1O for Windows) with proper vendor identifiers.
« Adjust system settings, if necessary, according to vendor best practices, e.g. with udev settings on Linux.

» Create and manage iSCSI connections such as persistent/favorite iSCSI targets on Windows.
To configure CMC Integration for FSx for ONTAP and AWS, perform the following steps:

1. Log in to the Cirrus Data Cloud portal.

2. Go to the Project for which you want to enable the integration.

3. Navigate to Integrations — Goodies.

4. Scroll to find FSx for NetApp ONTAP and click ADD INTEGRATION.

Cirrusbata >

My Projects

Crerviow
Data Migration "

Migration Hosts

M Canneetin
H2H Connections Cloud Volumes ONTAP

ADD IMTEGRATION

Integrations

5. Provide a descriptive name (strictly for display purposes) and add the appropriate credentials.
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6. Once the integration is created, during the creation of a new migration session, select Auto Allocate
Destination Volumes to automatically allocate new volumes on FSx for ONTAP.

Note: New LUNs will be created with the same size as the source volume’s size, unless “Migrate to
Smaller Volumes” is enabled for the migration.

Note: If a host entity (iGroup) doesn’t already exist, a new one will be created. All host iISCSI Initiator IQNs
will be added to that new host entity.

Note: If an existing host entity with any of the iSCSI initiators already exists, it will be reused.

7. Once done, add the integration for AWS, following the steps on the screen.
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Note: This integration is used while migrating virtual machines from on-premises storage to AWS along
with FSx for ONTAP integration.




Note: Use management relays to communicate with Cirrus Data Cloud if there is no direct outbound
connection for production instances to be migrated.

With Integrations added, it’s time to register hosts with the Project. Let’s cover this with an example scenario.

Host registration scenario

Guest VMware VMs residing on vCenter in on-premises data center:

* Windows 2016 running with SQL Server with three VMDKs including OS and data disks. It is running an
active database. The database is located on a data volume backed by two VMDKs.

Note: Since the source is a VMware environment and VMDKSs are used, the Windows iSCSI Initiator software
is not currently configured on this guest VM. To connect to our destination storage via iSCSI, both iISCSI and
MPIO will have to be installed and configured. Cirrus Data Cloud integration will perform this installation
automatically during the process.

Note: The Integration configured in the previous section automates the configuration of the new destination
storage in creating the new disks, setting up the host entities and their IQNs, and even remediation of the
application VM (host) for iISCSI and multipath configurations.
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This demonstration will migrate the application VMDKSs from each VM to an automatically provisioned and
mapped iSCSI volume from FSx for ONTAP. The OS VMDK in this case will be migrated to an Amazon EBS
volume as Amazon EC2 instances support this Amazon EBS only as the boot disk.

Note: The scale factor with this migration approach is the network bandwidth and the pipe connecting on-
premises to AWS VPC. Since each VM has 1:1 host session configured, the overall migration performance
depends on two factors:

* Network bandwidth
 Target instance type and ENI bandwidth
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The migration steps are as follows:

1. Install CMC agent on each host (Windows and Linux) designated for the migration wave. This can be
performed by executing a one-line installation command.

To do this, access Data Migration > Migration Hosts > Click on “Deploy Cirrus Migrate Cloud” and click to
select “Windows”.

Then, copy the iex command to the host and run it using PowerShell. Once the deployment of the agent is
successful, the host will be added to the Project under “Migration hosts”.
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2. Prepare the YAML for each virtual machine.
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Note: It is a vital step to have a YAML for each VM that specifies the necessary recipe or blueprint for the
migration task.

The YAML provides the operation name, notes (description) along with the recipe name as
MIGRATEOPS AWS COMPUTE, the host name (system name) and integration name

(integration name) and the source and destination configuration. Custom scripts can be specified as a
before and after cutover action.

operations:

name: Win2016 SQL server to AWS
notes: Migrate OS to AWS with EBS and Data to FSx for ONTAP
recipe: MIGRATEOPS AWS COMPUTE
config:
system name: Win2016-123
integration name: NimAWShybrid
migrateops aws compute:
region: us-west-2
compute:
instance type: t3.medium
availability zone: us-west-2b
network:
vpc id: vpc-05596abe79cb653b7
subnet id: subnet-070aeb9d6blb804dd
security group names:
- default
destination:
default volume params:
volume type: GP2
iscsi data storage:
integration name: DemoDRaasS
default volume params:
netapp:
gos policy name: ""
migration:

session description: Migrate OS to AWS with EBS and

Data to FSx for ONTAP

-Force

gos level: MODERATE
cutover:
stop applications:
- 0s_shell:
script:
- stop-service -name 'MSSQLSERVER'

Start-Sleep -Seconds 5
Set-Service —-Name 'MSSQLSERVER'

-StartupType Disabled

- write-output "SQL service stopped
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and disabled"

- storage unmount:
mountpoint: e

- storage unmount:
mountpoint: f

after cutover:

- 0s _shell:
script:
- stop-service -name 'MSSQLSERVER'
-Force
- write-output "Waiting 90 seconds to
mount disks..." > log.txt
- Start-Sleep -Seconds 90
- write-output "Now re-mounting disks
E and F for SQL..." >>log.txt
- storage unmount:
mountpoint: e
- storage unmount:
mountpoint: £
- storage mount all: {}
- 0s_shell:
script:
- write-output "Waiting 60 seconds to
restart SQL Services..." >>log.txt
- Start-Sleep -Seconds 60
- stop-service -name 'MSSQLSERVER'
—-Force
- Start-Sleep -Seconds 3
- write-output "Start SQL Services..."
>>log.txt

- Set-Service -Name 'MSSQLSERVER'
-StartupType Automatic

- start-service —-name 'MSSQLSERVER'

- write-output "SQL started" >>log.txt

Once the YAMLs are in place, create MigrateOps configuration. To do this, go to Data Migration >
MigrateOps, click on “Start New Operation” and enter the configuration in valid YAML format.

Click “Create operation”.

Note: To achieve parallelism, each host needs to have a YAML file specified and configured.

Unless the scheduled start time field is specified in the configuration, the operation will start
immediately.

The operation will now execute and proceed. From the Cirrus Data Cloud Ul, you can monitor the progress
with detailed messages. These steps automatically include tasks that are normally done manually, such as
performing auto allocation and creating migration sessions.
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. While this migration session is synchronizing, there is a future step in phase 3 (cutover) with the label
“Approval Required.” In a MigrateOps recipe, critical tasks (such as migration cutovers) require user
approval before they can be executed. Project Operators or Administrators can approve these tasks from
the Ul. A future approval window can also be created.
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8. Once approved, the MigrateOps operation continues with the cutover.

9. After a brief moment, the operation will be completed.
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Note: With the help of Cirrus Data cMotion™ technology, the destination storage has been kept up-to-date
with all the latest changes. Therefore, after approval is given, this entire final cutover process will take a
very short time—less than a minute—to complete.

Post-migration verification

Let’s look at the migrated Amazon EC2 instance running the Windows Server OS and the following steps that
have completed:

1. Windows SQL Services are now started.
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2. The database is back online and is using storage from the iSCSI Multipath device.
3. All new database records added during migration can be found in the newly migrated database.
4. The old storage is now offline.
Note: With just one click to submit the data mobility operation as code, and a click to approve the cutover, the

VM has successfully migrated from on-premises VMware to an Amazon EC2 instance using FSx for ONTAP
and its iISCSI capabilities.

Note: Due to AWS API limitation, the converted VMs would be shown as “Ubuntu.” This is strictly a display
issue and does not affect functionality of the migrated instance. An upcoming release will address this issue.

Note: The migrated Amazon EC2 instances can be accessed using the credentials that were used on the on-
premises side.

Migrate VMs to Amazon EC2 using FSxN: Other Possibilities and Conclusion

This article highlight other possibilities for this migration solution as well as concluding the
topic.

Other possibilities

The same approach can be extended to migrate VMs using in-guest storage on on-premises VMs. The OS
VMDK can be migrated using CMC and the in-guest iSCSI LUNs can be replicated using SnapMirror. The
process requires breaking the mirror and attaching the LUN to the newly migrated Amazon EC2 instance, as
depicted in the diagram below.
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Conclusion

This document has provided a complete walkthrough of using the MigrateOps feature of CMC to migrate data
stored in on-premises VMware repositories to AWS using Amazon EC2 instances and FSx for ONTAP.

The following video demonstrates the migration process from start to finish:

Migrate VMware VMs to Amazon EC2
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To check out the GUI and basic Amazon EBS to FSx for ONTAP local migration, please watch this five-minute
demo video:

Local Migration with

MigrateOps

Migrating to any storage in scale with Cirrus Migrate Cloud

NetApp Hybrid Multicloud with VMware Solutions

VMware Hybrid Multicloud Use Cases

Use Cases for NetApp Hybrid Multicloud with VMware

An overview of the use cases of importance to IT organization when planning hybrid-
cloud or cloud-first deployments.

Popular Use Cases

Use cases include:

* Disaster recovery,

» Hosting workloads during data center maintenance, * quick burst in which additional resources are required
beyond what’s provisioned in the local data center,

* VMware site expansion,

» Fast migration to the cloud,

* Dev/test, and

* Modernization of apps leveraging cloud supplemental technologies.

Throughout this documentation, cloud workload references will be detailed using the VMware use-cases.
These use-cases are:
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* Protect (includes both Disaster Recovery and Backup / Restore)
* Migrate
* Extend

Inside the IT Journey

Most organizations are on a journey to transformation and modernization. As part of this process, companies
are trying use their existing VMware investments while leveraging cloud benefits and exploring ways to make
the migration process as seamless as possible. This approach would make their modernization efforts very
easy because the data is already in the cloud.

The easiest answer to this scenario is VMware offerings in each hyperscaler. Like NetApp® Cloud Volumes,
VMware provides a way to move or extend on-premises VMware environments to any cloud, allowing you to
retain existing on-premises assets, skills, and tools while running workloads natively in the cloud. This reduces
risk because there will be no service breaks or a need for IP changes and provides the IT team the ability to
operate the way they do on-premises using existing skills and tools. This can lead to accelerated cloud
migrations and a much smoother transition to a hybrid Multicloud architecture.

Understanding the Importance of Supplemental NFS Storage Options

While VMware in any cloud delivers unique hybrid capabilities to every customer, limited supplemental NFS
storage options have restricted its usefulness for organizations with storage-heavy workloads. Because
storage is directly tied to hosts, the only way to scale storage is to add more hosts—and that can increase
costs by 35—40 percent or more for storage intensive workloads. These workloads just need additional storage,
not additional horsepower. But that means paying for additional hosts.

Let’s consider this scenario:

A customer requires just five hosts for CPU and memory, but has a lot of storage needs, and needs 12 hosts to
meet the storage requirement. This requirement ends up really tipping the financial scale by having to buy the
additional horsepower, when they only need to increment the storage.

When you’re planning cloud adoption and migrations, it's always important to evaluate the best approach and
take the easiest path that reduces total investments. The most common and easiest approach for any
application migration is rehosting (also known as lift and shift) where there is no virtual machine (VM) or data
conversion. Using NetApp Cloud Volumes with VMware software-defined data center (SDDC), while
complementing vSAN, provides an easy lift-and-shift option.

Introduction to automation for ONTAP and vSphere

This page describes the benefits of automating base ONTAP functionality in a VMware
vSphere environment.

VMware automation

Automation has been an integral part of managing VMware environments since the first days of VMware ESX.
The ability to deploy infrastructure as code and extend practices to private cloud operations helps to alleviate
concerns surrounding scale, flexibility, self-provisioning, and efficiency.

Automation can be organized into the following categories:

* Virtual infrastructure deployment
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* Guest machine operations

* Cloud operations

There are many options available to administrators with respect to automating their infrastructure. Whether
through using native vSphere features such as Host Profiles or Customization Specifications for virtual
machines to available APIs on the VMware software components, operating systems, and NetApp storage
systems; there is significant documentation and guidance available.

Data ONTAP 8.0.1 and later supports certain VMware vSphere APIs for Array Integration (VAAI) features when
the ESX host is running ESX 4.1 or later. VAAI is a set of APIs that enable communication between VMware
vSphere ESXi hosts and storage devices. These features help offload operations from the ESX host to the
storage system and increase network throughput. The ESX host enables the features automatically in the
correct environment. You can determine the extent to which your system is using VAAI features by checking
the statistics contained in the VAAI counters.

The most common starting point for automating the deployment of a VMware environment is provisioning block
or file-based datastores. It is important to map out the requirements of the actual tasks prior to developing the
corresponding automation.

For more information concerning the automation of VMware environments, see the following resources:

* The NetApp Pub. NetApp configuration management and automation.
» The Ansible Galaxy Community for VMware. A collection of Ansible resources for VMware.

» VMware {code} Resources. Resources needed to design solutions for the software-defined data center,
including forums, design standards, sample code, and developer tools.

vSphere traditional block storage provisioning with ONTAP

VMware vSphere supports the following VMFS datastore options with ONTAP SAN
protocol support indicated.

VMFS datastore options ONTAP SAN protocol support
Fibre Channel (FC) yes

Fibre Channel over Ethernet (FCoE) yes

iSCSI yes

iSCSI Extensions for RDMA (iSER) no

NVMe over Fabric with FC (NVMe/FC) yes

NVMe over Fabric with RDMA over Converged Ethernet (NVMe/RoCE) no

@ If ISER or NVMe/RoCE VMFS is required, check SANTtricity-based storage systems.

vSphere VMFS datastore - Fibre Channel storage backend with ONTAP

This section covers the creation of a VMFS datastore with ONTAP Fibre Channel (FC)
storage.
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What you need

» The basic skills necessary to manage a vSphere environment and ONTAP

* An ONTAP storage system (FAS/AFF/CVO/ONTAP Select/ASA) running ONTAP 9.8 or later
ONTAP credentials (SVM name, userlD, and password)

*« ONTAP WWPN of host, target, and SVM and LUN information

* The completed FC configuration worksheet

» vCenter Server credentials
» vSphere host(s) information
o vSphere 7.0 or later
 Fabric switch(es)
o With connected ONTAP FC data ports and vSphere hosts
o With the N_port ID virtualization (NPIV) feature enabled
o Create a single initiator single target zone.
= Create one zone for each initiator (single initiator zone).

= For each zone, include a target that is the ONTAP FC logical interface (WWPN) for the SVMs.
There should be at least two logical interfaces per node per SVM. Do not use the WWPN of the
physical ports.

+ An ONTAP Tool for VMware vSphere deployed, configured, and ready to consume.

Provisioning a VMFS datastore

To provision a VMFS datastore, complete the following steps:

1. Check compatability with the Interoperability Matrix Tool (IMT)
2. Verify that the FCP Configuration is supported.

ONTAP tasks

1. Verify that you have an ONTAP license for FCP.
a. Use the system license show command to check that FCP is listed.
b. Use 1icen se add -license-code <license code> to add the license.
2. Make sure that the FCP protocol is enabled on the SVM.
a. Verify the FCP on an existing SVM.
b. Configure the FCP on an existing SVM.
c. Create s new SVM with the FCP.
3. Make sure that FCP logical interfaces are available on an SVM.
a. Use Network Interface show to verify the FCP adapter.
b. When an SVM is created with the GUI, logical interfaces are a part of that process.
C. To rename network interfaces, use Network Interface modify.

4. Create and Map a LUN. Skip this step if you are using ONTAP tools for VMware vSphere.
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VMware vSphere tasks

1. Verfiy that HBA drivers are installed. VMware supported HBAs have drivers deployed out of the box and
should be visible in the Storage Adapter Information.

2. Provision a VMFS datastore with ONTAP Tools.

vSphere VMFS Datastore - Fibre Channel over Ethernet storage protocol with ONTAP

This section covers the creation of a VMFS datastore with the Fibre Channel over
Ethernet (FCoE) transport protocol to ONTAP storage.

What you need

» The basic skills necessary to manage a vSphere environment and ONTAP
* An ONTAP storage system (FAS/AFF/CVO/ONTAP Select) running ONTAP 9.8 or later
* ONTAP credentials (SVM name, userID, and password)
* A supported FCoE combination
* A completed configuration worksheet
» vCenter Server credentials
» vSphere host(s) information
o vSphere 7.0 or later
 Fabric switch(es)
o With either ONTAP FC data ports or vSphere hosts connected
o With the N_port ID virtualization (NPIV) feature enabled
o Create a single initiator single target zone.
o FC/FCoE zoning configured
* Network switch(es)
o FCoE support
o DCB support
o Jumbo frames for FCoE

* ONTAP Tool for VMware vSphere deployed, configured, and ready to consume

Provision a VMFS datastore

» Check compatibility with the Interoperability Matrix Tool (IMT).
+ Verify that the FCoE configuration is supported.

ONTAP tasks

1. Verify the ONTAP license for FCP.
a. Use the system license show command to verify that the FCP is listed.

b. Use license add -license-code <license code> to add a license.

2. Verify that the FCP protocol is enabled on the SVM.
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a. Verify the FCP on an existing SVM.
b. Configure the FCP on an existing SVM.
c. Create a new SVM with the FCP.
3. Verify that FCP logical interfaces are available on the SVM.
a. Use Network Interface show to verify the FCP adapter.
b. When the SVM is created with the GUI, logical interfaces are a part of that process.
C. To rename the network interface, use Network Interface modify.

4. Create and map a LUN; skip this step if you are using ONTAP tools for VMware vSphere.

VMware vSphere tasks

1. Verify that HBA drivers are installed. VMware-supported HBAs have drivers deployed out of the box and
should be visible in the storage adapter information.

2. Provision a VMFS datastore with ONTAP Tools.

vSphere VMFS Datastore - iSCSI Storage backend with ONTAP
This section covers the creation of a VMFS datastore with ONTAP iSCSI storage.

For automated provisioning, use the following script: Ansible Playbook.

What you need

* The basic skills necessary to manage a vSphere environment and ONTAP.

* An ONTAP storage system (FAS/AFF/CVO/ONTAP Select/ASA) running ONTAP 9.8 or later
* ONTAP credentials (SVM name, userID, and password)

* ONTAP network port, SVM, and LUN information for iSCSI

* A completed iSCSI configuration worksheet

» vCenter Server credentials

vSphere host(s) information
o vSphere 7.0 or later
iISCSI VMKernel adapter IP information

Network switch(es)
o With ONTAP system network data ports and connected vSphere hosts
> VLAN(s) configured for iSCSI
o (Optional) link aggregation configured for ONTAP network data ports

ONTAP Tool for VMware vSphere deployed, configured, and ready to consume

Steps

1. Check compatibility with the Interoperability Matrix Tool (IMT).
2. Verify that the iISCSI configuration is supported.
3. Complete the following ONTAP and vSphere tasks.
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ONTAP tasks

1. Verify the ONTAP license for iSCSI.
a. Use the system license show command to check if iSCSI is listed.
b. Use license add -license-code <license code> to add the license.

2. Verify that the iSCSI protocol is enabled on the SVM.
3. Verify that iISCSI network logical interfaces are available on the SVM.

@ When an SVM is created using the GUI, iSCSI network interfaces are also created.
4. Use the Network interface command to view or make changes to the network interface.
Two iSCSI network interfaces per node are recommended.

5. Create an iSCSI network interface. You can use the default-data-blocks service policy.

6. Verify that the data-iscsi service is included in the service policy. You can use network interface
service-policy show to verify.

7. Verify that jumbo frames are enabled.

8. Create and map the LUN. Skip this step if you are using ONTAP tools for VMware vSphere. Repeat this
step for each LUN.

VMware vSphere tasks

1. Verify that at least one NIC is available for the iISCSI VLAN. Two NICs are preferred for better performance
and fault tolerance.

. Identify the number of physical NICs available on the vSphere host.
. Configure the iISCSI initiator. A typical use case is a software iSCSI initiator.
. Verify that the TCPIP stack for iSCSI is available.

a A W0 DN

. Verify that iSCSI portgroups are available.
o We typically use a single virtual switch with multiple uplink ports.
o Use 1:1 adapter mapping.
Verify that iISCSI VMKernel adapters are enabled to match the number of NICs and that IPs are assigned.
Bind the iSCSI software adapter to the iSCSI VMKernel adapter(s).
Provision the VMFS datastore with ONTAP Tools. Repeat this step for all datastores.

© © N o

Verify hardware acceleration support.

What’s next?

After these the tasks are completed, the VMFS datastore is ready to consume for provisioning virtual
machines.

Ansible Playbook

## Disclaimer: Sample script for reference purpose only.
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- hosts: '{{ vsphere host }}'
name: Play for vSphere iSCSI Configuration
connection: local
gather facts: false
tasks:
# Generate Session ID for vCenter
- name: Generate a Session ID for vCenter

uri:

url: "https://{{ vcenter hostname }}/rest/com/vmware/cis/session"

validate certs: false

method: POST

user: "{{ vcenter username }}"
password: "{{ vcenter password }}"
force basic auth: yes

return content: yes

register: vclogin

# Generate Session ID for ONTAP tools with vCenter
- name: Generate a Session ID for ONTAP tools with vCenter
uri:
url: "https://{{ ontap tools ip
}}:8143/api/rest/2.0/security/user/login"
validate certs: false
method: POST
return content: yes

body format: json

body:
vcenterUserName: "{{ vcenter username }}"
vcenterPassword: "{{ vcenter password }}"

register: login

# Get existing registered ONTAP Cluster info with ONTAP tools

- name: Get ONTAP Cluster info from ONTAP tools
uri:
url: "https://{{ ontap tools ip
}}:8143/api/rest/2.0/storage/clusters"
validate certs: false
method: Get
return content: yes
headers:

vmware-api-session-id: "{{ login.json.vmwareApiSessionId }}"

register: clusterinfo

- name: Get ONTAP Cluster ID
set fact:
ontap cluster id: "{{ clusterinfo.json |
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json query(clusteridquery) }}"

vars:
clusteridquery: "records[?ipAddress == '{{ netapp hostname }}' &&
type=='Cluster'].id | [O]"

- name: Get ONTAP SVM ID

set fact:
ontap svm id: "{{ clusterinfo.json | Jjson query(svmidquery) }}"
vars:
svmidquery: "records[?ipAddress == '{{ netapp hostname }}' &&
type=='SVM' && name == '{{ svm name }}'].id | [O]"

- name: Get Aggregate detail
uri:
url: "https://{{ ontap tools ip
}}:8143/api/rest/2.0/storage/clusters/{{ ontap svm id }}/aggregates"
validate certs: false
method: GET
return content: yes

headers:
vmware-api-session-id: "{{ login.json.vmwareApiSessionId }}"
cluster-id: "{{ ontap svm id }}"

when: ontap svm id != "'

register: aggrinfo

- name: Select Aggregate with max free capacity
set fact:
aggr _name: "{{ aggrinfo.json | json query(aggrquery) }}"
vars:

aggrquery: "max by (records, &freeCapacity) .name"

- name: Convert datastore size in MB
set fact:
datastoreSizeInMB: "{{ iscsi datastore size |
human to bytes/1024/1024 | int }}"

- name: Get vSphere Cluster Info
uri:

url: "https://{{ vcenter hostname }}/api/vcenter/cluster?names={ {
vsphere cluster }}"

validate certs: false

method: GET

return content: yes

body format: json

headers:

vmware-api-session-id: "{{ vclogin.json.value }}"
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when: vsphere cluster != "'
register: vcenterclusterid

- name: Create iSCSI VMFS-6 Datastore with ONTAP tools
uri:
url: "https://{{ ontap tools ip
}}:8143/api/rest/3.0/admin/datastore"
validate certs: false
method: POST
return content: yes
status code: [200]
body format: json
body:
traditionalDatastoreRequest:
name: "{{ iscsi datastore name }}"
datastoreType: VMFS
protocol: ISCSI
spaceReserve: Thin
clusterID: "{{ ontap cluster id }}"
svmID: "{{ ontap svm id }}"
targetMoref: ClusterComputeResource: { {
vcenterclusterid.json[0] .cluster }}
datastoreSizeInMB: "{{ datastoreSizeInMB | int }}"
vmfsFileSystem: VMFS6
aggrName: "{{ aggr name }}"
existingFlexVolName: ""
volumeStyle: FLEXVOL
datastoreClusterMoref: ""

headers:
vmware-api-session-id: "{{ login.json.vmwareApiSessionId }}"
when: ontap cluster id != '' and ontap svm id != '' and aggr name

register: result
changed when: result.status == 200

vSphere VMFS Datastore - NVMe/FC with ONTAP

This section covers the creation of a VMFS datastore with ONTAP storage using

NVMe/FC.

What you need

* Basic skills needed to manage a vSphere environment and ONTAP.

+ Basic understanding of NVMe/FC.

* An ONTAP Storage System (FAS/AFF/CVO/ONTAP Select/ASA) running ONTAP 9.8 or later
* ONTAP credentials (SVM name, userID, and password)
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ONTAP WWPN for host, target, and SVMs and LUN information

A completed FC configuration worksheet

vCenter Server

vSphere host(s) information (vSphere 7.0 or later)

Fabric switch(es)
o With ONTAP FC data ports and vSphere hosts connected.
o With the N_port ID virtualization (NPIV) feature enabled.
o Create a single initiator target zone.
o Create one zone for each initiator (single initiator zone).

o For each zone, include a target that is the ONTAP FC logical interface (WWPN) for the SVMs. There
should be at least two logical interfaces per node per SVM. DO not use the WWPN of physical ports.

Provision VMFS datastore

1. Check compatibility with the Interoperability Matrix Tool (IMT).
2. Verify that the NVMe/FC configuration is supported.

ONTAP tasks

1. Verify the ONTAP license for FCP.
Use the system license show command and check if NVMe_oF is listed.
Use license add -license-code <license code> to add a license.

2. Verify that NVMe protocol is enabled on the SVM.
a. Configure SVMs for NVMe.
3. Verify that NVMe/FC Logical Interfaces are available on the SVMs.
a. Use Network Interface show to verify the FCP adapter.
b. When an SVM is created with the GUI, logical interfaces are as part of that process.
€. To rename the network interface, use the command Network Interface modify.

4. Create NVMe namespace and subsystem

VMware vSphere Tasks

1. Verify that HBA drivers are installed. VMware supported HBAs have the drivers deployed out of the box
and should be visible at Storage Adapter Information

2. Perform vSphere Host NVMe driver installatioln and validation tasks

3. Create VMFS Datastore

vSphere traditional file storage provisioning with ONTAP
VMware vSphere supports following NFS protocols, both of which support ONTAP.

* NFS Version 3
* NFS Version 4.1
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If you need help selecting the correct NFS version for vSphere, check this comparison of NFS client versions.

Reference
vSphere datastore and protocol features: NFS

vSphere NFS datastore - Version 3 with ONTAP

Creation of NFS version 3 datastore with ONTAP NAS storage.

What you need

» The basic skill necessary to manage a vSphere environment and ONTAP.

* An ONTAP storage system (FAS/AFF/CVO/ONTAP Select/Cloud Volume Service/Azure NetApp Files)
running ONTAP 9.8 or later

ONTAP credentials (SVM name, userID, password)
ONTAP network port, SVM, and LUN information for NFS

o A completed NFS configuration worksheet
» vCenter Server credentials

» vSphere host(s) information for vSphere 7.0 or later

NFS VMKernel adapter IP information

* Network switch(es)

o with ONTAP system network data ports and connected vSphere hosts
o VLAN(s) configured for NFS

> (Optional) link aggregation configured for ONTAP network data ports

ONTAP Tool for VMware vSphere deployed, configured, and ready to consume

Steps

» Check compatibility with the Interoperability Matrix Tool (IMT)
o Verify that the NFS configuration is supported.
« Complete the following ONTAP and vSphere tasks.

ONTAP tasks

1. Verify the ONTAP license for NFS.
a. Use the system license show command and check that NFS is listed.

b. Use license add -license-code <license code> to add a license.

2. Follow the NFS configuration workflow.

VMware vSphere Tasks

Follow the workflow for NFS client configuration for vSphere.
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Reference

vSphere datastore and protocol features: NFS

What’s next?

After these tasks are completed, the NFS datastore is ready to consume for provisioning virtual machines.

vSphere NFS Datastore - Version 4.1 with ONTAP

This section describes the creation of an NFS version 4.1 datastore with ONTAP NAS
storage.

What you need
* The basic skills necessary to manage a
vSphere environment and ONTAP

* ONTAP Storage System (FAS/AFF/CVO/ONTAP Select/Cloud Volume Service/Azure NetApp Files)
running ONTAP 9.8 or later

ONTAP credentials (SVM name, userID, password)
ONTAP network port, SVM, and LUN information for NFS

+ A completed NFS configuration worksheet

» vCenter Server credentials
» vSphere host(s) information vSphere 7.0 or later
NFS VMKernel adapter IP information

* Network switch(es)
o with ONTAP system network data ports, vSphere hosts, and connected
o VLAN(s) configured for NFS
o (Optional) link aggregation configured for ONTAP network data ports

ONTAP Tools for VMware vSphere deployed, configured, and ready to consume

Steps

» Check compatability with the Interoperability Matrix Tool (IMT).
o Verify that the NFS configuration is supported.
* Complete the ONTAP and vSphere Tasks provided below.

ONTAP tasks

1. Verify ONTAP license for NFS
a. Usethe system license show command to check whether NFS is listed.
b. Use license add -license-code <license code> to add a license.

2. Follow the NFS configuration workflow
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VMware vSphere tasks

Follow the NFS Client Configuration for vSphere workflow.

What’s next?

After these tasks are completed, the NFS datastore is ready to consume for provisioning virtual machines.

Virtual Desktops

Virtual Desktop Services (VDS)

TR-4861: Hybrid Cloud VDI with Virtual Desktop Service

Suresh Thoppay, NetApp

The NetApp Virtual Desktop Service (VDS) orchestrates Remote Desktop Services (RDS)
in major public clouds as well as on private clouds. VDS supports Windows Virtual
Desktop (WVD) on Microsoft Azure. VDS automates many tasks that must be performed
after deployment of WVD or RDS, including setting up SMB file shares (for user profiles,
shared data, and the user home drive), enabling Windows features, application and agent
installation, firewall, and policies, and so on.

Users consume VDS for dedicated desktops, shared desktops, and remote applications. VDS provides
scripted events for automating application management for desktops and reduces the number of images to
manage.

VDS provides a single management portal for handling deployments across public and private cloud
environments.

Customer Value

The remote workforce explosion of 2020 has changed requirements for business continuity. IT departments are
faced with new challenges to rapidly provision virtual desktops and thus require provisioning agility, remote
management, and the TCO advantages of a hybrid cloud that makes it easy to provision on-premises and
cloud resources. They need a hybrid-cloud solution that:

» Addresses the post-COVID workspace reality to enable flexible work models with global dynamics

« Enables shift work by simplifying and accelerating the deployment of work environments for all employees,
from task workers to power users

» Mobilizes your workforce by providing rich, secure VDI resources regardless of the physical location
» Simplifies hybrid-cloud deployment

+ Automates and simplifies risk reduction management

Use Cases

Hybrid VDI with NetApp VDS allows service providers and enterprise virtual desktop
administrators to easily expand resources to other cloud environment without affecting
their users. Having on-premises resources provides better control of resources and offers
wide selection of choices (compute, GPU, storage, and network) to meet demand.
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This solution applies to the following use cases:

* Bursting into the cloud for surges in demand for remote desktops and applications

» Reducing TCO for long running remote desktops and applications by hosting them on-premises with flash
storage and GPU resources

» Ease of management of remote desktops and applications across cloud environments

« Experience remote desktops and applications by using a software-as-a- service model with on-premises
resources

Target Audience

The target audience for the solution includes the following groups:

« EUC/VDI architects who wants to understand the requirements for a hybrid VDS
* NetApp partners who would like to assist customers with their remote desktop and application needs

* Existing NetApp HCI customers who want to address remote desktop and application demands

NetApp Virtual Desktop Service Overview

NetApp offers many cloud services, including the rapid provisioning of virtual desktop with
WVD or remote applications and rapid integration with Azure NetApp Files.

Traditionally, it takes weeks to provision and deliver remote desktop services to customers. Apart from
provisioning, it can be difficult to manage applications, user profiles, shared data, and group policy objects to
enforce policies. Firewall rules can increase complexity and require a separate skillset and tools.

With Microsoft Azure Windows Virtual Desktop service, Microsoft takes care of maintenance for Remote
Desktop Services components, allowing customers to focus on provisioning workspaces in the cloud.
Customers must provision and manage the complete stack which requires special skills to manage VDI
environments.

With NetApp VDS, customers can rapidly deploy virtual desktops without worrying about where to install the
architecture components like brokers, gateways, agents, and so on. Customers who require complete control
of their environment can work with a professional services team to achieve their goals. Customers consume
VDS as a service and thus can focus on their key business challenges.

NetApp VDS is a software-as-a-service offering for centrally managing multiple deployments across AWS,
Azure, GCP, or private cloud environments. Microsoft Windows Virtual Desktop is available only on Microsoft
Azure. NetApp VDS orchestrates Microsoft Remote Desktop Services in other environments.

Microsoft offers multisession on Windows 10 exclusively for Windows Virtual Desktop environments on Azure.
Authentication and identity are handled by the virtual desktop technology; WVD requires Azure Active Directory
synced (with AD Connect) to Active Directory and session VMs joined to Active Directory. RDS requires Active
Directory for user identity and authentication and VM domain join and management.

A sample deployment topology is shown in the following figure.
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Each deployment is associated with an active directory domain and provides clients with an access entry point
for workspaces and applications. A service provider or enterprise that has multiple active directory domains
typically has more deployments. A single Active Directory domain that spans multiple regions typically has a
single deployment with multiple sites.

For WVD in Azure, Microsoft provides a platform-as-a-service that is consumed by NetApp VDS. For other
environments, NetApp VDS orchestrates the deployment and configuration of Microsoft Remote Desktop
Services. NetApp VDS supports both WVD Classic and WVD ARM and can also be used to upgrade existing
versions.

Each deployment has its own platform services, which consists of Cloud Workspace Manager (REST API
endpoint), an HTML 5 Gateway (connect to VMs from a VDS management portal), RDS Gateways (Access

point for clients), and a Domain Controller. The following figure depicts the VDS Control Plane architecture for
RDS implementation.
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For RDS implementations, NetApp VDS can be readily accessed from Windows and browsers using client
software that can be customized to include customer logo and images. Based on user credentials, it provides
user access to approved workspaces and applications. There is no need to configure the gateway details.

The following figure shows the NetApp VDS client.
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In the Azure WVD implementation, Microsoft handles the access entry point for the clients and can be
consumed by a Microsoft WVD client available natively for various OSs. It can also be accessed from a web-
based portal. The configuration of client software must be handled by the Group Policy Object (GPO) or in

other ways preferred by customers.

The following figure depicts the VDS Control Plane architecture for Azure WVD implementations.
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In addition to the deployment and configuration of required components, NetApp VDS also handles user
management, application management, resource scaling, and optimization.

NetApp VDS can create users or grant existing user accounts access to cloud workspace or application
services. The portal can also be used for password resets and the delegation of administrating a subset of
components. Helpdesk administrators or Level-3 technicians can shadow user sessions for troubleshooting or
connect to servers from within the portal.

NetApp VDS can use image templates that you create, or it can use existing ones from the marketplace for
cloud-based provisioning. To reduce the number of images to manage, you can use a base image, and any
additional applications that you require can be provisioned using the provided framework to include any
command-line tools like Chocolatey, MSIX app attach, PowerShell, and so on. Even custom scripts can be
used as part of machine lifecycle events.

NetApp HCI Overview

NetApp HCI is a hybrid cloud infrastructure that consists of a mix of storage nodes and
compute nodes. It is available as either a two-rack unit or single-rack unit, depending on
the model. The installation and configuration required to deploy VMs are automated with
the NetApp Deployment Engine (NDE). Compute clusters are managed with VMware
vCenter, and storage clusters are managed with the vCenter Plug-in deployed with NDE.
A management VM called the mNode is deployed as part of the NDE.

NetApp HCI handles the following functions:

* Version upgrades

* Pushing events to vCenter

 vCenter Plug-In management

* AVPN tunnel for support

» The NetApp Active 1Q Digital Advisor (also known as Digital Advisor) collector

* The extension of NetApp Cloud Services to on the premises, enabling a hybrid cloud infrastructure. The
following figure depicts HCI components.
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Storage Nodes

Storage nodes are available as either a half-width or full-width rack unit. A minimum of four storage nodes is
required at first, and a cluster can expand to up to 40 nodes. A storage cluster can be shared across multiple
compute clusters. All the storage nodes contain a cache controller to improve write performance. A single node
provides either 50K or 100K IOPS at a 4K block size.

NetApp HCI storage nodes run NetApp Element software, which provides minimum, maximum, and burst QoS
limits. The storage cluster supports a mix of storage nodes, although one storage node cannot exceed one-
third of total capacity.

Compute Nodes

@ NetApp supports its storage connected to any compute servers listed in the VMware
Compatability Guide.

Compute nodes are available in half-width, full-width, and two rack-unit sizes. The NetApp HCI H410C and
H610C are based on scalable Intel Skylake processors. The H615C is based on second-generation scalable
Intel Cascade Lake processors. There are two compute models that contain GPUs: the H610C contains two
NVIDIA M10 cards and the H615C contains three NVIDIA T4 cards.

—— e —e

The NVIDIA T4 has 40 RT cores that provide the computation power needed to deliver real-time ray tracing.
The same server model used by designers and engineers can now also be used by artists to create
photorealistic imagery that features light bouncing off surfaces just as it would in real life. This RTX-capable
GPU produces real-time ray tracing performance of up to five Giga Rays per second. The NVIDIA T4, when
combined with Quadro Virtual Data Center Workstation (Quadro vDWS) software, enables artists to create
photorealistic designs with accurate shadows, reflections, and refractions on any device from any location.

Tensor cores enable you to run deep learning inferencing workloads. When running these workloads, an
NVIDIA T4 powered with Quadro vDWS can perform up to 25 times faster than a VM driven by a CPU-only
server. A NetApp H615C with three NVIDIA T4 cards in one rack unit is an ideal solution for graphics and
compute-intensive workloads.

The following figure lists NVIDIA GPU cards and compares their features.
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The M10 GPU remains the best TCO solution for knowledge-worker use cases. However, the T4 makes a
great alternative when IT wants to standardize on a GPU that can be used across multiple use cases, such as
virtual workstations, graphics performance, real-time interactive rendering, and inferencing. With the T4, IT can
take advantage of the same GPU resources to run mixed workloads—for example, running VDI during the day
and repurposing the resources to run compute workloads at night.

The H610C compute node is two rack units in size; the H615C is one rack unit in size and consumes less
power. The H615C supports H.264 and H.265 (High Efficiency Video Coding [HEVC]) 4:4:4 encoding and
decoding. It also supports the increasingly mainstrean VP9 decoder; even the WebM container package
served by YouTube uses the VP9 codec for video.

The number of nodes in a compute cluster is dictated by VMware; currently, it is 96 with VMware vSphere 7.0
Update 1. Mixing different models of compute nodes in a cluster is supported when Enhanced vMotion
Compatibility (EVC) is enabled.

NVIDIA Licensing

When using an H610C or H615C, the license for the GPU must be procured from NVIDIA
partners that are authorized to resell the licenses. You can find NVIDIA partners with the
partner locator. Search for competencies such as virtual GPU (vGPU) or Tesla.

NVIDIA vGPU software is available in four editions:

» NVIDIA GRID Virtual PC (GRID vPC)

* NVIDIA GRID Virtual Applications (GRID vApps)

* NVIDIA Quadro Virtual Data Center Workstation (Quadro vDWS)
* NVIDIA Virtual ComputeServer (vComputeServer)
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GRID Virtual PC

This product is ideal for users who want a virtual desktop that provides a great user experience for Microsoft
Windows applications, browsers, high-definition video, and multi-monitor support. The NVIDIA GRID Virtual PC
delivers a native experience in a virtual environment, allowing you to run all your PC applications at full
performance.

GRID Virtual Applications

GRID vApps are for organizations deploying a Remote Desktop Session Host (RDSH) or other app-streaming
or session-based solutions. Designed to deliver Microsoft Windows applications at full performance, Windows
Server-hosted RDSH desktops are also supported by GRID vApps.

Quadro Virtual Data Center Workstation

This edition is ideal for mainstream and high-end designers who use powerful 3D content creation applications
like Dassault CATIA, SOLIDWORKS, 3Dexcite, Siemens NX, PTC Creo, Schlumberger Petrel, or Autodesk
Maya. NVIDIA Quadro vDWS allows users to access their professional graphics applications with full features
and performance anywhere on any device.

NVIDIA Virtual ComputeServer

Many organizations run compute-intensive server workloads such as artificial intelligence (Al), deep learning
(DL), and data science. For these use cases, NVIDIA vComputeServer software virtualizes the NVIDIA GPU,
which accelerates compute-intensive server workloads with features such as error correction code, page
retirement, peer-to-peer over NVLink, and multi-vGPU.

@ A Quadro vDWS license enables you to use GRID vPC and NVIDIA vComputeServer.

Deployment

NetApp VDS can be deployed to Microsoft Azure using a setup app available based on
the required codebase. The current release is available here and the preview release of
the upcoming product is available here.

See this video for deployment instructions.
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Hybrid Cloud Environment

NetApp Virtual Desktop Service can be extended to on-premises when connectivity exists
between on-premises resources and cloud resources. Enterprises can establish the link
to Microsoft Azure using Express Route or a site-to-site IPsec VPN connection. You can
also create links to other clouds in a similar way either using a dedicated link or with an
IPsec VPN tunnel.

For the solution validation, we used the environment depicted in the following figure.
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On-premises, we had multiple VLANs for management, remote-desktop-session hosts, and so on. They were
on the 172.21.146-150.0/24 subnet and routed to the corporate network using the Microsoft Remote Routing
Access Service. We also performed the following tasks:

1. We noted the public IP of the Microsoft Routing and Remote Access Server (RRAS; identified with
IPchicken.com).

2. We created a Virtual Network Gateway resource (route-based VPN) on Azure Subscription.

3. We created the connection providing the local network gateway address for the public IP of the Microsoft
RRAS server.

4. We completed VPN configuration on RRAS to create a virtual interface using pre-shared authentication
that was provided while creating the VPN gateway. If configured correctly, the VPN should be in the
connected state. Instead of Microsoft RRAS, you can also use pfSense or other relevant tools to create the
site-to-site IPsec VPN tunnel. Since it is route-based, the tunnel redirects traffic based on the specific
subnets configured.

Microsoft Azure Active Directory provides identity authentication based on oAuth. Enterprise client
authentications typically require NTLM or Kerberos-based authentication. Microsoft Azure Active Directory
Domain Services perform password hash sync between Azure Active Directory and on-prem domain
controllers using ADConnect.

For this Hybrid VDS solution validation, we initially deployed to Microsoft Azure and added an additional site
with vSphere. The advantage with this approach is that platform services were deployed to Microsoft Azure
and were then readily backed up using the portal. Services can then be easily accessed from anywhere, even
if the site-site VPN link is down.

To add another site, we used a tool called DCConfig. The shortcut to that application is available on the
desktop of the cloud workspace manager (CWMgr) VM. After this application is launched, navigate to the
DataCenter Sites tab, add the new datacenter site, and fill in the required info as shown below. The URL points
to the vCenter IP. Make sure that the CWMgr VM can communicate with vCenter before adding the
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configuration.

CD Make sure that vSphere PowerCLI 5.1 on CloudWorkspace manager is installed to enable
communication with VMware vSphere environment.

The following figure depicts on- premises datacenter site configuration.
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Note that there are filtering options available for compute resource based on the specific cluster, host name, or
free RAM space. Filtering options for storage resource includes the minimum free space on datastores or the
maximum VMs per datastore. Datastores can be excluded using regular expressions. Click Save button to
save the configuration.

To validate the configuration, click the Test button or click Load Hypervisor and check any dropdown under the
vSphere section. It should be populated with appropriate values. It is a best practice to keep the primary
hypervisor set to yes for the default provisioning site.

The VM templates created on VMware vSphere are consumed as provisioning collections on VDS.
Provisioning collections come in two forms: shared and VDI. The shared provisioning collection type is used for
remote desktop services for which a single resource policy is applied to all servers. The VDI type is used for
WVD instances for which the resource policy is individually assigned. The servers in a provisioning collection
can be assigned one of the following three roles:
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 TSDATA. Combination of Terminal Services and Data server role.
» TS. Terminal Services (Session Host).

* DATA. File Server or Database Server. When you define the server role, you must pick the VM template
and storage (datastore). The datastore chosen can be restricted to a specific datastore or you can use the
least-used option in which the datastore is chosen based on data usage.

Each deployment has VM resource defaults for the cloud resource allocation based on Active Users, Fixed,
Server Load, or User Count.

Single server load test with Login VSI

The NetApp Virtual Desktop Service uses the Microsoft Remote Desktop Protocol to
access virtual desktop sessions and applications, and the Login VSI tool determines the
maximum number of users that can be hosted on a specific server model. Login VSI
simulates user login at specific intervals and performs user operations like opening
documents, reading and composing mails, working with Excel and PowerPoint, printing
documents, compressing files, and taking random breaks. It then measures response
times. User response time is low when server utilization is low and increases when more
user sessions are added. Login VSI determines the baseline based on initial user login
sessions and it reports the maximum user session when the user response exceeds 2
seconds from the baseline.

NetApp Virtual Desktop Service utilizes Microsoft Remote Desktop Protocol to access the Virtual Desktop
session and Applications. To determine the maximum number of users that can be hosted on a specific server
model, we used the Login VSI tool. Login VSI simulates user login at specific intervals and performs user
operations like opening documents, reading and composing mails, working with Excel and PowerPoint, printing
documents, compressing files, taking random breaks, and so on. It also measures response times. User
response time is low when server utilization is low and increases when more user sessions are added. Login
VSI determines the baseline based on the initial user login sessions and it reports maximum user sessions
when the user response exceeds 2sec from the baseline.

The following table contains the hardware used for this validation.

Model Count Description

NetApp HCI H610C 4 Three in a cluster for launchers, AD, DHCP, and so on. One server for load
testing.

NetApp HCI H615C 1 2x24C Intel Xeon Gold 6282 @2.1GHz. 1.5TB RAM.

The following table contains the software used for this validation.

Product Description

NetApp VDS 5.4 Orchestration

VM Template Windows 2019 Server OS for RDSH
1809

Login VSI 4.1.32.1

VMware vSphere 6.7 Update 3 Hypervisor
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Product Description

VMware vCenter 6.7 Update 3f VMware management tool

The Login VSI test results are as follows:

Model VM configuration Login VSI baseline Login VSI Max
H610C 8 vCPU, 48GB RAM, 75GB disk, 8Q vGPU 799 178

profile
H615C 12 vCPU, 128GB RAM, 75GB disk 763 272

Considering sub-NUMA boundaries and hyperthreading, the eight VMs chosen for VM testing and
configuration depended on the cores available on the host.

We used 10 launcher VMs on the H610C, which used the RDP protocol to connect to the user session. The
following figure depicts the Login VSI connection information.
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The following figure displays the Login VSI response time versus the active sessions for the H610C.
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The performance metrics from Cloud Insights during H615C Login VSI testing for the vSphere host and VMs
are shown in the following figure.
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Management Portal

NetApp VDS Cloud Workspace Management Suite portal is available here and the
upcoming version is available here.

The portal allows centralized management for various VDS deployments including one that has sites defined

for on-premises, administrative users, the application catalog, and scripted events. The portal is also used by
administrative users for the manual provisioning of applications if required and to connect to any machines for
troubleshooting.

Service providers can use this portal to add their own channel partners and allow them to manage their own
clients.

User Management

NetApp VDS uses Azure Active Directory for identity authentication and Azure Active
Directory Domain Services for NTLM/Kerberos authentication. The ADConnect tool can
be used to sync an on-prem Active Directory domain with Azure Active Directory.

New users can be added from the portal, or you can enable cloud workspace for existing users. Permissions
for workspaces and application services can be controlled by individual users or by groups. From the
management portal, administrative users can be defined to control permissions for the portal, workspaces, and
SO on.

The following figure depicts user management in NetApp VDS.
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Each workspace resides in its own Active Directory organization unit (OU) under the Cloud Workspace OU as
shown in the following figure.
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For more info, see this video on user permissions and user management in NetApp VDS.

When an Active Directory group is defined as a CRAUserGroup using an API call for the datacenter, all the
users in that group are imported into the CloudWorkspace for management using the Ul. As the cloud
workspace is enabled for the user, VDS creates user home folders, settings permissions, user properties
updates, and so on.

If VDI User Enabled is checked, VDS creates a single-session RDS machine dedicated to that user. It prompts
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Workspace Management

A workspace consists of a desktop environment; this can be shared remote desktop
sessions hosted on-premises or on any supported cloud environment. With Microsoft
Azure, the desktop environment can be persistent with Windows Virtual Desktops. Each
workspace is associated with a specific organization or client. Options available when
creating a new workspace can be seen in the following figure.
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@ Each workspace is associated with specific deployment.

Workspaces contain associated apps and app services, shared data folders, servers, and a WVD instance.

Each workspace can control security options like enforcing password complexity, multifactor authentication, file

audits, and so on.

Workspaces can control the workload schedule to power on extra servers, limit the number of users per server,

or set the schedule for the resources available for given period (always on/off). Resources can also be

configured to wake up on demand.

The workspace can override the deployment VM resource defaults if required. For WVD, WVD host pools
(which contains session hosts and app groups) and WVD workspaces can also be managed from the cloud

workspace management suite portal. For more info on the WVD host pool, see this video.

Application Management

Task workers can quickly launch an application from the list of applications made
available to them. App services publish applications from the Remote Desktop Services

session hosts. With WVD, App Groups provide similar functionality from multi-session

Windows 10 host pools.

For office workers to power users, the applications that they require can be provisioned manually using a

service board, or they can be auto-provisioned using the scripted events feature in NetApp VDS.

For more information, see the NetApp Application Entitlement page.
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ONTAP features for Virtual Desktop Service

The following ONTAP features make it attractive choice for use with a virtual desktop
service.
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Scale-out filesystem. ONTAP FlexGroup volumes can grow to more than 20PB in size and can contain
more than 400 billion files within a single namespace. The cluster can contain up to 24 storage nodes,
each with a flexible the number of network interface cards depending on the model used.

User’s virtual desktops, home folders, user profile containers, shared data, and so on can grow based on
demand with no concern for filesystem limitations.

File system analytics. You can use the XCP tool to gain insights into shared data. With ONTAP 9.8+ and
ActivelQ Unified Manager, you can easily query and retrieve file metadata information and identify cold
data.

Cloud tiering. You can migrage cold data to an object store in the cloud or to any S3-compatible storage in
your datacenter.

File versions. Users can recover files protected by NetApp ONTAP Snapshot copies. ONTAP Snapshot
copies are very space efficient because they only record changed blocks.

Global namespace. ONTAP FlexCache technology allows remote caching of file storage making it easier
to manage shared data across locations containing ONTAP storage systems.

Secure multi-tenancy support. A single physical storage cluster can be presented as multiple virtual
storage arrays each with its own volumes, storage protocols, logical network interfaces, identity and
authentication domain, management users, and so on. Therefore, you can share the storage array across
multiple business units or environments, such as test, development, and production.

To guarantee performance, you can use adaptive QoS to set performance levels based on used or
allocated space, and you can control storage capacity by using quotas.

VMware integration. ONTAP tools for VMware vSphere provides a vCenter plug-in to provision
datastores, implement vSphere host best practices, and monitor ONTAP resources.

ONTAP supports vStorage APIs for Array Integration (VAAI) for offloading SCSI/file operations to the
storage array. ONTAP also supports vStorage APIs for Storage Awareness (VASA) and Virtual Volumes
support for both block and file protocols.

The Snapcenter Plug-in for VMware vSphere provides an easy way to back up and restore virtual
machines using the Snapshot feature on a storage array.

ActivelQ Unified Manager provides end-to-end storage network visibility in a vSphere environment.
Administrators can easily identify any latency issues that might occur on virtual desktop environments
hosted on ONTAP.

Security compliance. With ActivelQ Unified Manager, you can monitor multiple ONTAP systems with
alerts for any policy violations.

Multi-protocol support. ONTAP supports block (iISCSI, FC, FCoE, and NVMe/FC), file (NFSv3, NFSv4.1,
SMB2.x, and SMB3.x), and object (S3) storage protocols.

Automation support. ONTAP provides REST API, Ansible, and PowerShell modules to automate tasks
with the VDS Management Portal.



Data Management

As a part of deployment, you can choose the file-services method to host the user profile,
shared data, and the home drive folder. The available options are File Server, Azure
Files, or Azure NetApp Files. However, after deployment, you can modify this choice with
the Command Center tool to point to any SMB share. There are various advantages to
hosting with NetApp ONTAP. To learn how to change the SMB share, see Change Data
Layer.

Global File Cache

When users are spread across multiple sites within a global namespace, Global File Cache can help reduce
latency for frequently accessed data. Global File Cache deployment can be automated using a provisioning
collection and scripted events. Global File Cache handles the read and write caches locally and maintains file
locks across locations. Global File Cache can work with any SMB file servers, including Azure NetApp Files.
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Global File Cache requires the following:

» Management server (License Management Server)

* Core
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« Edge with enough disk capacity to cache the data
To download the software and to calculate the disk cache capacity for Edge, see the GFC documentation.

For our validation, we deployed the core and management resources on the same VM at Azure and edge
resources on NetApp HCI. Please note that the core is where high-volume data access is required and the
edge is a subset of the core. After the software is installed, you must activate the license activated before use.
To do so, complete the following steps:

1. Under the License Configuration section, use the link Click Here to complete the license activation. Then
register the core.

s —— S—

i NetApp

Syvtem Oserview | | Syitess Configuration  GFC Configuration | Podicy Configurstion

Litense ManRge  Legney Licensing

Uiz Confguranan
Higniate thit iitenoe with & Licence Manager Server

Ligense Sereer Pullic 1D Addresn/Toe name | GPC-COL Demovds com |

citomarid <Gustomar |0 from Licenses |
Inteided Seevis Bl Lore [ tdpe
Begiater
License Server Conhpuranen
Bond this LS Sevwer to Arare Invenbory (o) eriby Loente informasion Cligh terg

2. Provide the service account to be used for the Global File Cache. For the required permissions for this
account, see the GFC documentation.
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3. Add a new backend file server and provide the file server name or IP.
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M NetApp
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Pre-Populanen
Aduanced Dptans
Ackd
Configured Bachend Jarvers
| Batkpnd Sieer Lotal Path
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Bl -cia v 053 oo com |
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4. On the edge, the cache drive must have the drive letter D. If it does not, use diskpart.exe to select the
volume and change drive letter. Register with the license server as edge.
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If core auto-configuration is enabled, core information is retrieved from the license management server
automatically.
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From any client machine, the administrators that used to access the share on the file server can access it with
GFC edge using UNC Path \\<edge server name>\FASTDATA\<core server name>\<backend
file server name>\<share name>. Administrators can include this path in user logonscript or GPO for
users drive mapping at the edge location.

To provide transparent access for users across the globe, an administrator can setup the Microsoft Distributed
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Filesystem (DFS) with links pointing to file server shares and to edge locations.
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When users log in with Active Directory credentials based on the subnets associated with the site, the
appropriate link is utilized by the DFS client to access the data.
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File icons change depending on whether a file is cached; files that are not cached have a grey X on the lower
left corner of the icon. After a user in an edge location accesses a file, that file is cached, and the icon
changes.

225



[ [

- w o v Metwork » demovdicom = DFS s OW-METE + Data
MHama £ Diate rmodified Type Sare
*.Eb;;::-ﬂi = Departrmaent QTR0 5:28 PM Fibe Fodgher
Outlooic QTR 00 I0G FM R folder
¥ Dowsloads:  # Dhutlock: Files 161273020 60T FML  Fie flder
5| Documerts Dutput 10122000302 PM File folder
= Pictures o WinidgwsPowerShell L0200 B2 P Filbe Fodcer
3 This B ot} FSlogin WTLET0 21T PM  Ragrtration Dot 4 ik
= [ GFC-1-3-0-21-Relesse 13T 1R2000 1004 Apphoation ThAS9 WD
b Metwork \c| POELpdf BRLI0IE 3T PM PDF Fie 110 KE
| POFLpdf G331 P POF File 1,066 KB
| Spreadtheet slsx GRAL20N16 511 P NLEX File 298 KT
k| UsesEdit doc BRA0EE 2T P OO File 1061 KB
] UsexEdat.doe 1TAR020 TP DOC File LDET KE
| UserEdaldoc 0122020 01 PM DOC File 1,063 KB
k| Useshlndmap.mm &FAL/2006-501 P LARY File 6 K1
1! UnesPresentation.ppt B0 3T P PP Fife LOTIED

When a file is open and another user is trying to open the same file from an edge location, the user is
prompted with the following selection:

File In Use 7 X

WSL2 on WVD.doox is locked for editing.
Do you want to:
(®)/Open a Read Only copy|
() Create a local copy and merge your changes later
O Receive notification when the original copy is available

oK . Cancel

If the user selects the option to receive a notification when the original copy is available, the user is notified as
follows:

File Now Available ? X

‘WSL2 on WVD.doox' is now available for editing. Read-Write ’
Choose Read-Write to open it for editing.

For more information, see this video on Talon and Azure NetApp Files Deployment.

SaaS Backup
NetApp VDS provides data protection for Salesforce and Microsoft Office 365, including Exchange,

SharePoint, and Microsoft OneDrive. The following figure shows how NetApp VDS provides SaaS Backup for
these data services.
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© Production

salesforce

Backup

Restore Restore

Reporting

Microsoft Azure
Blob Storsge

SaaS Backup provided storage

For a demonstration of Microsoft Office 365 data protection, see this video.

For a demonstration of Salesforce data protection, see this video.

Operation management

With NetApp VDS, administrators can delegate tasks to others. They can connect to
deployed servers to troubleshoot, view logs, and run audit reports. While assisting
customers, helpdesk or level-3 technicians can shadow user sessions, view process lists,
and kill processes if required.

For information on VDS lodfiles, see the Troubleshooting Failed VDA Actions page.
For more information on the required minimum permissions, see the VDA Components and Permissions page.

If you would like to manually clone a server, see the Cloning Virtual Machines page.
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To automatically increase the VM disk size, see the Auto-Increase Disk Space Feature page.

To identify the gateway address to manually configure the client, see the End User Requirements page.

Cloud Insights

NetApp Cloud Insights is a web-based monitoring tool that gives you complete visibility into infrastructure and
applications running on NetApp and other third-party infrastructure components. Cloud Insights supports both
private cloud and public clouds for monitoring, troubleshooting, and optimizing resources.

Only the acquisition unit VM (can be Windows or Linux) must be installed on a private cloud to collect metrics
from data collectors without the need for agents. Agent-based data collectors allow you to pull custom metrics
from Windows Performance Monitor or any input agents that Telegraf supports.

The following figure depicts the Cloud Insights VDS dashboard.

e i & ot e 21 i e ey R

For more info on NetApp Cloud Insights, see this video.

Tools and Logs

This page discusses the DCConfig Tool, TestVdc Tools, and log files.

DCConfig Tool

The DCCconfig tool supports the following hypervisor options for adding a site:
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DataCenter Site

DataCenter Site _ m m

Select Hypervisor
Aws

AzureClassic
AzureRM
ComputeEngine
HyperV
ProfitBricks
vCloud
vCloudRest
vSphere

XenServer

DataCenter Accounts Email DatabaseConnection Exclude DataCenter Sites Product Keys Static IpAddress Drive Mapping

T

Description Driveletter
Shared Data P

Workspace-specific drive-letter mapping for shared data can be handled using GPO. Professional Services or
the support team can use the advanced tab to customize settings like Active Directory OU names, the option to
enable or disable deployment of FSLogix, various timeout values, and so on.
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Command Center (Previously known as TestVdc Tools)

To launch Command Center and the required role, see the Command Center Overview.

You can perform the following operations:

* Change the SMB Path for a workspace.
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%2 TestVdcTools 5.4.20252.1903

Tests Operations Advanced Hypervisor

= X
Command ;'Change Data/Home/Pro Folders v Load Data
Company Code |M6TX
Data |\\NetAppSvr-093d.demovds com\cw-m6t\Data | (] Is Windows Server
Home |\\NetAppSvr—ﬂQSd.demovds.com\cw-mﬁtx\Hnme | [ I1s Windows Server
Pro |\\NetAppSvr-ﬂﬁ3&.demovds.com\mnﬁmpm I [] I1s Windows Server
Execute Command

 View Al Logs |

» Change the site for provisioning collection.
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TestVdcTools 5.4.20252.1903

Tests Operations Advanced Hypenvisor

Command  Edit Provisioning Collection Load Data
Provisioning Collection

Description ]On vSphere Site 2
Share Drive |P v |

Minimum Cache Level E{

Operating System Windows Server 2019
Collection Type Shared ~
Data Center Site Role Template Storage
» Site 2 v | TSData ~ |Windows2019 ~ 1 DS01

Execute Command

| View All Logs |

Log Files
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Name

CwAgent
CWAutomationService
CWManagerX
CwVmAutomationService

TestVdcTools

(£ report

Check automation logs for more info.

GPU considerations
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GPUs are typically used for graphic visualization (rendering) by performing repetitive
arithmetic calculations. This repetitive compute capability is often used for Al and deep

learning use cases.

For graphic intensive applications, Microsoft Azure offers the NV series based on the NVIDIA Tesla M60 card
with one to four GPUs per VM. Each NVIDIA Tesla M60 card includes two Maxwell-based GPUs, each with

8GB of GDDR5 memory for a total of 16GB.

@ An NVIDIA license is included with the NV series.
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W8 TechPowerUp GPU-Z 2.36.0 = X
Graphics Card  Sensors Advanced  Validation =
Name NVIDIA Tesla M60 Lookup
GPU GM204 Revision | FF
Technology 28 nm Die Size | 398 mm? @2
Release Date | Aug 30,2015 Transistors | 5200 NVIDIA
BIOS Version 84.04.85.00.03 7% [JuEF
Subvendor NVIDIA Device ID | 10DE 13F2 - 10DE 115€
ROPs/TMUs | 64/128  Bus Interface | PCI ?
Shaders 2048 Unified DirectX Support '—12_{15__1}_
Pixel Filrate | 75.4GPixel’s  Texture Filrate | 150.8 GTexel/s
Memory Type GDDRS5 (Hynix) Bus Width | 256 bit
Memory Size 8192 MB Bandwidth |  160.4 GB/s
Drver Version | 27.21.14.5257 (NVIDIA 452.57) / 2016
Driver Date |  Oct 22, 2020 Digttal Signature | WHQL
GPUClock | 557 MHz  Memory | 1253 MHz  Boost | 1178 MHz
Default Clock | 557 MHz ~ Memory | 1253MHz  Boost | 1178 MHz
NVIDIA SLI Disabled
Computing [V]OpenCL [ JCUDA [V]DirectCompute [v] DirectML
Technologies [V]Vulkan []Ray Tracing []PhysX [/]OpenGL 4.6
'NVIDIA Tesla M60 v, Close

With NetApp HCI, the H615C GPU contains three NVIDIA Tesla T4 cards. Each NVIDIA Tesla T4 card has a
Touring-based GPU with 16GB of GDDR6 memory. When used in a VMware vSphere environment, virtual
machines are able to share the GPU, with each VM having dedicated frame buffer memory. Ray tracing is
available with the GPUs on the NetApp HCI H615C to produce realistic images including light reflections.
Please note that you need to have an NVIDIA license server with a license for GPU features.
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"8 TechPowerUp GPU-Z 2.36.0 — X

Graphics Card  Sensors Advanced Validation -, o

Name | NVIDIA GRID T4-8Q Lookup

GPU| TUI4  Revision | <g
Technology 12nm  Die Size | 545mm?

Release Date | Sep 13,2018 Transistors | 13600M  MVIDIA

BIOS Version | 0.00.00.00.00 [ [JuEer
Subvendor |  NVIDIA Device ID | 10DE 1EB8 - 10DE 130F
ROPs/TMUs | 8/160  Bus Interface | PCI ?

Shaders = 2560 Unified DirectX Suppot | 12(12_2)

Pixel Filrate | 4.7GPixel/’s  Texture Filate | 93.6 GTexel/s
Memory Type | GDDR6  BusWidth | 256bit
Memory Size | 8192 MB Bandwidth [  Urknown
Driver Version | 27.21.14.5257 (NVIDIA 452.57) / 2016

Driver Date | Oct22,2020  Digtal Signature |  WHQL
GPUClock | 585MHz  Memory | OMHz  Shader| N
Defautt Clock | 585MHz  Memory [W Shader [ N/&
NVIDIA SLI | Disabled

Computing []OpenCL [“]CUDA [~] DirectCompute [_] DirectML
Technologies [v]Vulkan [“]Ray Tracing [_]PhysX [“]OpenGL 4.6

NVIDIAGRID T4-8Q v| Close

To use the GPU, you must install the appropriate driver, which can be downloaded from the NVIDIA license
portal. In an Azure environment, the NVIDIA driver is available as GPU driver extension. Next, the group
policies in the following screenshot must be updated to use GPU hardware for remote desktop service
sessions. You should prioritize H.264 graphics mode and enable encoder functionality.
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Validate GPU performance monitoring with Task Manager or by using the nvidia-smi CLI when running WebGL
samples. Make sure that GPU, memory, and encoder resources are being consumed.
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1% Task Manager — O X
File Options View

Processes Performance Users Details Services

O CPU
S SE GPU NVIDIA GRID T4-8Q
W 3D 3__":. e co :-:
O Memory : £y :
3.2/48.0 GB (7%)
(O Ethernet A il
S: 3.5 Mbps R: 112 Kbps [ Y
~ Video Encode 4% ~ Video Decode 0%
() GPUO
NVIDIA GRID T4-8Q
24%
AN
Dedicated GPU memory usage 7.0 GB
Shared GPU memory usage 24.0 GE
Utilization Dedicated GPU memory Driver version: he

To make sure that the virtual machine is deployed to the NetApp HCI H615C with Virtual Desktop Service,
define a site with the vCenter cluster resource that has H615C hosts. The VM template must have the required
vGPU profile attached.

For shared multi-session environments, consider allocating multiple homogenous vGPU profiles. However, for
high end professional graphics application, it is better to have each VM dedicated to a user to keep VMs
isolated.

The GPU processor can be controlled by a QoS policy, and each vGPU profile can have dedicated frame
buffers. However, the encoder and decoder are shared for each card. The placement of a vGPU profile on a
GPU card is controlled by the vSphere host GPU assignment policy, which can emphasize performance
(spread VMs) or consolidation (group VMs).

Solutions for Industry

Graphics workstations are typically used in industries such as manufacturing, healthcare,
energy, media and entertainment, education, architecture, and so on. Mobility is often
limited for graphics-intensive applications.
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To address the issue of mobility, Virtual Desktop Services provide a desktop environment for all types of
workers, from task workers to expert users, using hardware resources in the cloud or with NetApp HCI,
including options for flexible GPU configurations. VDS enables users to access their work environment from
anywhere with laptops, tablets, and other mobile devices.

To run manufacturing workloads with software like ANSYS Fluent, ANSYS Mechanical, Autodesk AutoCAD,
Autodesk Inventor, Autodesk 3ds Max, Dassault Systemes SOLIDWORKS, Dassault Systemes CATIA, PTC
Creo, Siemens PLM NX, and so on, the GPUs available on various clouds (as of Jan 2021) are listed in the
following table.

GPU Model Microsoft Azure Google Compute = Amazon Web On-Premises
(GCP) Services (AWS) (NetApp HCI)

NVIDIA M60 Yes Yes Yes No

NVIDIA T4 No Yes Yes Yes

NVIDIA P100 No Yes No No

NVIDIA P4 No Yes No No

Shared desktop sessions with other users and dedicated personal desktops are also available. Virtual
desktops can have one to four GPUs or can utilize partial GPUs with NetApp HCI. The NVIDIA T4 is a versatile
GPU card that can address the demands of a wide spectrum of user workloads.

Each GPU card on NetApp HCI H615C has 16GB of frame buffer memory and three cards per server. The
number of users that can be hosted on single H615C server depends on the user workload.

Users/Server Light (4GB) Medium (8GB) Heavy (16GB)
H615C 12 6 3

To determine the user type, run the GPU profiler tool while users are working with applications performing
typical tasks. The GPU profiler captures memory demands, the number of displays, and the resolution that
users require. You can then pick the vGPU profile that satisfies your requirements.

Virtual desktops with GPUs can support a display resolution of up to 8K, and the utility nView can split a single
monitor into regions to work with different datasets.

With ONTAP file storage, you can realize the following benefits:
» A single namespace that can grow up to 20PB of storage with 400 billion of files, without much
administrative input
» A namespace that can span the globe with a Global File Cache
» Secure multitenancy with managed NetApp storage
« The migration of cold data to object stores using NetApp FabricPool
* Quick file statistics with file system analytics
» Scaling a storage cluster up to 24 nodes increasing capacity and performance
» The ability to control storage space using quotas and guaranteed performance with QoS limits
» Securing data with encryption
* Meeting broad requirements for data protection and compliance

« Delivering flexible business continuity options
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Conclusion

The NetApp Virtual Desktop Service provides an easy-to-consume virtual desktop and
application environment with a sharp focus on business challenges. By extending VDS
with the on-premises ONTAP environment, you can use powerful NetApp features in a
VDS environment, including rapid clone, in-line deduplication, compaction, thin
provisioning, and compression. These features save storage costs and improve
performance with all-flash storage. With VMware vSphere hypervisor, which minimizes
server-provisioning time by using Virtual Volumes and vSphere API for Array integration.
Using the hybrid cloud, customers can pick the right environment for their demanding
workloads and save money. The desktop session running on-premises can access cloud
resources based on policy.

Where to Find Additional Information

To learn more about the information that is described in this document, review the
following documents and/or websites:

* NetApp Cloud

* NetApp VDS Product Documentation

» Connect your on-premises network to Azure with VPN Gateway
» Azure Portal

* Microsoft Windows Virtual Desktop

» Azure NetApp Files Registration

VMware Horizon

NVA-1132-DESIGN: VMware end-user computing with NetApp HCI

Suresh Thoppay, NetApp

VMware end-user computing with NetApp HCI is a prevalidated, best-practice data center
architecture for deploying virtual desktop workloads at an enterprise scale. This
document describes the architectural design and best practices for deploying the solution
at production scale in a reliable and risk-free manner.

NVA-1132-DESIGN: VMware end-user computing with NetApp HCI

NVA-1129-DESIGN: VMware end-user computing with NetApp HCI and NVIDIA GPUs

Suresh Thoppay, NetApp

VMware end-user computing with NetApp HCI is a prevalidated, best-practice data center
architecture for deploying virtual desktop workloads at an enterprise scale. This
document describes the architectural design and best practices for deploying the solution
at production scale in a reliable and risk-free manner.

NVA-1129-DESIGN: VMware end-user computing with NetApp HCI and NVIDIA GPUs
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NVA-1129-DEPLOY: VMware end-user Computing with NetApp HCI and NVIDIA GPUs

Suresh Thoppay, NetApp

VMware end-user Computing with NetApp HCI is a prevalidated, best-practice, data
center architecture for deploying virtual desktop workloads at an enterprise scale. This
document describes how to deploy the solution at production scale in a reliable and risk-
free manner

NVA-1129-DEPLOY: VMware end-user Computing with NetApp HCI and NVIDIA GPUs

NetApp HCI for virtual desktop infrastructure with VMware Horizon 7 - Empower your power users with 3D Graphics

Suresh Thoppay, NetApp

TR-4792 provides guidance on using the NetApp H615C compute node for 3D graphics
workloads in a VMware Horizon environment powered by NVIDIA graphics processing
units (GPUs) and virtualization software. It also provides the results from the preliminary
testing of SPECviewperf 13 for the H615C.

NetApp HCI for virtual desktop infrastructure with VMware Horizon 7 - Empower your power users with 3D
Graphics

FlexPod desktop virtualization solutions

Learn more about FlexPod virtualization solutions by reviewing the FlexPod design
guides

NetApp All-Flash SAN Array with VMware vSphere 8

For nearly two decades, NetApp ONTAP software has established itself as a premier
storage solution for VMware vSphere environments, continually introducing innovative
features that simplify management and decrease costs. NetApp is an established leader
in the development of NAS and unified storage platforms that offer a wide range of
protocol and connectivity support. Alongside this market segment, there are many
customers who prefer the simplicity and cost benefits of block-based SAN storage
platforms that are focused on doing one job well. NetApp’s All-Flash SAN Array (ASA)
delivers on that promise with simplicity at scale and with consistent management and
automation features for all applications and cloud providers.

Author: Josh Powell - NetApp Solutions Engineering

Solution Overview

Purpose of This Document

In this document we will cover the unique value of using NetApp ASA storage systems with VMware vSphere
and provide a technology overview of the NetApp All-Flash SAN Array. In addition, we will look at additional
tools for simplifying storage provisioning, data protection, and monitoring of your VMware and ONTAP
datacenter.
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Deployment sections of this document cover creating vVol datastores with ONTAP Tools for VMware vSphere,
and observability for the modern datacenter with NetApp Cloud Insights.

Technology Overview

This solution includes innovative technologies from VMware and NetApp.

VMware vSphere 8.0

VMware vSphere is a virtualization platform that transforms physical resources into pools of compute, network
and storage which can be used to satisfy customers’ workload and application requirements. The main
components of VMware vSphere include:

« ESXi - VMware’s hypervisor which enables the abstraction of compute processors, memory, network and
other resources and makes them available to virtual machines and container workloads.

» vCenter - VMware vCenter is a centralized management platform for interacting with compute resources,
networking and storage as part of a virtual infrastructure. vCenter plays a crucial role in simplifying the
administration of virtualized infrastructure.

New Improvements in vSphere 8.0

vSphere 8.0 introduces some new improvements including, but not limited to:

Scalability - vSphere 8.0 supports the latest Intel and AMD CPUs and has extended limits for vGPU devices,
ESXi hosts, VMs per cluster, and VM DirectPath I/O devices.

Distributed Services Engine - Network offloading with NSX to Data Processing Units (DPUs).

Enhanced Device Efficiency - vSphere 8.0 boosts device management capabilities with features like device
groups and Device Virtualization Extensions (DVX).

Improved Security - The inclusion of an SSH timeout and TPM Provision Policy strengthens the security
framework.

Integration with Hybrid Cloud Services - This feature facilitates seamless transition between on-premises
and cloud workloads.

Integrated Kubernetes Runtime - With the inclusion of Tanzu, vSphere 8.0 simplifies container orchestration.

For more information refer to the blog, What's New in vSphere 87?.

VMware Virtual Volumes (vVols)

vVols are a revolutionary new approach to storage management in vSphere clusters, providing simplified
management and more granular control of storage resources. In a vVols datastore each virtual disk is a vVol
and becomes a native LUN object on the storage system. The integration of the storage system and vSphere
takes place through the VMware API’s for Storage Awareness (VASA) provider and allows the storage
system to be aware of the VM data and manage it accordingly. Storage policies, defined in the vCenter Client
are used to allocate and manage storage resources.

vVols are a simplified approach to storage management and are preferred in some use cases.

For more information on vVols see the vVols Getting Started Guide.
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NVMe over Fabrics

With the release of vSphere 8.0, NVMe is now supported end-to-end with full support for vVols with NVMe-TCP
and NVMe-FC.

For detailed information on using NVMe with vSphere refer to About VMware NVMe Storage in the vSphere
Storage documentation.

NetApp ONTAP

NetApp ONTAP software has been a leading storage solution for VMware vSphere environments for almost
two decades and continues to add innovative capabilities to simplify management while reducing costs. Using
ONTAP together with vSphere is a great combination that lets you reduce host hardware and VMware software
expenses. You can also protect your data at lower cost with consistent high performance while taking
advantage of native storage efficiencies.

Base ONTAP Features

NetApp Snapshot copies: Snapshot copies of a VM or datastore, ensuring no performance impact upon the
creation or utilization of a Snapshot. These replicas can serve as restoration points for VMs or as a simple data
safeguard. These array-based snapshots are different than VMware (consistency) snapshots. The most
straightforward method to generate an ONTAP Snapshot copy is through the SnapCenter Plug-In for VMware
vSphere, backing up VMs and datastores.

» Storage Efficiency - ONTAP provides real-time and background deduplication and compression, zero-
block deduplication, and data compaction.

* Volume and LUN move - Allows non-disruptive movement of volumes and LUNs supporting vSphere
datastores and vVols within the ONTAP cluster to balance performance and capacity or support non-
disruptive maintenance and upgrades.

* Relocation of Volume and LUN - ONTAP allows non-disruptive movement of volumes and LUNs that host
vSphere datastores and vVols within the ONTAP cluster. This aids in balancing performance and capacity,
and allows for non-disruptive upgrades.

* Quality of Service - QoS is a feature that enables the management of performance on an individual LUN,
volume, or file. It can be used to limit an aggressive VM or to ensure that a critical VM receives sufficient
performance resources.

* Encryption - NetApp Volume Encryption and NetApp Aggregate Encryption. These options provide a
straightforward software-based approach to encrypting data at rest, ensuring its protection.

» Fabric Pool - This feature tiers less frequently accessed data to a separate object store, freeing up
valuable flash storage. By operating at the block level, it efficiently identifies and tiers colder data, helping
to optimize storage resources and reduce costs.

« Automation - Simplifies storage and data management tasks by utilizing ONTAP REST APIs for
automation, and leveraging Ansible modules for seamless configuration management of ONTAP systems.
Ansible modules offer a convenient solution for efficiently managing the configurations of ONTAP systems.
The combination of these powerful tools enables the streamlining of workflows and enhancement of the
overall management of storage infrastructure.

ONTAP Disaster Recovery Features

NetApp ONTAP provides robust disaster recovery solutions for VMware environments. These solutions
leverage SnapMirror replication technologies between primary and secondary storage systems to allow failover
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and quick recovery in the case of failure.

Storage Replication Adapter:

The NetApp Storage Replication Adapter (SRA) is a software component that provides integration between
NetApp storage systems and VMware Site Recovery Manager (SRM). It facilitates replication of virtual
machine (VM) data across NetApp storage arrays, delivering robust data protection and disaster recovery
capabilities. The SRA uses SnapMirror and SnapVault to achieve the replication of VM data across disparate
storage systems or geographical locations.

The adapter provides asynchronous replication at the storage virtual machine (SVM) level using SnapMirror
technology and extends support for both VMFS in SAN storage environments (iISCSI and FC) and NFS in NAS
storage environments.

The NetApp SRA is installed as part of ONTAP Tools for VMware vSphere.
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For information on the NetApp Storage Replication Adapter for SRM refer to VMware Site Recovery Manager
with NetApp ONTAP.

SnapMirror Business Continuity:

SnapMirror is a NetApp data replication technology that provides synchronous replication of data between
storage systems. It allows for the creation of multiple copies of data at different locations, providing the ability
to recover data in case of a disaster or data loss event. SnapMirror provides flexibility in terms of replication
frequency and allows for the creation of point-in-time copies of data for backup and recovery purposes. SM-BC
replicates data at the Consistency Group level.
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For more information refer to SnapMirror Business Continuity overview.

NetApp MetroCluster:

NetApp MetroCluster is a high-availability and disaster recovery solution that provides synchronous data
replication between two geographically dispersed NetApp storage systems. It is designed to ensure continuous
data availability and protection in the event of a site-wide failure.

MetroCluster uses SyncMirror to synchronously replicate data just above the RAID level. SyncMirror is
designed to efficiently transition between synchronous and asynchronous modes. This allows the primary
storage cluster to continue operating in a non-replicated state in situations where the secondary site becomes
temporarily inaccessible. SyncMirror will also replicate back to a RPO = 0 state when connectivity is restored.

MetroCluster can operate over IP based networks or using fibre channel.
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For detailed information on MetroCluster architecture and configuration refer to the MetroCluster
documentation site.
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ONTAP One Licensing Model

ONTAP One is a comprehensive licensing model that provides access to all features of ONTAP without
requiring additional licenses. This includes data protection, disaster recovery, high availability, cloud
integration, storage efficiency, performance, and security. Customers with NetApp storage systems licensed
with Flash, Core plus Data Protection, or Premium are entitled to ONTAP One licensing, ensuring they can
maximize the use of their storage systems.

ONTAP One licensing includes all of the following features:

NVMeoF — Enables the use of NVMe over Fabrics for front end client 10, both NVMe/FC and NVMe/TCP.
FlexClone — Enables rapid creation of space efficient cloning of data based on snapshots.

S3 — Enables the S3 protocol for front end client 0.

SnapRestore — Enables rapid recovery of data from snapshots.

Autonomous Ransomware Protection - Enables the automatic protection of NAS file shares when abnormal
filesystem activity is detected.

Multi Tenant Key Manager - Enables the ability to have multiple key managers for different tenants on the
system.

SnapLock — Enables the protection of data from modification, deletion or corruption on the system.
SnapMirror Cloud — Enables the replication of system volumes to object targets.

S3 SnapMirror — Enables the replication of ONTAP S3 objects to alternate S3 compatible targets.

NetApp All-Flash SAN Array

The NetApp All-Flash SAN Array (ASA) is a high-performance storage solution designed to meet the
demanding requirements of modern data centers. It combines the speed and reliability of flash storage with
NetApp’s advanced data management features to deliver exceptional performance, scalability, and data
protection.

The ASA lineup is comprised of both A-Series and C-Series models.

The NetApp A-Series all-NVMe flash arrays are designed for high-performance workloads, offering ultra-low
latency and high resiliency, making them suitable for mission-critical applications.

245



i NetApp
: A NetApp

ASA A150 ASA A250 ASA A400 ASA ABOO ASA A900

C-Series QLC flash arrays are aimed at higher-capacity use cases, delivering the speed of flash with the

economy of hybrid flash.
M NetApp M NetApp
M NetApp

ASA C250 ASA C400 ASA C800

For detailed information see the NetApp ASA landing page.

NetApp ASA features

The NetApp All-Flash SAN Array includes the following features:

Performance - The All-Flash SAN Array leverages solid-state drives (SSDs), with an end-to-end NVMe
architecture, to provide lightning-fast performance, significantly reducing latency and improving application
response times. It delivers consistent high IOPS and low latency, making it suitable for latency-sensitive
workloads such as databases, virtualization, and analytics.

Scalability - NetApp All-Flash SAN Arrays are built with a scale-out architecture, allowing organizations to
seamlessly scale their storage infrastructure as their needs grow. With the ability to add additional storage
nodes, organizations can expand capacity and performance without disruption, ensuring that their storage can
keep up with increasing data demands.

Data Management - NetApp’s Data ONTAP operating system powers the All-Flash SAN Array, providing a
comprehensive suite of data management features. These include thin provisioning, deduplication,
compression, and data compaction, which optimize storage utilization and reduce costs. Advanced data
protection features like snapshots, replication, and encryption ensure the integrity and security of stored data.

Integration and Flexibility - The All-Flash SAN Array integrates with NetApp’s broader ecosystem, enabling
seamless integration with other NetApp storage solutions, such as hybrid cloud deployments with NetApp
Cloud Volumes ONTAP. It also supports industry-standard protocols like Fibre Channel (FC) and iSCSI,
enabling easy integration into existing SAN infrastructures.

Analytics and Automation - NetApp’s management software, including NetApp Cloud Insights, provides
comprehensive monitoring, analytics, and automation capabilities. These tools enable administrators to gain
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insights into their storage environment, optimize performance, and automate routine tasks, simplifying storage
management and improving operational efficiency.

Data Protection and Business Continuity - The All-Flash SAN Array offers built-in data protection features
such as point-in-time snapshots, replication, and disaster recovery capabilities. These features ensure data
availability and facilitate rapid recovery in the event of data loss or system failures.

Protocol Support

The ASA supports all standard SAN protocols including, iSCSI, Fibre Channel (FC), Fibre Channel over
Ethernet (FCoE), and NVME over fabrics.

iSCSI - NetApp ASA provides robust support for iSCSI, allowing block-level access to storage devices over IP
networks. It offers seamless integration with iISCSI initiators, enabling efficient provisioning and management of
iISCSI LUNs. ONTAP’s advanced features, such as multi-pathing, CHAP authentication, and ALUA support.

For design guidance on iSCSI configurations refer to .

Fibre Channel - NetApp ASA offers comprehensive support for Fibre Channel (FC), a high-speed network
technology commonly used in storage area networks (SANs). ONTAP seamlessly integrates with FC
infrastructure, providing reliable and efficient block-level access to storage devices. It offers features like
zoning, multi-pathing, and fabric login (FLOGI) to optimize performance, enhance security, and ensure
seamless connectivity in FC environments.

For design guidance on Fibre Channel configurations refer to the SAN Configuration reference documentation.

NVMe over Fabrics - NetApp ONTAP and ASA support NVMe over fabrics. NVMe/FC enables the use of
NVMe storage devices over Fibre Channel infrastructure, and NVMe/TCP over storage IP networks.

For design guidance on NVMe refer to NVMe configuration, support and limitations.

Active-active technology

NetApp All-Flash SAN Arrays allows for active-active paths through both controllers, eliminating the need for
the host operating system to wait for an active path to fail before activating the alternative path. This means
that the host can utilize all available paths on all controllers, ensuring active paths are always present
regardless of whether the system is in a steady state or undergoing a controller failover operation.

Furthermore, the NetApp ASA offers a distinctive feature that greatly enhances the speed of SAN failover.
Each controller continuously replicates essential LUN metadata to its partner. As a result, each controller is
prepared to take over data serving responsibilities in the event of a sudden failure of its partner. This readiness
is possible because the controller already possesses the necessary information to start utilizing the drives that
were previously managed by the failed controller.

With active-active pathing, both planned and unplanned takeovers have 10 resumption times of 2-3 seconds.

For more information see TR-4968, NetApp All-SAS Array — Data Availability and Integrity with the NetApp
ASA.

Storage guarantees

NetApp offers a unique set of storage guarantees with NetApp All-flash SAN Arrays. The unique benefits
include:

Storage efficiency guarantee: Achieve high performance while minimizing storage cost with the Storage
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Efficiency Guarantee. 4:1 for SAN workloads.

6 Nines (99.9999%) data availability guarantee: Guarantees remediation for unplanned downtime in excess
of 31.56 seconds per year.

Ransomware recovery guarantee: Guaranteed data recovery in the event of a ransomware attack.

See the NetApp ASA product portal for more information.

NetApp Plug-ins for VMware vSphere

NetApp storage services are tightly integrated with VMware vSphere through the use of the following plug-ins:

ONTAP Tools for VMware vSphere

The ONTAP Tools for VMware allows administrators to manage NetApp storage directly from within the
vSphere Client. ONTAP Tools allows you to deploy and manage datastores, as well as provision vVol
datastores.

ONTAP Tools allows mapping of datastores to storage capability profiles which determine a set of storage
system attributes. This allows the creation of datastores with specific attributes such as storage performance
and QoS.

ONTAP Tools includes the following components:

Virtual Storage Console (VSC): The VSC includes the interface integrated with the vSphere client where you
can add storage controllers, provision datastores, monitor performance of datastores, and view and update
ESXi host settings.

VASA Provider: The VMware vSphere APls for Storage Awareness (VASA) Provider for ONTAP send
information about storage used by VMware vSphere to the vCenter Server, enabling provisioning of VMware
Virtual Volumes (vVols) datastores, creation and use of storage capability profiles, compliance verification, and
performance monitoring.

Storage Replication Adapter (SRA): When enabled and used with VMware Site Recovery Manager (SRM),
SRA facilitates the recovery of vCenter Server datastores and virtual machines in the event of a failure,
allowing configuration of protected sites and recovery sites for disaster recovery.

For more information on NetApp ONTAP tools for VMware see ONTAP tools for VMware vSphere
Documentation.

SnapCenter Plug-in for VMware vSphere

The SnapCenter Plug-in for VMware vSphere (SCV) is a software solution from NetApp that offers
comprehensive data protection for VMware vSphere environments. It is designed to simplify and streamline the
process of protecting and managing virtual machines (VMs) and datastores.

The SnapCenter Plug-in for VMware vSphere provides the following capabilities in a unified interface,
integrated with the vSphere client:

Policy-Based Snapshots - SnapCenter allows you to define policies for creating and managing application-
consistent snapshots of virtual machines (VMs) in VMware vSphere.

Automation - Automated snapshot creation and management based on defined policies help ensure
consistent and efficient data protection.
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VM-Level Protection - Granular protection at the VM level allows for efficient management and recovery of
individual virtual machines.

Storage Efficiency Features - Integration with NetApp storage technologies provides storage efficiency
features like deduplication and compression for snapshots, minimizing storage requirements.

The SnapCenter Plug-in orchestrates the quiescing of virtual machines in conjunction with hardware-based
snapshots on NetApp storage arrays. SnapMirror technology is utilized to replicate copies of backups to
secondary storage systems including in the cloud.

For more information refer to the SnapCenter Plug-in for VMware vSphere documentation.
BlueXP integration enables 3-2-1 backup strategies that extend copies of data to object storage in the cloud.

For more information on 3-2-1 backup strategies with BlueXP visit 3-2-1 Data Protection for VMware with
SnapCenter Plug-in and BlueXP backup and recovery for VMs.

NetApp Cloud Insights

NetApp Cloud Insights simplifies observation of on-prem and cloud infrastructure and provides analytics and
troubleshooting capabilities to help solve complex problems. Cloud Insights works by collecting data from a
data center environment and sending that data to the cloud. This is done with locally installed software called
an Acquisition Unit and with specific collectors enabled for the assets in the data center.

The assets in Cloud Insights can be tagged with annotations that provide a method of organizing and
classifying data. Dashboard can be created using a wide variety of widgets for displaying the data and Metric
Queries can be created for detailed tabular views of data.

Cloud Insights comes with a large number of ready-made dashboards that help to zero in on specific types of
problem areas and categories of data.

Cloud Insights is a heterogeneous tool designed to collect data from a wide range of devices. However, there
is a library of templates, called ONTAP Essentials, that makes it easy for NetApp customers to get started
quickly.

For detailed information on how to get started with Cloud Insights refer to the NetApp BlueXP and Cloud
Insights landing page.

NetApp All-Flash SAN Array with VMware vSphere 8

The ONTAP Tools for VMware allows administrators to manage NetApp storage directly
from within the vSphere Client. ONTAP Tools allows you to deploy and manage
datastores, as well as provision vVol datastores.

ONTAP Tools allows mapping of datastores to storage capability profiles which determine
a set of storage system attributes. This allows the creation of datastores with specific
attributes such as storage performance and QoS.

Author: Josh Powell - NetApp Solutions Engineering

Managing Block Storage with ONTAP Tools for VMware vSphere

ONTAP Tools includes the following components:
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Virtual Storage Console (VSC): The VSC includes the interface integrated with the vSphere client where you
can add storage controllers, provision datastores, monitor performance of datastores, and view and update
ESXi host settings.

VASA Provider: The VMware vSphere APIs for Storage Awareness (VASA) Provider for ONTAP send
information about storage used by VMware vSphere to the vCenter Server, enabling provisioning of VMware
Virtual Volumes (vVols) datastores, creation and use of storage capability profiles, compliance verification, and
performance monitoring.

Storage Replication Adapter (SRA): When enabled and used with VMware Site Recovery Manager (SRM),
SRA facilitates the recovery of vCenter Server datastores and virtual machines in the event of a failure,
allowing configuration of protected sites and recovery sites for disaster recovery.

For more information on NetApp ONTAP tools for VMware see ONTAP tools for VMware vSphere
Documentation.

Solution Deployment Overview

In this solution we will demonstrate the use of the ONTAP Tools for VMware vSphere to provision a VMware
Virtual Volumes (vVol) datastores and create a virtual machine on a vVol datastore.

In a vVols datastore each virtual disk is a vVol and becomes a native LUN object on the storage system. The
integration of the storage system and vSphere takes place through the VMware API’s for Storage Awareness
(VASA) provider (installed with ONTAP Tools) and allows the storage system to be aware of the VM data and
manage it accordingly. Storage policies, defined in the vCenter Client are used to allocate and manage storage
resources.

For detailed information on vVols with ONTAP refer to Virtual Volumes vVols) with ONTAP.
This solution covers the following high level steps:

1. Add a storage system in ONTAP Tools.

2. Create a storage capability profile in ONTAP Tools.
3. Create a vVols datastore in ONTAP Tools.

4. Create a VM storage policy in the vSphere client.
5

. Create a new virtual machine on the vVol datastore.

Prerequisites

The following components were used in this solution:

1. NetApp All-Flash SAN Array A400 with ONTAP 9.13.

2. iISCSI SVM created on the ASA with network connectivity to the ESXi hosts.
3. ONTAP Tools for VMware vSphere 9.13 (VASA provider enabled by default).
4. vSphere 8.0 cluster (vCenter appliance, and ESXi hosts).

Solution Deployment

Create a vVols datastore in ONTAP Tools

To create a vVols datastore in ONTAP Tools complete the following steps:
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Add a storage system to ONTAP Tools.

1. Access NetApp ONTAP Tools by selecting it from the main menu in the vSphere client.

vSphere Client

o
[l Home

$b Shortcuts

-,El- Inventory

[_1 Content Libraries
¢ Workload Management

[5: Global Inventory Lists

Lﬂ. Policies and Profiles
& Auto Deploy
= Hybrid Cloud Services

«* Developer Center

‘& Administration

IEI Tasks

5 Events

2 Tags & Custom Attributes

FG’ Lifecycle Manager

B SnapCenter Plug-in for VMware vSphere

. etpp ONTAP tools

Cloud Provider Services
@ NSX
) VMware Aria Operations Configuration

@ Skyline Health Diagnostics

2. In ONTAP Tools select Storage Systems from the left hand menu and then press Add.
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3. Fill out the IP Address, credentials of the storage system and the port number. Click on Add to start
the discovery process.

Add Storage System
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Create a storage capability profile in ONTAP Tools

Storage capability profiles describe the features provided by a storage array or storage system. They
include quality of service definitions and are used to select storage systems that meet the parameters
defined in the profile.

To create a storage capability profile in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Storage capability profile from the left hand menu and then press Create.

vSphere Client

NetApp ONTAP tools INSTANCE 10.61.181.154:8443 «

Storage Capability Profiles

Overview

Storage Systems

Storage capability profile

Mame

2. In the Create Storage Capability profile wizard provide a name and description of the profile and
click on Next.

Create Storage General
Capability Profile
Specify a name and description for the storage capability profile_ @

1 General
MName: Gold_ASA_iSCSI

Description:

CANCEL NEXT

3. Select the platform type and to specify the storage system is to be an All-Flash SAN Array set
Asymmetric to false.
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Create Storage Platform
Capability Profile

Platform: Performance
1 General

Asymmetric: »
2 Platform
3 Protocol

CANCEL BACK ‘ NEXT

4. Next, select choice of protocol or Any to allow all possible protocols. Click Next to continue.

Create Storage Protocol
Capability Profile
Protocol: Any
1 General Any
FCP
2 Platform iSCSI
NVMe/FC

3 Protocol

CANCEL BACK NEXT

5. The performance page allows setting of quality of service in form of minimum and maximum IOPs
allowed.
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Create Storage Performance
Capability Profile

() None (D
1 General © Qos policy group @
2 Platform Min IOPS:
3 Protocol Max IOPS: 6000
4 Performance [ Unlimited

5 Storage attributes

6 summary
CANCEL BACK NEXT

6. Complete the storage attributes page selecting storage efficiency, space reservation, encryption and
any tiering policy as needed.

Create Storage Storage attributes
Capability Profile
1 General Deduplication: Ve
2 Platform Compression: Yes
3 Protocol Space reserve: Thin
4 Performance EncrypHion: No
5 Storage attributes Tiering policy (FabricPool): None
6 Summary
CANCEL BACK

7. Finally, review the summary and click on Finish to create the profile.
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Create Storage
Capability Profile

1 General

2 Platform

3 Protocol

4 Performance

5 Storage attributes

6 summary

Summary

Name:
Description:
Platform:
Asymmetric:
Protocol:

Max [OPS:
Space reserve:
Deduplication:
Compression:

Encryption:

Tierina policv (FabricPool):

ASA_Gold
N/A
Performance
No

Any

6000 IOPS
Thin

Yes

Yes

Mo

None

CANCEL BACK FINISH



Create a vVols datastore in ONTAP Tools

To create a vVols datastore in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Overview and from the Getting Started tab click on Provision to start the
wizard.

= vsphere Client O,

NetApp ONTAP tools INSTANCE 10.61.181.154:8443 v
) ONTAP tools for VMware vSphere
Qverview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storage capability profile ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware en’

Storage Mapping

Settings E'_ E

- Reports

Datastore Report Add Storage System Provision Datastore

Virtual Machine Report

vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

vVols Virtual Machine
Report

Log Integrity Report

m PROVISION

2. On the General page of the New Datastore wizard select the vSphere datacenter or cluster
destination. Select vVols as the dastatore type, fill out a name for the datastore, and select the

protocol.
New Datastore General
Specify the details of the datastore to provision.@
1 General
Provisioning destination: BROWSE
Type: (NFS ) wMFS @ wwvaols
Mame: ASA_ WWVOL
Description:
4
Protocol: (ONFs @ iscsl () FC/FCoE (L) NVMe/FC

CANCEL NEXT

3. On the Storage system page select the select a storage capability profile, the storage system and
SVM. Click on Next to continue.
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New Datastore Storage system

Specify the storage capability profiles and the storage system you want to use

1 General
o il o : B B - 3
Storage capability profiles: FAS Default
2 Storage system
FAS_Max20
Custom profiles
Gold_ASA_ISCSI|
Gold_ASA ad

Storage system: HCG-NetApp-A400-E3U03 (10.192.102.103)

Storage VM: svml

CANCEL BACK NEXT

4. On the Storage attributes page select to create a new volume for the datastore and fill out the
storage attributes of the volume to be created. Click on Add to create the volume and then Next to

continue.
New Datastore Storage attributes
Specify the storage details for provisioning the datastore.
1 General

Volumes: @ Create new volumes (| Select volumes
2 Storage system
Create new volumes

3 Storage attributes

Name T Size Storage Capability Profile Aggregate
eXVOo ume e Laddec
Mame Size(GB) @ Storage capability profile Aggregates Space reserve
ASA_VVOL 2000 Gold_ASA HCG_A400_E3u3b_NVME Thin

CANCEL BACK

5. Finally, review the summary and click on Finish to start the vVol datastore creation process.

258



New Datastore

1 General
2 Storage system
3 Storage attributes

4 Summary

Summary

General
vCenter server:
Provisioning destination:
Datastore name:
Datastore type:

Protocol:

Storage capability profile:

Storage system details

Storage system:

SVM:

Storage attributes

New FlexVol Name

10.61.181.205
HMC Cluster
ASA_VVOL
vVols

iSCS|
Gold_ASA

HCG-NetApp-A400-E3U03

svml

MNew FlexVol Size Aggregate

Create a VM storage policy in the vSphere client

Storage Capability Profile

CANCEL BACK FINISH

A VM storage policy is a set of rules and requirements that define how virtual machine (VM) data should be
stored and managed. It specifies the desired storage characteristics, such as performance, availability, and
data services, for a particular VM.

In this case, the task involves creating a VM storage policy to specify that a virtual machine will be generated
on vVol datastores and to establish a one-to-one mapping with the previously generated storage capability

profile.
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Create a VM storage policy

To create a VM storage policy complete the following steps:

1. From the vSphere clients main menu select Policies and Profiles.

vSphere Client

T
[l Home

& Shortcuts

s Inventory

[ content Libraries
b Workload Management

& Global Inventory Lists

Ea Paolicies and Profiles

&4 Aute Deplay
{2 Hybrid Cloud Services

< Developer Center

2. In the Create VM Storage Policy wizard, first fill out a name and description for the policy and click
on Next to continue.

Create VM Storage Policy =~ Name and description

1 Name and description
vCenter Server:

Name: ASA_Gold

[ VCSA-HC.SDDC.NETAPP.COM ~

Description:

3. On the Policy structure page select to enable rules for NetApp clustered data ontap vVol storage
and click on Next.
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Create VM Storage Policy ~ Policy structure "

1 Name and description .
| Host based services

2 Policy structure Create rules for data services provided by hosts. Available data services could include encryption, I/O control,

caching, etc. Host based services will be applied in addition to any datastore specific rules.

[] Enabie host based rules

Datastore specific rules

Create rules for a specific storage type to configure data services provided by the datastores. The rules will be
applied when VMs are placed on the specific storage type.
[C] Enabie rules for "vSAN" storage

(] Enabie rules for "vSANDirect” storage

[C] Enable rules for “VMFS" storage

|| Enable rules for “NetApp.clustered Data. ONTAP VP.VASAID" storage
@ Enable rules for "NetApp.clustered.Data. ONTAP.VP.vvol” storage

|_| Enabile tag based placement rules

Storage topology

Create rules for storage consumption domain topology. The storage topology will be applied to all datastore specific
rules.
|:I Enable consumption domain

CANCEL ‘ BACK NEXT

4. On the next page specific to the policy structure chosen, select the storage capability profile that
describes the storage system(s) to be used in the VM storage policy. Click on Next to continue.

Create VM Storage Policy NetApp.clustered.Data. ONTAP.VP.vvol rules

1 Name and description Placement Replication Tags

ProfileName (3) Gold_ASA

2 Policy structure

5 NetApp.clustered.Data.ONTAP.VP.
vvol rules

5. On the Storage compatibility page, review the list of vSAN datastores that match this policy and
click Next.

6. Finally, review the policy to be implemented and click on Finish to create the policy.

Create a VM storage policy in the vSphere client

A VM storage policy is a set of rules and requirements that define how virtual machine (VM) data should be
stored and managed. It specifies the desired storage characteristics, such as performance, availability, and
data services, for a particular VM.

In this case, the task involves creating a VM storage policy to specify that a virtual machine will be generated
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on vVol datastores and to establish a one-to-one mapping with the previously generated storage capability
profile.
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Create a virtual machine on a vVol datastore

The final step is to create a virtual machine using the VM storage policies previously created:

1. From the New Virtual Machine wizard select Create a new virtual machine and select Next to
continue.

New Virtual Machine Select a creation type %

How would you like to create a virtual machine?

3 o ew virtual {] e ~ i i i {l
1 Select a creation type Create a new virtual machine This option guides you through creating a new virtual
Deploy from template machine. You will be able to customize processors,
Clone an existing virtual machine memory, network connections, and storage. You will
Clone virtual machine to template need to install a guest operating system after creation.

Convert template to virtual machine
Clone template to template

2. Fill in a name and select a location for the virtual machine and click on Next.

3. On the Select a compute resource page select a destination and click on Next.

New Virtual Machine Select a compute resource

Select the destination compute resource for this operation

| Select a creation type ~ [} Datacenter

[[]] HMC Ciuster

2 Select a name and folder

3 Select a compute resource

4. On the Select storage page select a VM Storage Policy and the vVols datastore that will be the
destination for the VM. Click on Next.
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New Virtual Machine Select storage 5

Select the storage for the configuration and disk files
[_] Encrypt this virtual machine (1)

VM Storage Policy ASA_Gold ~ |

] pisable Storage DRS for this virtual machfe

1 Select a creation type

2 Select a name and folder

R ) . Storage
3 Select a compute resource !
[ L Name T Compatibility

4 Select storage

¥  Capacity T Provisioned ¥ | Free T T

793.01 GB ™
24997 GB N
Rz patibie 178 133.27 GB 956.83 GB N
t ).25 GE 4 GE 347.84 W
] .25 GE 11 GE 347.84 GB v
3 .25 GE 11GB 347 84 GB v
~
>
1 > 2

Compatibility

(" walidating...

CANCEL ‘ BACK ‘ NEXT

5. On the Select compatibility page choose the vSphere version(s) that the VM will be compatible with.

6. Select the guest OS family and version for the new VM and click on Next.

7. Fill out the Customize hardware page. Note that a separate VM storage policy can be selected for
each hard disk (VMDK file).
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New Virtual Machine Customize hardware 5

Configure the virtual machine hardware

1 Select a creation type Virtual Hardware VM Options Advanced Parameters
ADD NEW DEVICE ~

2 Select a name and folder

> CP @
31 Select a compute resource
4 Select storage

v New Hard disk *
5 Select compatibility
> - i Maximum Size 1957TB
6 Select a guest OS5
7 Customize hardware VM starage: policy

Location

Disk Provisioning

Sharing

Disk Mode

Virtual Device Node New SCSI controller SCSI(0:0) New Hard disk
> New SCSI controlier LSI Logic SAS

> New Network VM Network Connected

e (v | [N

8. Finally, review the summary page and click on Finish to create the VM.

In summary, NetApp ONTAP Tools automates the process of creating vVol datastores on ONTAP storage
systems. Storage capability profiles define not only the storage systems to be used for datastore creation but
also dictate QoS policies that can be implemented on an individual VMDK basis. vVols provide a simplified
storage management paradigm and tight integration between NetApp and VMware make this a practical
solution for streamlined, efficient, and granular control over virtualized environments.

NetApp All-Flash SAN Array with VMware vSphere 8

NetApp Cloud Insights is a cloud-based infrastructure monitoring and analytics platform
designed to provide comprehensive visibility and insights into the performance, health,
and costs of IT infrastructures, both on-premises and in the cloud. Key features of NetApp
Cloud Insights include real-time monitoring, customizable dashboards, predictive
analytics, and cost optimization tools, allowing organizations to effectively manage and
optimize their on-premises and cloud environments.

Author: Josh Powell - NetApp Solutions Engineering

Monitoring On-Premises Storage with NetApp Cloud Insights

NetApp Cloud Insights operates through Acquisition Unit software, which is set up with data collectors for
assets such as VMware vSphere and NetApp ONTAP storage systems. These collectors gather data and
transmit it to Cloud Insights. The platform then utilizes a variety of dashboards, widgets, and metric queries to
organize the data into insightful analyses for users to interpret.
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Cloud Insights architecture diagram:

Acquisition
Unit

Agents

Telegraf E

Data Center Environment

Solution Deployment Overview

This solution provides an introduction to monitoring on-premises VMware vSphere and ONTAP storage
systems using NetApp Cloud Insights.

This list provides the high level steps covered in this solution:

. Configure Data Collector for a vSphere cluster.

. Configure Data Collector for an ONTAP storage system.

Use Annotation Rules to tag assets.

Explore and correlate assets.

Use a Top VM Latency dashboard to isolate noisy neighbors.

Identify opportunities to rightsize VMs.

A L T L\

Use queries to isolate and sort metrics.

Prerequisites

This solution uses the following components:
1. NetApp All-Flash SAN Array A400 with ONTAP 9.13.
2. VMware vSphere 8.0 cluster.
3. NetApp Cloud Insights account.

4. NetApp Cloud Insights Acqusition Unit software installed on a local VM with network connectivity to assets
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for data collection.

Solution Deployment

Configure Data Collectors

To configure Data Collectors for VMware vSphere and ONTAP storage systems complete the following steps:
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Add a Data Collector for an ONTAP storage systems

1. Once logged into Cloud Insights, navigate to Observability > Collectors > Data Collectors and

press the button to install a new Data Collector.

M NetApp cloud Insights

ot Observability v NetApp PCS Sandbox / Observability / Collectors

Data Collectors Acquisition Units Kubernetes Collectors

Explore
Data Collectors (84) + Data Collector
Alerts
— Name T Status Type Acquisition Unit

2. From here search for ONTAP and click on ONTAP Data Management Software.

Choose a Data Collector to Monitor

[ = ontap ®
FS¥ Fi NetApp i NetApp i NetApp
FSx for NetApp ONTAP Cloud Volumes oNTAp | | ONTAP Data Management ONTAP Select

3. On the Configure Collector page fill out a name for the collector, specify the correct Acquisition
Unit and provide the credentials for the ONTAP storage system. Click on Save and Continue and

then Complete Setup at the bottom of the page to complete the configuration.

M

Select a Data Collector Configure Data Collector

P NGtADR Configure Collector
ONTAP Data Management Software

Add credentials and required settings

Name @ Acquisition Unit
ntaphci-a300e9u25 bxp-audl

NetApp Management IP Address User Name
10.61.185.145 admin

Password

| o)

Save and Continue Test Connection
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Add a Data Collector for a VMware vSphere cluster

1. Once again, navigate to Observability > Collectors > Data Collectors and press the button to install

a new Data Collector.

M NetApp cloud Insights

ol Observability v NetApp PCS Sandbox / Observability / Collectors

Explore

Data Collectors (84)
Alerts
M Name T Status Type

2. From here search for vSphere and click on VMware vSphere.

Data Collectors Acquisition Units Kubernetes Collectors

~+ Data Collector

Acquisition Unit

M NetApp cloud Insights

ol Observability v NetApp PCS Sandbox / Observability / Collectors / Add Data Collector

Choose a Data Collector to Monitor

Explore

l = vsphers

Alerts.
vmware
Collectors vsphere

Log Queries

3. On the Configure Collector page fill out a name for the collector, specify the correct Acquisition
Unit and provide the credentials for the vCenter server. Click on Save and Continue and then

Complete Setup at the bottom of the page to complete the configuration.
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ollectors | Add Data Collector

M

Select a Data Collector Configure Data Collector
vmware
Configure Collector
vSphere

Add credentials and required settings Need Help?
Name @ Acquisition Unit

VCSAT bxp-au0l v
Virtual Center IP Address User Name

10.61.181.210 administrator@vsphere.local

Complete Setup

Bl Advanced Configuration

Collecting:

v r

VM Performance

Inventory Poll Interval (min) Communication Port
20 443
Filter VMs by Choose 'Exclude’ or 'Include’ to Specify a List
ESX_HOST - Exclude -

Filter Device List (Comma Separated Values For Filtering By ESX_HOST,
CLUSTER, and DATACENTER Only) Performance Poll interval (sec)

300

Complete Setup

Add Annotations to assets

Annotations are a useful method of tagging assets so that they can be filtered and otherwise identified in the
various views and metric queries available in Cloud Insights.

In this section, annotations will be added to virtual machine assets for filtering by Data Center.
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Use Annotation Rules to tag assets

1. In the left-hand menu, navigate to Observability > Enrich > Annotation Rules and click on the +
Rule button in the upper right to add a new rule.

M NetApp cloud Insights

oil Observability . NetApp PCS Sandbox / Observability | B
Explore Dashboard Groups (108) 4
Q. search groups
Alerts a
All Dashboards (3707
Collectors My Dashboards (6)
**Infrastructure Observability™ (2)
Log Queries
01_Manitoring Cl Course_Patrick
- Annotations
Enrich
Annotation Rules
Reporting e Applications
Device Resolution
@ Kubernetes b

2. In the Add Rule dialog box fill in a name for the rule, locate a query to which the rule will be applied,
the annotation field affected, and the value to be populated.
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Add Rule X

Hame

Add tags to Solutions Engineering VMs

Query

Solutions Engineering VMs -
Annotation

DataCenter -
Value

Solutions Engineering

Cancel

3. Finally, in the upper right hand corner of the Annotation Rules page click on Run All Rules to run
the rule and apply the annotation to the assets.

Q # @ O roveliosh v

NetApp PCS Sandbox | Observability / Enrich / Annotation Rules Q Rules running... RunpllRules
Annotation rules (217) T Filte

Name Resource Type Query Annotation value

Annotate Tier 1 Storage Pools B storage ool Tier Tier1

Annotate Tier 2 Storage Pools B storage ool Tier Tier2

Explore and correlate assets

Cloud Insights draws logical conclusions about the assets that are running together on your storage systems
and vsphere clusters.

This sections illustrates how to use dashboards to correlate assets.
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Correlating assets from a storage performance Dashboard

1. In the left-hand menu, navigate to Observability > Explore > All Dashboards.

Fl NetApp cloud Insights

ol Observability - NetApp PCS Sandbox / Observability / Collectors

Home Dashboard

Explore
All Dashbogyds

Alerts + Mew Das d

Stz

Metric Queries

Collectors infrastructure Insights m Su

2. Click on the + From Gallery button to view a list of ready-made dashboards that can be imported.

T NetApp cloud insights

aal  Observability «  NetApp PCS Sandbox / Observability / Explore / Dashboards
= Dashboard Groups (108) 4 AllDashboards (3,708) + From Gallery
plore
Q search groups O Name T Owner
Alerts

ernal Volumes by I0PS Range (da not set as Home Page!) Workneh Hilina

All Dashboards (3708)

I ~ # Internal Volumes by IOPS Range Simon Wu
Collectors [17] My Dashboards

3. Choose a dashboard for FlexVol performance from the list and click on the Add Dashboards button
at the bottom of the page.
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OMNTAP FAS/AFF - Cluster Capacity
OMTAP FAS/AFF - Efficiency

OMTAP FAS/AFF - FlexVol Performance
ONTAP FAS/AFF - Node Operational /Optimal Points
OMTAP FAS/AFF - PrePost Capacity Efficiencies
Storage Admin - Which nodes are in high demand?
Storage Admin - Which pools are in high demaned?
StorageGRID - Capacity Summary
StorageGRID - ILM Performance Monitoring
StorageRID - MetaData Usage
StorageGRID - 53 Perdformance Monitoring
Wiware Admin - E5X Hosts Overview
Wware Admin - Overview
Yidware Admin - VM Perdformance
Whware Admin - Where are opportunities to right size?
VMware Admin - Where can | potentially reclain waste?

YMware Admin - Where do | have VM Latency?

[ Additional Dashboards (13)
These dashboards require additional data collectors to be installed, Add Maor

Aded Dashboards Go Back

4. Once imported, open the dashboard. From here you can see various widgets with detailed
performance data. Add a filter to view a single storage system and select a storage volume to drill into
it's details.

I NetApp cloud Insights Q # @ O rovelliosh v

atl Observabitity +  NetApp PCS Sandbox / Observability /| Dashboards | ONTAP FAS/AFF - Flexol Performance (10) @ tasziitouns . O orin |~
Explore Flexvol Al v | | DataCenter Al -l Storage taphc R30S X = l
Alerts
Drill Down
Collectors Select 3 storage or RexVol from 3bove to focus on particular performance assets and characteristics,
Log Queries
Erich FlexVol I0PS Max Trend - Top 10 Csm : Ave Flexol Latency _—
Reporting @ A

. —_—

© Kubernetes »
WOPM T2PM TIIAMOS  G00AM GGAM 133 AM 20pM 453PM a0pm 026FM  TIIAM(4. 400AM E46AM 133 AN 220
@ Workload Security » P : p Pt P 2 W ntap! W ntapt W ntapt W ntapt
HC_NFS:RAGHU_DRO. taphci-a300-01:vel0 MC_3510:Select N1 taphei-a300-02:vol0 MC_3510:TME_NewVo MC_3510:VMExploreV MC_3510:Select N1 MC_3510:Select N2
DEST TEST 01 1178 o
- phei- \phei-a30 SE phei-a300e9u25:t  [Jntaphci-a300e9u2s:e ntaphci-a300e9u2S:E I ntaphci-a300e9u25:f [ ntaphci-a300e9u25:E [l ntaphci-a300e9u25:E
= OnTAPEssentials > MC35105elect N2 HC NFS:DRO_Mini HC_NFSINFSmountTe  HC NF{INFS VMMAR HC_NFS:DevTestod HC NFSNFSmountTe  HC NFSIDRO FSxN.n  HC NFSINFS VMMAR
so1 Kl sto1 Volot (]
ntaphcia300e9u25:E ntaphch-a300e9u2s:H [ ntaphci-a300e9u25:H [ ntaphci-a300e9u25:E
& Admin »

5. From this view you can see various metrics related to this storage volume and the top utilized and
correlated virtual machines running on the volume.
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........

Display Metrics *

00 AM 10:00 AM 12:00 PM 2:00 PM

e

£00 AM 10:00 AM 12.00 PM 2.00 PM

6. Clicking on the VM with the highest utilization drills into the metrics for that VM to view any potential

QO 7 can

@ Last 24 Hours -

= <

P Hide Resources

Resource

m ntaphci-a3..._VMMARK_CI

Top Correlated
L

2 AuctionNoSQLD

Workload Contention
il ntaphci-a3...ExploreVol 39%

Additional Resources

issues.
Display Metrics * » Hide Resources
Resource
B ' psapso
Top Correlated
(] [ ntaphci-as... vmmark_ci 91%
0AM 600 AM 8:00AM 10:00 AM 12:00 PM 2:00 PM (] W& esxi?-he-0...netapp.com 60%
; T
Total ECCEI o W Workload Contention
[] Wl AuctionWebBo B7%
h ’ |E [ W’ AuctionNeSQLO 72%
Additional Resources
0AM 6:00 AM 800 AM 10:00 AM 12:00 PM

Use Cloud Insights to identify noisy neighbors

2:00 PM Q

Cloud Insights features dashboards that can easily isolate peer VMs that are negatively impacting other VMs

running on the same storage volume.
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Use a Top VM Latency dashboard to isolate noisy neighbors

1. In this example access a dashboard available in the Gallery called VMware Admin - Where do |

have VM Latency?

NetApp PCS Sandbox [ Observability / Explore

Dashboard Groups (108) 4

Q sea

All Dashboards (3709)

My Dashboards ()

**Infrastructure Observability

01_Monitoring_Cl Course_Patrick
(15}

02_Monitoring _Ci_Course_Vish (5}

1_str Dashboards (8)

0 =

/ Dashboards

My Dashboards (6)

Name T
AlLSAN Array Status (2)

Cloud Volumes ONTAP - FlexVol Performancea (5)

ONTAP - Volume Workload Performance (Frontend) [7)
VMware Admin - Where are opportunities to right size? (37)

WMware Admin - Where can | potentially reclzim waste? (11)

VMware Admin - Where do | have VM Latency? (3],

Owner

Powell Josh

Powell Josh

Powell Josh

Powell Josh

Powell Josh

Powell Josh

-+ From Gallery -+ Dashboard

2. Next, filter by the Data Center annotation created in a previous step to view a subset of assets.

| VMware Admin - Where do | have VM Latency? (9)

v VirtualMachine All

' 5m Avg Latency (all hypervisors)

Solutions Engineesing X

v [ Data Center

C 5m VM Count With Latency Concern %

@© Last3Hours v
Xv ] diskLatency.total = w | Al
Avg Latency (all VMs)

3. This dashboard shows a list of the top 10 VMs by average latency. From here click on the VM of

concern to drill into its details.
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VM Count With Latency Concern

50

VM's
Ave VM Latency - Top 10

ElashcLBD
AL

hcWebB0
AuctionMoSQLO
DS3WebaD
SQLSAV-01
SQLSAV-02
SCLSAV-03

=
fud
=]
=
-
Z

Top 5 Avg VM Latency Trend

A4l

C 5m

L8]
=
o

500

10.00 1200 14.00
diskLatency.total (ms)

Avg Latency (all VMs)

1.55ms

dighkt atency.tots!

C 5m

16.00 18.00

1830 AM

1100 AM 1130 AM 12:00PM

4. The VMs potentially causing workload contention are listed and available. Drill into these VMs
performance metrics to investigate any potential issues.

.

Display Metrics *

— e
11:00 AM 1 154M 1130 AM 11:45 AM 12:00 PM
11:00 AM 1115 AM 11.30 AM 11:45AM 12:00 PM

» Hide Resources

Resource

B & Auctionwebao

Top Correlated
[] @GP esxi7-hc-0...netapp.com 91%
[ ntaphci-a3..._ VMMARK_CI B4%

Workload Contention

] @& AuctionNosQLO

[ & AuctionWebBo

Additional Resources

C 5m
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View over and under utilized resources in Cloud Insights
By matching VM resources to actual workload requirements, resource utilization can be optimized, leading to

cost savings on infrastructure and cloud services. Data in Cloud Insights can be customized to easily display
over or under utilized VMs.
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Identify opportunities to right size VMs

1. In this example access a dashboard available in the Gallery called VMware Admin - Where are

opportunities to right size?

My Dashboards (6)

] Name T

All SAN Array Status (2

Cloud Volumes ONTAR -

Flewvol Perfarmance (6

ONTAP - Volume Workload Performance (Frontend) (7

| =« VMware Admin - Where arg opportunities to right size? (37)

Mware &dmin - Where

stentiaily reclaim waste! (11

VMware Admin - Where d

)
-
L
]
e
{4 ]
.
T
3
i

2. First filter by all of the ESXi hosts in the cluster. You can then see ranking of the top and bottom VMs

by memory and CPU utilization.
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280

5 Sandbox bservability / Dashboar

Data Center Al v Hypervisor

Memory Utilization-Top 5 C sm

0 20.00 40.00

memoryHilization.total (%)

Memory Utilization - Bottom 5

o 020 040 0.6¢ 080 1.00 120

memaoryUtilization.total (%)

epulltilization.total (%)

VMware Admin - Where are opportunities to right size? (37)

[ B

VirtualMachine

Memory Utilization Trend - Top 10 O =0
A 2 W M
= AuctionAppB0 — ElasticLBO = AuctionLB0
ElasticAppB0 AuctionAppAD Client0
— DS3DB0 = DeployVMO0 = PrimeClient
= ElasticAppAD
Unused Memory C 5r
2 e 9 i PB
Memory Unused
CPU Utilization Trend - Top 10 C30s :

3. Tables allow sorting and provide more detail based on the columns of data chosen.



Memory Usage C 5m
121 itemns found

virtual Machine nemaory (MiB) memoryUt... J

DS3DE0 (7

™

DeployVMD A

ElasticAppBO 32.0 4491

AuctionAppAD 335.0 38.42

Client 480.0 37.58

AuctionAppBD 336.0 37.83

ElasticAppAD 52.0 35.63

ElasticLBO 36.0 3513

user-cluster1-8872k-TBcE5ddT94.., 22.0 32.47

PrimeClient 48.0 30.30 L

‘ I

CPU Utilization C 5m

121 tems found

Virtual Machine name

hammerdb-01 hammerdb-01 i
DS3DBO DS3DBI
wc02-md-0-xwdgb-8cf48c26-ggn...  wc02-md-0-xwdgb-Bcf48c36-gg...
ElasticLBO ElasticLBO

4. Another dashboard called VMware Admin - Where can | potentially reclaim waste? shows
powered off VM’s sorted by their capacity use.
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NetApp PCS Sandbox [ Observability / Dashboards /| VMware Admin - Where can | potentially reclaim waste? (11) @® Last3 Hours - o ZE

Data Center All v | Hypervisor == X v| | Name All -
Powered Off VM's Csm Reclaimable Storage Csm Powered Off VM CPU's Csm Powered Off VM's Memory Allocation c

18.00 33.61w 8.544 12.30%

Capacity - Totsl cPU's Allacated Memory

Powered Off YM's Capacity - Top 20 Csm  Powered Off VM's cxn@
18 items found
Oraciesiv_0s - ) :
virtual Machine capacitytot... |  processors memary (MiB)
OracleSrv_05
OracleSrv_04 6,433.25 4 32,768.0
Orackese_06
OracieSrv_05 6,432.80 4 32,768.0

OracieSrv_07

Oraciesv_68 5.432.80 4 32,768.0
PrimeCent_0id s 4 ——
hel_server

Ora 6.432.77 4 32,768.0

A
45069 8 163840

wezez2 [l
WinStv jui 23258 4 32,768.0
soapcemersarver [ SQL_Template 2463 4 24,5760

oraese 01 [l

Use queries to isolate and sort metrics

The amount of data captured by Cloud Insights is quite comprehensive. Metric queries provide a powerful way
to sort and organize large amounts of data in useful ways.
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View a detailed VMware query under ONTAP Essentials

1. Navigate to ONTAP Essentials > VMware to access a comprehensive VMware metric query.

Pl NetApp cloud insights

ofl  Observability o (1

© Kubemetes »

' Workload Security b

E ONTAP Essentials v
Overview

Data Protection

Security

Alerts

Infrastructure

Networking

Workloads

VMwa

AL Rdenia -

2. In this view you are presented with multiple options for filtering and grouping the data at the top. All
columns of data are customizable and additional columns can be easily added.
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VirtualMachine ¥ | allvirtual Machines

Filter by Attribute - storageResources.storagevendor | NetAsp X v X hostos » x B9 ©
Filter by Metric

Group By - Virtual Machine -

Formatting: Conditional Formatting L] [-]

[ virtual Machine powerState : capacity.used (GiB) capacity.total (GiB) capacityRatio.us... | disklops.total (10/s) : diskLatency.total... diskThroughput.t... &
on 49.38 69.86 70.68 121 813 0.01
on 62.64 74.08 85.93 2280 413 011
1 721 8436 26.64 5.64 0.20
on 63688 7627 8377 2682 514 016

3 On 63.77 7558 8438 2823 463 017

Conclusion

This solution was designed as a primer to learn how to get started with NetApp Cloud Insights and show some
of the powerful capabilities that this observability solution can provide. There are hundreds of dashboards and
metric queries built into the product which makes it easy to get going immediately. The full version of Cloud
Insights is available as a 30-day trial and the basic version is available free to NetApp customers.

Additional Information
To learn more about the technologies presented in this solution refer to the following additional information.
* NetApp BlueXP and Cloud Insights landing page

* NetApp Cloud Insights documentation

Demos and Tutorials

Virtualization Videos and Demos

See the following videos and demos highlighting specific features of the hybrid cloud,
virtualization, and container solutions.

NetApp ONTAP Tools for VMware vSphere

ONTAP Tools for VMware - Overview
VMware iSCSI Datastore Provisioning with ONTAP

VMware NFS Datastore Provisioning with ONTAP
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SnapCenter Plug-in for VMware vSphere

NetApp SnapCenter software is an easy-to-use enterprise platform to securely coordinate and manage
data protection across applications, databases, and file systems.

The SnapCenter Plug-in for VMware vSphere allows you to perform backup, restore, and attach
operations for VMs and backup and mount operations for datastores that are registered with SnapCenter
directly within VMware vCenter.

For more information about NetApp SnapCenter Plug-in for VMware vSphere, see the NetApp
SnapCenter Plug-in for VMware vSphere Overview.

SnapCenter Plug-in for VMware vSphere - Solution Pre-Requisites
SnapCenter Plug-in for VMware vSphere - Deployment
SnapCenter Plug-in for VMware vSphere - Backup Workflow
SnapCenter Plug-in for VMware vSphere - Restore Workflow

SnapCenter - SQL Restore Workflow

3-2-1 Data Protection Solutions

3-2-1 data protection solutions combine on-premises primary and secondary backups, using SnapMirror
technology, with replicated copies to object storage using BlueXP backup and recovery.

3-2-1 Data Protection for VMFS Datastores with SnapCenter Plug-in for VMware vSphere and BlueXP

Backup and Recovery for Virtual Machines

VMware Cloud on AWS with AWS FSx for NetApp ONTAP

Windows Guest Connected Storage with FSx ONTAP using iSCSI

Linux Guest Connected Storage with FSx ONTAP using NFS

VMware Cloud on AWS TCO savings with Amazon FSx for NetApp ONTAP
VMware Cloud on AWS supplemental datastore w/ Amazon FSx for NetApp ONTAP
VMware HCX Deployment and Configuration Setup for VMC

vMotion Migration Demonstration with VMware HCX for VMC and FSxN

Cold Migration Demonstration with VMware HCX for VMC and FSxN
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https://docs.netapp.com/ocsc-42/index.jsp?topic=%2Fcom.netapp.doc.ocsc-con%2FGUID-29BABBA7-B15F-452F-B137-2E5B269084B9.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=38881de9-9ab5-4a8e-a17d-b01200fade6a
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=10cbcf2c-9964-41aa-ad7f-b01200faca01
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=b7272f18-c424-4cc3-bc0d-b01200faaf25
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=ed41002e-585c-445d-a60c-b01200fb1188
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=8df4ad1f-83ad-448b-9405-b01200fb2567
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=7c21f3fc-4025-4d8f-b54c-b0e001504c76
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=7c21f3fc-4025-4d8f-b54c-b0e001504c76
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=0d03e040-634f-4086-8cb5-b01200fb8515
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f0fedec5-dc17-47af-8821-b01200f00e08
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=2065dcc1-f31a-4e71-a7d5-b01200f01171
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=6132c921-a44c-4c81-aab7-b01200fb5d29
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=52661f10-3f90-4f3d-865a-b01200f06d31
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=685c0dc2-9d8a-42ff-b46d-b01200f056b0

Azure VMware Services on Azure with Azure NetApp Files (ANF)

Azure VMware Solution supplemental datastore overview with Azure NetApp Files
Azure VMware Solution DR with Cloud Volumes ONTAP, SnapCenter and JetStream
Cold Migration Demonstration with VMware HCX for AVS and ANF

vMotion Demonstration with VMware HCX for AVS and ANF

Bulk Migration Demonstration with VMware HCX for AVS and ANF

VMware Cloud Foundation with NetApp ONTAP

NFS Datastores as Principal Storage for VCF Workload Domains

iSCSI Datastores as Supplemental Storage for VCF Management Domains
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NetApp with VMware Tanzu

VMware Tanzu enables customers to deploy, administer, and manage their Kubernetes environment
through vSphere or the VMware Cloud Foundation. This portfolio of products from VMware allows

customer to manage all their relevant Kubernetes clusters from a single control plane by choosing the
VMware Tanzu edition that best suits their needs.

For more information about VMware Tanzu, see the VMware Tanzu Overview. This review covers use
cases, available additions, and more about VMware Tanzu.

Series Part 1
NetApp with VMware Tanzu

How to use vVols with NetApp and
VMware Tanzu Basic

M NetApp

©2020 Nethpp, e A8 gt rosoned.

How to use vVols with NetApp and VMware Tanzu Basic, part 1

Using vVols with TP
NetApp & VMware Tanzu Basic | ™
Part2 ‘CL {/

M NetApp

©2020 Nethpp, o A8 rghs esenve

How to use vVols with NetApp and VMware Tanzu Basic, part 2

Using vVols with =
NetApp & VMware Tanzu Basic &L‘é
Part3 ‘L,L e

M NetApp

©2020 Nothpp, e A8 ihs resarved

How to use vVols with NetApp and VMware Tanzu Basic, part 3
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NetApp Cloud Insights

NetApp Cloud Insights is comprehensive monitoring and analytics platform designed to provide visibility
and control over your on-premises and cloud infrastructure.

NetApp Cloud Insights - Observability for the Modern Datacenter

NetApp Hyper-V Virtualization Solutions

Getting Started

Deploying Microsoft Hyper-V on NetApp Storage

Deploying Microsoft Hyper-V on NetApp Storage

The Windows Server platform uses the Hyper-V role to provide virtualization technology.
Hyper-V is one of many optional roles that are offered with Windows Server.

Overview

The Hyper-V role enables us to create and manage a virtualized computing environment by using virtualization
technology built into Windows Server. The Hyper-V technology virtualizes hardware to provide an environment
in which you can run multiple operating systems at the same time on one physical computer. Hyper-V enables
you to create and manage virtual machines and their resources. Each virtual machine is an isolated, virtualized
computer system that can run its own operating system. Hyper-V provides infrastructure to virtualize
applications and workloads that supports a variety of business goals aimed at improving efficiency and
reducing costs which is a perfect alternative to VMware® vSphere, especially when organizations are looking
for co-existence of multiple hypervisors during the current market conditions.

Audience

This document describes the architecture and deployment procedures for the Hyper-V Cluster configuration
with the NetApp ONTAP systems. The intended audience for this document includes sales engineers, field
consultants, professional services, IT managers, partner engineers, and customers who want to deploy Hyper-
V as the primary or as an alternate hypervisor.

Architecture

The architecture described in this document specifically includes Microsoft® Windows Server® 2022 and
Hyper-V® virtualization. NetApp strongly recommends virtualization software and infrastructure management
software as part of every deployment. The configuration uses the best practices for each component to enable
a reliable, enterprise-class infrastructure.

Use Case Summary

This document describes the deployment procedures and best practices to set up Hyper-V cluster to optimally
perform as a workload on Microsoft Windows Server 2022 using NetApp All-flash FAS and ASA arrays models.
The server operating system/hypervisor is Microsoft Windows Server 2022. The guidance covers NetApp
storage systems that serve data over storage area network (SAN) and network-attached storage (NAS)
protocols.
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Deploying Microsoft Hyper-V on NetApp Storage: Pre-Requisities

This topic provides steps to configure and deploy a two-node failover cluster and
clustered Hyper-V virtual machines leveraging ONTAP storage system.

Pre-requisites for Deployment Procedure

 All hardware must be certified for the version of Windows Server that you are running, and the complete
failover cluster solution must pass all tests in the Validate a Configuration Wizard

* Hyper-V nodes joined to the domain controller (recommended) and appropriate connectivity between each
other.

» Every Hyper-V node should be configured identically.

» Network adapters and designated virtual switches configured on each Hyper-V server for segregated traffic
for mgmt, ISCSI, SMB, live migrate.

* The failover cluster feature is enabled on each Hyper-V server.
* SMB shares or CSVs are used as shared storage to store VMs and their disks for Hyper-V clustering.

» Storage should not be shared between different clusters. Plan for one or multiple CSV/CIFS share per
cluster.

« If the SMB share is used as shared storage, then permissions on the SMB share must be configured to
grant access to the computer accounts of all the Hyper-V nodes in the cluster.

For more information, see:

» System Requirements for Hyper-V on Windows Server
 Validate Hardware for a Failover Cluster

* Deploy a Hyper-V Cluster

Installing Windows Features

The following steps describe how to install the required Windows Server 2022 features.
All Hosts

1. Prepare the windows OS 2022 with necessary updates and device drivers on all the designated nodes.
2. Log into each Hyper-V node using the administrator password entered during installation.

3. Launch a PowerShell prompt by right clicking the PowerShell icon in the taskbar and selecting Run as
Administrator.

4. Add the Hyper-V, MPIO, and clustering features.

Add-WindowsFeature Hyper-V, Failover-Clustering, Multipath-IO -
IncludeManagementTools —-Restart

Configuring Networks

Proper network planning is key to achieving fault tolerant deployment. Setting up distinct physical network
adapters for each type of traffic was the standard suggestion for a failover cluster. With the ability to add virtual
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network adapters, switch embedded teaming (SET) and features like Hyper-V QoS introduced, condense
network traffic on fewer physical adapters. Design the network configuration with quality of service,
redundancy, and traffic isolation in mind. Configuring network isolation techniques like VLANSs in conjunction
with traffic isolation techniques provides redundancy for the traffic and quality of service which would improve
and add consistency to storage traffic performance.

It is advised to separate and isolate specific workloads using multiple logical and/or physical networks. Typical
network traffic examples that are typically divided into segments are as follows:

* ISCSI Storage network.

» CSV (Cluster Shared Volume) or Heartbeat network.

* Live Migration

* VM network

* Management network

Note: When iSCSI is used with dedicated NICs, then using any teaming solution is not recommended and
MPIO/DSM should be used.

Note: Hyper-V networking best practices also do not recommend using NIC teaming for SMB 3.0 storage
networks in Hyper-V environment.

For additional information, refer to Plan for Hyper-V networking in Windows Server

Deciding on Storage Design for Hyper-V

Hyper-V supports NAS (SMB3.0) and Block storage (iSCSI/FC) as the backing storage for virtual machines.
NetApp supports SMB3.0, iSCSI and FC protocol which can be used as native storage for VMs - Cluster
Shared Volumes (CSV) using iISCSI/FC and SMB3. Customers can also use SMB3 and iSCSI as guest
connected storage options for workloads that require direct access to the storage. ONTAP provides flexible
options with unified storage (All Flash Array) - for workload that requires mixed protocol access and SAN
optimized storage (All SAN Array) for SAN only configurations.

The decision to use SMB3 vs iSCSI/FC is driven by the existing infrastructure in place today, SMB3/iSCSI
allow customers to use existing network infrastructure. For customers that have existing FC infrastructure can
leverage that infrastructure and present storage as FC based Clustered Shared Volumes.

Note: A NetApp storage controller running ONTAP software can support the following workloads in a Hyper-V
environment:

* VMs hosted on continuously available SMB 3.0 shares

* VMs hosted on Cluster Shared Volume (CSV) LUNs running on iSCSI or FC

* In-Guest storage and pass through disks to guest virtual machines
Note: Core ONTAP features such as thin provisioning, deduplication, compression, data compaction, flex
clones, snapshots, and replication work seamlessly in the background regardless of the platform or operating

system and provide significant value for the Hyper-V workloads. The default settings for these features are
optimal for Windows Server and Hyper-V.

Note: MPIO is supported on the guest VM using in-guest initiators if multiple paths are available to the VM, and
the multipath 1/O feature is installed and configured.

Note: ONTAP supports all major industry-standard client protocols: NFS, SMB, FC, FCoE, iSCSI, NVMe/FC,
and S3. However, NVMe/FC and NVMe/TCP are not supported by Microsoft.
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Installing NetApp Windows iSCSI Host Utilities

The following section describes how to perform an unattended installation of the NetApp Windows iSCSI Host
Utilities. For detailed information regarding the installation see the Install Windows Unified Host Ultilities 7.2 ( or
the latest supported version)

All Hosts

1. Download Windows iSCSI| Host Utilities
2. Unblock the downloaded file.

Unblock-file ~\Downloads\netapp windows host utilities 7.2 x64.msi

3. Install the Host Ultilities.

~\Downloads\netapp windows host utilities 7.2 x64.msi /qn
"MULTIPATHING=1"

Note: The system will reboot during this process.

Configuring Windows Host iSCSI initiator

The following steps describe how to configure the built in Microsoft iISCSI initiator.
All Hosts

1. Launch a PowerShell prompt by right clicking the PowerShell icon in the taskbar and selecting Run as
Administrator.

2. Configure the iISCSI service to start automatically.

Set-Service -Name MSiSCSI -StartupType Automatic

3. Start the iSCSI service.

Start-Service —-Name MSiSCSI

4. Configure MPIO to claim any iSCSI device.

Enable-MSDSMAutomaticClaim -BusType iSCSI

5. Set the default load balance policy of all newly claimed devices to round robin.

Set-MSDSMGlobalDefaultLoadBalancePolicy -Policy RR
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6. Configure an iSCSI target for each controller.

New-IscsiTargetPortal -TargetPortalAddress <<iscsia 1if01 ip>>
-InitiatorPortalAddress <iscsia ipaddress>

New-IscsiTargetPortal -TargetPortalAddress <<iscsib 1if0l ip>>
-InitiatorPortalAddress <iscsib ipaddress

New-IscsiTargetPortal -TargetPortalAddress <<iscsia 1if02 ip>>
-InitiatorPortalAddress <iscsia ipaddress>

New-IscsiTargetPortal -TargetPortalAddress <<iscsib 1if02 ip>>
-InitiatorPortalAddress <iscsib ipaddress>

7. Connect a session for each iSCSI network to each target.

Get-IscsiTarget | Connect-IscsiTarget -IsPersistent S$true
-IsMultipathEnabled Strue -InitiatorPo rtalAddress <iscsia ipaddress>

Get-IscsiTarget | Connect-IscsiTarget -IsPersistent $true
-IsMultipathEnabled S$true -InitiatorPo rtalAddress <iscsib ipaddress>

Note: Add multiple sessions (min of 5-8) for increased performance and utilizing the bandwidth.
Creating a Cluster
One Server Only

1. Launch a PowerShell prompt with administrative permissions, by right clicking the PowerShell icon and
selecting Run as Administrator’.

2. Create a new cluster.

New-Cluster -Name <cluster name> -Node <hostnames> -NoStorage
-StaticAddress <cluster ip address>
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3. Select the appropriate cluster network for Live migration.
4. Designate the CSV network.

(Get-ClusterNetwork —-Name Cluster) .Metric = 900

5. Change the cluster to use a quorum disk.

a. Launch a PowerShell prompt with administrative permissions by right clicking the PowerShell icon and
selecting 'Run as Administrator'.

start-ClusterGroup "Available Storage"| Move-ClusterGroup -Node
$env: COMPUTERNAME

b. In Failover Cluster Manager, select Configure Cluster Quorum Settings.
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Click Next through the Welcome page.

e o

Select the quorum witness and click Next.

o

Select Configure a disk witness™ and click Next.
f. Select Disk W: from the available storage and click Next.

g. Click Next through the confirmation page and Finish on the summary page.
For more detailed information about quorum and witness, see Configuring and manage quorum

6. Run the Cluster Validation wizard from Failover Cluster Manager to validate deployment.

7. Create CSV LUN to store virtual machine data and create highly available virtual machines via Roles within
Failover Cluster Manager.

Deploying Microsoft Hyper-V on NetApp Storage: Considerations

This step is vital to ascertain that the applications, services, and workloads can operate
effectively in the Hyper-V environment. Compatibility checks must encompass operating
system versions, Windows server versions, application dependencies, database systems,
and any specific configurations or customisations that exist in the existing environment.

Right sizing the storage

Before deploying the workload or migrating from existing hypervisor, ensure the workload is sized to meet the
required performance. This can be easily done by collecting performance data for each individual VM that
collects statistics for CPU (used/provisioned), Memory (used/provisioned), Storage (provisioned/utilized),
Network throughput and latency along with aggregation of the Read/Write IOPs, throughput and block size.
These parameters are mandatory for have a successful deployment and to correctly size the storage array and
workload hosts.

Note: Plan for IOPS and capacity when sizing storage for Hyper-V and associated workloads.
Note: For higher-1/0 intensive VMs or those that require lots of resources and capacity, segregate the OS and
data disks. Operating system and application binaries change infrequently, and volume crash consistency is

acceptable.

Note: Use Guest connected storage (aka in-guest) for high performance data disks than using VHDs. This
helps with easier cloning process as well.

Enhance Virtual Machine performance

Choose the right amount of RAM and vCPUs for optimal performance along with attaching multiple disks to a
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single virtual SCSI controller. Using fixed VHDXx is still recommended as the primary choice for virtual disks for
deployments and there are no restrictions for using any type of VHDX virtual disks.

Note: Avoid installing unnecessary roles on Windows Server that will not be utilized.

Note: Choose Gen2 as the generation for virtual machines able to load VMs from the SCSI controller and is
based on the VMBUS and VSP / VSC architecture for the boot level, which significantly increases the overall
VM performance.

Note: Avoid making frequent checkpoints because it has a negative impact on the performance of the VM.

SMB3.0 Design and Consideration

SMB 3.0 file shares can be used as shared storage for Hyper-V. ONTAP supports nondisruptive operations
over SMB shares for Hyper-V. Hyper-V can use SMB file shares to store virtual machine files, such as
configuration, snapshots, and virtual hard disk (VHD) files. Use dedicated ONTAP CIFS SVM for SMB3.0
based shares for Hyper-V. The volumes used to store virtual machine files must be created with NTFS
security-style volumes. Connectivity between Hyper-V hosts and the NetApp array is recommended on a 10GB
network if one is available. In case of 1GB network connectivity, NetApp recommends creating an interface
group consisting of multiple 1GB ports. Connect each NIC serving SMB multichannel to its dedicated IP subnet
so that each subnet provides a single path between the client and server.

Key Points

¢ Enable SMB multi-channel on ONTAP SVM
« ONTAP CIFS SVMs should have at least one data LIF on each node in a cluster.
» Shares used must be configured with the continuously available property set.

ONTAP One is now included on every AFF (A-Series and C-Series), All-SAN Array (ASA), and FAS
system. Hence there is no separate licenses needed.

* For Shared VHDx, use guest connected iSCSI LUN

Note: ODX is supported and works across protocols. Copying data between a file share and iSCSI or an FCP-
attached LUN also utilizes ODX.

Note: Time settings on nodes in the cluster should be set up accordingly. Network Time Protocol (NTP) should
be used if the NetApp CIFS server must participate in the Windows Active Directory (AD) domain.

Note: Large MTU values must be enabled through the CIFS server. Small packet sizes might result in
performance degradation.

Provisioning SMB volume

1. Verify that the required CIFS server options are enabled on the storage virtual machine (SVM)

2. The following options should be set to true: smb2-enabled smb3-enabled copy-offload-enabled
shadowcopy-enabled is-multichannel-enabled is-large-mtu-enabled

3. Create NTFS data volumes on the storage virtual machine (SVM) and then configure continuously
available shares for use with Hyper-V
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Note: Nondisruptive operations for Hyper-V over SMB do not work correctly unless the volumes used in the
configuration are created as NTFS security-style volumes.

4. Enable continuously available and configure NTFS permissions on the share to include Hyper-V nodes
with full control.

= 1 ONTAP System Manager Search actions, objects, and pages

DASHBOARD

INSIGHTS
User/group User type Access permission

STORAGE oy
Everyone Windows Full control
NIMDEMOWAdmin...  Windows Full control
NIMDEMO\NIMH...  Windows Full control
NIMDEMOWNIMH...  Windows Full control

2 NIMDEMOnimhv. Windows Full control

Sha

" - ade
MBOLIC LN
@® symiinks

Tie
Symlinks and widelinks

NETWORK
Disable

EVENTS & JOBS HARE PROPERTIES
PROTECTION ‘r.m.hl,i'-.‘ tn‘xll‘nuluu‘- .a‘.-‘,hlrftnm:

HOSTS v

Allow clients to access Snapshot copies directory
' ill be able 10 access the Snapshot
CLUSTER
Encrypt data while accessing this share
nerypts data using SMB 1.0t prevent unautharized file access on this share

Enable oplocks

For detailed best practices guidance, see Deployment Guidelines and best practices for Hyper-V.

For additional information, refer to SMB server and volume requirements for Hyper-V over SMB

Block Protocol Design and Consideration

Key Points

» Use multipathing (MPIO) on hosts to manage the multiple paths. Create more paths as needed, either to
facilitate data mobility operations or to leverage additional 1/0 resources, but do not exceed the maximum
number of paths a host OS can support.

* Install the Host Utilities Kit on hosts accessing the LUNs.

» Create a minimum of 8 volumes.
Note: Use one LUN per volume, thus having 1:1 mapping for LUN to CSV ratio.

* An SVM should have one LIF per Ethernet network or Fibre Channel fabric on every storage controller that
is going to serve data using iSCSI or Fibre Channel.

* SVMs serving data with FCP, or iSCSI need an SVM management interface.
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Provisioning ISCSI volume

To provision ISCSI volume, ensure the following pre-requisites are met.

* The storage virtual machine (SVM) should have the iSCSI protocol enabled and the appropriate logical
interfaces (LIFs) created.

* The designated aggregate must have enough free space to contain the LUN.

Note: By default, ONTAP uses Selective LUN Map (SLM) to make the LUN accessible only through paths on
the node owning the LUN and its high-availability (HA) partner.

» Configure all the iSCSI LIFs on every node for LUN mobility in case the LUN is moved to another node in
the cluster.

Steps

1. Use System Manager and navigate to the LUNs window (ONTAP CLI can be used for the same operation).

2. Click Create.

3. Browse and select the designated SVM in which the LUNs to be created and the Create LUN Wizard is
displayed.

4. On the General Properties page, select Hyper-V for LUNs containing virtual hard disks (VHDs) for Hyper-V
virtual machines.

Add LUNs

MHAME
nimhvdemocsy
NUMBER OF LUNS CAPACITY PER LUN
1 $ 1000 < Gig
HOST OPERATING SYSTEM LUN FORMAT
Hyper-V v Hyper-V

INMATOR GROUP

nimhvign|

More options Cancel n

5. <click on More options> On the LUN Container page, select an existing FlexVol volume otherwise a new
volume will be created.

6. <click on More options> On the Initiators Mapping page, click Add Initiator Group, enter the required
information on the General tab, and then on the Initiators tab, enter the iSCSI initiator node name of the
hosts.

7. Confirm the details, and then click Finish to complete the wizard.

Once the LUN is created, go to the Failover Cluster Manager. To add a disk to CSV, the disk must be added to
the Available Storage group of the cluster (if it is not already added), and then add the disk to CSV on the
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cluster.
Note: The CSV feature is enabled by default in Failover Clustering.
Adding a disk to Available Storage:

1. In Failover Cluster Manager, in the console tree, expand the name of the cluster, and then expand Storage.

2. Right-click Disks, and then select Add Disk. A list appears showing the disks that can be added for use in a
failover cluster.

3. Select the disk or disks you want to add, and then select OK.
4. The disks are now assigned to the Available Storage group.

5. Once done, select the disk that was just assigned to Available Storage, right-click the selection, and then
select Add to Cluster Shared Volumes.

ZH Failover Cluster Manager
~ B nimhvclus.nimdemo.com

Search

[ Roles i - || Quenes w v v
3 Nodes Name Status Assigned To Owner Node Disk Number Patiion Style  Capacty Replication Role  Information
v g S_I_vraqe 2 Quster Disk 1 () Oniine Cluster Shared Volume nimhv002 4 GPT 500G8
g g;‘:i 3 Guster Disk 2 (@ Onine Cluster Shered Vokume p—— 1 GPT 100GB
BB Enciosures & Cluster Disk 3 (#) Online Cluster Shared Volume nimhv002 2 GPT 100GB
1 Networks 3 Custer Disk 4 @) Orine Cluster Shared Volume rimiv 001 5 GPT 100GB
[4] Cluster Events & Custer PT“L‘ — I~ Auemishin Storage nimhv002 7 GPT 1,000GB
"9 Bring Online
[l Take Offiine
[ Add 1o Cluster Shared Volumes
@ Information Details.
[8]  Show Critical Events
B3 Replication
m More Actions »
n  Remove

Properties

v ,%Muﬁs
Volumes (1)

demoCSV (F)
9 TFS 1,000 GB free of 1,000 GB

6. The disks are now assigned to the Cluster Shared Volume group in the cluster. The disks are exposed to
each cluster node as numbered volumes (mount points) under the %SystemDrive%ClusterStorage folder.
The volumes appear in the CSVFS file system.

For additional information, refer to Use Cluster Shared Volumes in a failover cluster.
Create highly available virtual machines:
To create a highly available virtual machine, follow the below steps:

1. In Failover Cluster Manager, select or specify the cluster that you want. Ensure that the console tree under
the cluster is expanded.

2. Click Roles.

3. In the Actions pane, click Virtual Machines, and then click New Virtual Machine. The New Virtual Machine
Wizard appears. Click Next.

4. On the Specify Name and Location page, specify a name for the virtual machine, such as nimdemo. Click
Store the virtual machine in a different location, and then type the full path or click Browse and navigate to
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the shared storage.

5. Assign Memory and configure network adapter to the virtual switch that is associated with the physical
network adapter.

6. On the Connect Virtual Hard Disk page, click Create a virtual hard disk.

7. On the Installation Options page, click Install an operating system from a boot CD/DVD-ROM. Under
Media, specify the location of the media, and then click Finish.

8. The virtual machine is created. The High Availability Wizard in Failover Cluster Manager then automatically
configures the virtual machine for high availability.

Fast Provisioning of Virtual Disks Using ODX Feature

The ODX feature in ONTAP allows making copies of master VHDXs by simply copying a master VHDX file
hosted by ONTAP storage system. Because an ODX-enabled copy does not put any data on the network wire,
the copy process happens on the NetApp storage side and as a result can be up to six to eight times faster.
General considerations for fast provisioning include master sysprepped images stored on file shares and
regular copy processes initiated by the Hyper-V host machines.

Note: ONTAP supports ODX for both the SMB and SAN protocols.

Note: To take advantage of the use cases for ODX copy offload pass-through with Hyper-V, the guest
operating system must support ODX, and the guest operating system’s disks must be SCSI disks backed by
storage (either SMB or SAN) that supports ODX. IDE disks on the guest operating system do not support ODX
pass-through.

Performance optimization

Although the recommended number of VMs per CSV is subjective, numerous factors determine the optimum
number of VMs that can be placed on each CSV or SMB volume. Although most administrators only consider
capacity, the amount of concurrent I/O being sent to the VHDXx is one of the most key factors for overall
performance. The easiest way to control performance is by regulating the number of virtual machines that are
placed on each CSV or share. If the concurrent virtual machine 1/O patterns are sending too much traffic to the
CSV or share, the disk queues fill, and higher latency are generated.

SMB Volume and CSV sizing

Ensure the solution is adequately sized end-to-end to avoid bottlenecks and when a volume is created for
Hyper-V VM storage purposes, the best practice is to create a volume no larger than required. Right sizing
volumes prevent accidentally placing too many virtual machines on the CSV and decreases the probability of
resource contention. Each cluster shared volume (CSV) supports one VM or multiple VMs. The number of VMs
to place on a CSV is determined by the workload and business preferences, and how ONTAP storage features
such as snapshots and replication will be used. Placing multiple VMs on a CSV is a good starting point in most
deployment scenarios. Adjust this approach for specific use cases to meet performance and data protection
requirements.

Since volumes and VHDXx sizes can be easily increased, if a VM needs extra capacity, it is not necessary to
size CSVs larger than required. Diskpart can be used for extending the CSV size or an easier approach is to
create a new CSV and migrate the required VMs to the new CSV. For optimal performance, the best practice is
to increase the number of CSVs rather than increase their size as an interim measure.

Migration

One of the most common use cases in the current market condition is migration. Customers can use VMM
Fabric or other third-party migration tools to migrate VMs. These tools use host level copy to move data form
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the source platform to the destination platform, which can be time consuming depending on number of virtual
machines that are in scope of migration.

Using ONTAP in such scenario’s enable quicker migration than using host based migrationprocess. ONTAP
also enables swift migration of VMs from one hypervisor to another (ESX:i in this case to Hyper-V). VMDK of
any size can be converted to VHDXx in seconds on NetApp Storage. That is our PowerShell way - It leverages
NetApp FlexClone® technology for the rapid conversion of VM hard disks. It also handles the creation and
configuration of target and destination VMs.

This process helps minimize downtime and enhances business productivity. It also offers choice and flexibility
by reducing licensing costs, lock-in, and commitments to a single vendor. This is also beneficial for
organizations looking to optimize VM licensing costs and extend IT budgets.

The following video demonstates the process to migrate virtual machines from VMware ESX to Hyper-V.
Zero touch migration from ESX to Hyper-V

For additional information about migration using Flexclone and PowerShell, see the PowerShell script for
migration.

Deploying Microsoft Hyper-V on NetApp Storage: Data Protection

Data protection is a key tenant for any production workload. This section describes how
to backup and restore Hyper-V virtual machines.

Restore using NetApp Storage snapshot

Backing up VMs and quickly recovering or cloning them are among the great strengths of ONTAP volumes.
Use Snapshot copies to make quick FlexClone copies of the VMs or even the whole CSV volume without
affecting performance. This enables working with production data without the risk of data corruption when
cloning production data volumes and mounting them on QA, staging and development environments.
FlexClone volumes are useful for making test copies of production data, without having to double the amount
of space required to copy the data.

Keep in mind, Hyper-V nodes assign each disk a unique ID and taking a snapshot of the volume that has
respective partition (MBR or GPT) will carry the same unique identification. MBR uses disk signatures and GPT
uses GUIDs (Global Unique Identifiers). In case of standalone Hyper-V host, the FlexClone volume can be
easily mounted without any conflicts. This is because stand-alone Hyper-V servers can automatically detect
duplicate disk IDs and change them dynamically without user intervention. This approach can be used to
recover the VM(s) by copying the VHDs as the scenario demands.

While it is straightforward with standalone Hyper-V hosts, the procedure is different for Hyper-V clusters. The
recovery process involves mapping the FlexClone volume to a standalone Hyper-V host or using diskpart to
manually change the signature by mapping FlexClone volume to a standalone Hyper-V host (it is important
because a disk ID conflict results in inability to bring the disk online) and once done, map the FlexClone
volume to the cluster.

Backup and Restore using Third party solution

Note: This section uses Commvault, however this is applicable to other third-party solutions.

Leveraging ONTAP snapshots, CommVault IntelliSnap® creates hardware-based snapshots

of Hyper-V. Backups can be automated based on the configuration for a Hyper-V hypervisor or VM group, or
manually for a VM group or a specific VM. IntelliSnap enables fast protection of Hyper-V environments placing
minimal load on the production Virtualization Farm. The integration of IntelliSnap technology with the Virtual
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Server Agent (VSA) enables NetApp ONTAP Array to complete backups with a large number of virtual
machines and data stores in a matter of minutes. Granular access provides individual file and folder recovery
from the secondary tier of storage along with the full guest .vhd files.

Prior to configuring the virtualization environment, deploy the proper agents requiring snapshot integration with
the Array. Microsoft Hyper-V virtualization environments require the following agents:

* MediaAgent
« Virtual Server Agent (VSA)

« VSS Hardware Provider (Windows Server 2012 and newer operating systems)
Configure NetApp Array using Array Management

The following steps show how to configure IntelliSnap virtual machine backups in an environment utilizing an
ONTAP array and Hyper-V.

1. On the ribbon in the CommCell Console, click the Storage tab, and then click Array Management.
2. The Array Management dialog box appears.
3. Click Add.

The Array Properties dialog box appears.
COMMVAULT @ Q. search or type / for s comms: DB O E| 4 amne
ﬁ Amays
. Add array
Add Snap Array

[+ R General

4. On the General tab, specify the following information:
5. From the Snap Vendor list, select NetApp.

6. In the Name box, enter the host name, the fully qualified domain name (FQDN), or the TCP/IP address of
the primary file server.

7. On the Array Access Nodes tab, select available media agents.
8. On the Snap Configuration tab, configure Snapshot Configuration Properties according to your needs.
9. Click OK.

10. <Mandatory step> Once done, also configure SVM on the NetApp storage array by using the detect option
to automatically detect storage virtual machines (SVM), then choose an SVM, and with the add option, add
the SVM in the CommServe database, as an array management entry.
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11. Click on Advanced (as shown in the below graphics) and select “Enable IntelliSnap” checkbox.
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For detailed steps about configuring the array, see Configuring NetApp Array and Configuring Storage Virtual
machines on NetApp Arrays

Add Hyper-V as the Hypervisor
Next step is to add Hyper-V hypervisor and adding a VM group.
Pre-requisites

» The hypervisor can be a Hyper-V cluster, a Hyper-V server in a cluster, or a standalone Hyper-V server.

» The user must belong to the Hyper-V administrators' group for Hyper-V Server 2012 and later. For a Hyper-
V cluster, the user account must have full cluster permissions (Read and Full Control).

« Identify one or more nodes on which you will install the Virtual Server Agent (VSA) to create access nodes
(VSA proxies) for backup and restore operations. To discover Hyper-V servers, the CommServe system
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must have the VSA installed.
* To use Changed Block Tracking for Hyper-V 2012 R2, select all nodes in the Hyper-V cluster.

The following steps show how to add Hyper-V as a hypervisor.

1. After the core setup is complete, on the Protect tab, click the Virtualization tile.

2. On the Create server backup plan page, type a name for the plan, then provide information about storage,
retention, and backup schedules.

3. Now the Add hypervisor page appears > Select vendor: Select Hyper-V (Enter the IP address or FQDN
and user credentials)

4. For a Hyper-V server, click Discover nodes. When the Nodes field is populated, select one or more nodes
on which to install the Virtual Server Agent.

COMMVAULT &) Q searchor type/ for 4 comma BB OB | 4 admns

Q Configure Microsoft Hyper-V Hypervisor

" @ A0 Hypervisor Add Hypervisor

L ]

e ®

B

5. Click Next and the Save.

COMMVAULT @ QU search or type / for a command DB OB 4 amne

# Guided setup

Hypervisors Q cm :
All fe ]

Vaondor = All =

#  Dashboard

B rrotect

Virtualization

Name * Vendor Version Configured Tags Actions
Kubernetes

B] tvclus0t Microsoft Hyper-V Microsoft Windows Server 2022 v No tags

File servers

6. On the Add VM group page, select the virtual machines to be protected (Demogrp is the VM group created
in this case) and enable IntelliSnap option as shown below.
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Note: When IntelliSnap is enabled on a VM group, Commvault automatically creates schedule policies for
the primary (snap) and backup copies.

7. Click Save.

For detailed steps about configuring the array, see Adding a Hypervisor.

Performing a backup:

1. From the navigation pane, go to Protect > Virtualization. The Virtual machines page appears.

2. Back up the VM or the VM group. In this demo, VM group is selected. In the row for the VM group, click the
action button action_button, and then select Back up. In this case, nimplan is the plan associated against

Demogrp and Demogrp01.
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3. Once the backup is successful, restore points are available as shown in the screen capture. From the snap

copy, restore of full VM and restore of guest files and folders can be performed.
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Note: For critical and heavily utilized virtual machines, keep fewer virtual machines per CSV

Performing a restore operation:

Restore full VMs, guest files and folders, or virtual disk files via the restore points.

1. From the navigation pane, go to Protect > Virtualization, the Virtual machines page appears.

o~ DN
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Click the VM groups tab.
The VM group page appears.
In the VM groups area, click Restore for the VM group that contains the virtual machine.

The Select restore type page appears.
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6. Select Guest files or Full virtual machine depending on the selection and trigger the restore.
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For detailed steps for all supported restore options, see Restores for Hyper-V.

Advanced NetApp ONTAP options

NetApp SnapMirror enables efficient site-to-site storage replication, making disaster

recovery rapid, reliable, and manageable to suit today’s global enterprises. Replicating data at high speeds
over LANs and WANSs, SnapMirror provides high data availability and fast recovery for mission-critical
applications, as well as outstanding storage deduplication and network compression capabilities. With NetApp
SnapMirror technology, disaster recovery can protect the entire data center. Volumes can back up to an off-site
location incrementally. SnapMirror performs incremental, block-based replication as frequently as the required
RPO. The block-level updates reduce bandwidth and time requirements, and data consistency is maintained at
the DR site.

An important step is to create a one-time baseline transfer of the entire dataset. This is required before
incremental updates can be performed. This operation includes the creation of a Snapshot copy at the source
and the transfer of all the data blocks referenced by it to the destination file system. After the initialization is
complete, scheduled or manually triggered updates can occur. Each update transfers only the new and
changed blocks from the source to the destination file system. This operation includes creating a Snapshot
copy at the source volume, comparing it with the baseline copy, and transferring only the changed blocks to the
destination volume. The new copy becomes the baseline copy for the next update. Because the replication is
periodic, SnapMirror can consolidate the changed blocks and conserve network bandwidth. The impact on
write throughput and write latency is minimal.

Recovery is performed by completing the following steps:

1. Connect to the storage system on the secondary site.
2. Break the SnapMirror relationship.

3. Map the LUNs in the SnapMirror volume to the initiator group (igroup) for the Hyper-V servers on the
secondary site.

4. Once the LUNs are mapped to the Hyper-V cluster, make these disks online.

5. Using the failover-cluster PowerShell cmdlets, add the disks to available storage and convert them to
CSVs.

6. Import the virtual machines in the CSV to the Hyper-V manager, make them highly available, and then add
them to the cluster.

7. Turn on the VMs.

Deploying Microsoft Hyper-V on NetApp Storage: Conclusion

ONTAP is the optimal shared storage foundation to deploy a variety of IT workloads.
ONTAP AFF or ASA platforms are both flexible and scalable for multiple use cases and
applications. Windows Server 2022 and Hyper-V enabled on it is one common use case
as the virtualization solution, which is described in this document. The flexibility and
scalability of ONTAP storage and associated features enable customers to start out with a
right-sized storage layer that can grow with and adapt to their evolving business
requirements. In current market conditions, Hyper-V offers a perfect alternate hypervisor
option which provides most of the functionalities that was provided VMware.

Deploying Microsoft Hyper-V on NetApp Storage: Migration Script

This section contains a PowerShell script that can be used for migration using Flexclone.
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Powershell script

param (

[Parameter (Mandatory=$True, HelpMessage="VCenter DNS name or IP
Address") ]

[String] $VCENTER,

[Parameter (Mandatory=$True, HelpMessage="NetApp ONTAP NFS Datastore
name") ]

[String] SDATASTORE,
[Parameter (Mandatory=$True, HelpMessage="VCenter credentials")]
[System.Management.Automation.PSCredential] SVCENTER CREDS,

[Parameter (Mandatory=$True, HelpMessage="The IP Address of the ONTAP
Cluster") ]

[String] SONTAP CLUSTER,

[Parameter (Mandatory=$True, HelpMessage="NetApp ONTAP VServer/SVM
name") ]

[String] SVSERVER,

[Parameter (Mandatory=$True, HelpMessage="NetApp ONTAP NSF, SMB Volume
name") ]

[String] $ONTAP VOLUME NAME,

[Parameter (Mandatory=$True, HelpMessage="ONTAP NFS/CIFS Volume mount
Drive on Hyper-V host") ]

[String] SONTAP NETWORK SHARE ADDRESS,

[Parameter (Mandatory=$True, HelpMessage="NetApp ONTAP Volume QTree
folder name™) ]

[String] $VHDX QTREE NAME,

[Parameter (Mandatory=$True, HelpMessage="The Credential to connect to
the ONTAP Cluster") ]

[System.Management.Automation.PSCredential] SONTAP CREDS,
[Parameter (Mandatory=$True, HelpMessage="Hyper-V VM switch name") ]
[String] $HYPERV VM SWITCH
function main {
ConnectVCenter
ConnectONTAP
GetVMList
GetVMInfo

#PowerOf £VMs

CreateOntapVolumeSnapshot
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Shift

ConfigureVMsOnHyperV

function ConnectVCenter {
Write-Host

————— " -ForegroundColor Cyan
Write-Host "Connecting to vCenter SVCENTER" -ForegroundColor Magenta
Write-Host

[string] SvmwareModuleName = "VMware.VimAutomation.Core"

Write-Host "Importing VMware S$vmwareModuleName Powershell module"
if ((Get-Module|Select-Object -ExpandProperty Name) -notcontains
SvmwareModuleName) {
Try {
Import-Module SvmwareModuleName -ErrorAction Stop
Write-Host "SvmwareModuleName imported successfully"
-ForegroundColor Green
} Catch {
Write-Error "Error: SvmwareMdouleName PowerShell module not
found"

break;

}
else {
Write-Host "SvmwareModuleName Powershell module already imported"

-ForegroundColor Green

}

Write-Host " 'nConnecting to vCenter S$VCENTER"
Try {
Sconnect = Connect-VIServer -Server S$SVCENTER -Protocol https
-Credential SVCENTER CREDS -ErrorAction Stop
Write-Host "Connected to vCenter SVCENTER" -ForegroundColor Green
} Catch ({
Write-Error "Failed to connect to vCenter SVCENTER. Error : $($_

.Exception.Message) "
break;
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function ConnectONTAP ({
Write-Host " 'n

----" -ForegroundColor Cyan

Write-Host "Connecting to VSerevr $VSERVER at ONTAP Cluster
SONTAP CLUSTER" -ForegroundColor Magenta

Write-Host

[string] $SontapModuleName = "NetApp.ONTAP"

Write-Host "Importing NetApp ONTAP S$ontapModuleName Powershell module"

if ((Get-Module|Select-Object -ExpandProperty Name) -notcontains
SontapModuleName) {
Try {
Import-Module SontapModuleName -ErrorAction Stop
Write-Host "SontapModuleName imported successfully"
-ForegroundColor Green
} Catch {
Write-Error "Error: S$vmwareMdouleName PowerShell module not
found"

break;

}
else {
Write-Host "SontapModuleName Powershell module already imported"

-ForegroundColor Green

}

Write-Host " 'nConnecting to ONTAP Cluster SONTAP CLUSTER"
Try {
Sconnect = Connect-NcController -Name SONTAP CLUSTER -Credential
SONTAP CREDS -Vserver S$VSERVER
Write-Host "Connected to ONTAP Cluster SONTAP CLUSTER"
-ForegroundColor Green
} Catch ({
Write-Error "Failed to connect to ONTAP Cluster SONTAP CLUSTER.
Error : $($_.Exception.Message)"
break;

function GetVMList {
Write-Host " 'n
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----" -ForegroundColor Cyan

Write-Host "Fetching powered on VMs list with Datastore SDATASTORE"
-ForegroundColor Magenta

Write-Host

————— ‘n" -ForegroundColor Cyan
try {

SvmList = VMware.VimAutomation.Core\Get-VM -Datastore SDATASTORE
-ErrorAction Stop| Where-Object {$ .PowerState -eq "PoweredOn"} | OUT-
GridView -OutputMode Multiple

#SvmList = Get-VM -Datastore S$SDATASTORE -ErrorAction Stop| Where-
Object {S$ .PowerState -eq "PoweredOn"}

if (SvmList) {
Write-Host "Selected VMs for Shift" -ForegroundColor Green
SvmList | Format-Table -Property Name
$Script:VMList = SvmList
}
else {
Throw "No VMs selected"

}
catch {

Write-Error "Failed to get VM List. Error : $($ .Exception.
Message) "
Break;

function GetVMInfo {
Write-Host

————— " —-ForegroundColor Cyan
Write-Host "VM Information" -ForegroundColor Magenta
Write-Host

————— " -ForegroundColor Cyan
SvmObjArray = New-Object System.Collections.ArrayList

if (SVvMList) {
foreach (Svm in $SVMList) {
SvmObj] = New-Object -TypeName System.Object

SvmObj | Add-Member -MemberType NoteProperty -Name ID -Value
Svm.Id

SvmObj | Add-Member -MemberType NoteProperty -Name Name -Value
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Svm.Name

SvmObj | Add-Member -MemberType NoteProperty -Name NumCpu
-Value S$vm.NumCpu

SvmObj | Add-Member -MemberType NoteProperty -Name MemoryGB
-Value Svm.MemoryGB

SvmObj | Add-Member -MemberType NoteProperty -Name Firmware
-Value Svm.ExtensionData.Config.Firmware

SvmDiskInfo = $vm | VMware.VimAutomation.Core\Get-HardDisk

SvmDiskArray = New-Object System.Collections.ArrayList
foreach ($disk in S$SvmDiskInfo) {
$SdiskObj = New-Object -TypeName System.Object

$SdiskObj | Add-Member -MemberType NoteProperty -Name Name
-Value Sdisk.Name

SfileName = S$Sdisk.Filename
if (SfileName -match '\[(.*2)\]") {
SdataStoreName = S$Matches[1]

Sparts = $fileName -split " "
SpathParts = S$parts[l] -split "/"
SfolderName = SpathParts[0]
SfileName = SpathParts[1]

SdiskObj | Add-Member -MemberType NoteProperty -Name
DataStore -Value S$dataStoreName

$diskObj | Add-Member -MemberType NoteProperty -Name
Folder -Value S$folderName

$diskObj | Add-Member -MemberType NoteProperty -Name
Filename -Value S$fileName

$diskObj | Add-Member -MemberType NoteProperty -Name
CapacityGB -Value S$disk.CapacityGB

Snull = SvmDiskArray.Add ($diskObj)

SvmObj | Add-Member -MemberType NoteProperty -Name
PrimaryHardDisk -Value " [$ ($SvmDiskArray[0] .DataStore)] $ (SvmDiskArray[O0]
.Folder) /$ (SvmDiskArray[0] .Filename) "

SvmObj | Add-Member -MemberType NoteProperty -Name HardDisks
-Value S$vmDiskArray

Snull = SvmObJjArray.Add (SvmObj)
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SvmNetworkArray = New-Object System.Collections.ArrayList

svm |
ForEach-Object ({
SVM = $

SVM | VMware.VimAutomation.Core\Get-VMGuest | Select-Object
-ExpandProperty Nics |
ForEach-Object {
$Nic = $
foreach (SIP in S$Nic.IPAddress)
{
if ($IP.Contains('.'))
{
SnetworkObj = New-Object -TypeName System.Object

Svlanld = VMware.VimAutomation.Core\Get-
VirtualPortGroup | Where-Object {$ .Key -eg $Nic.NetworkName}

SnetworkObj | Add-Member -MemberType NoteProperty
-Name VLanID -Value S$vlanId

SnetworkObj | Add-Member -MemberType NoteProperty
-Name IPv4Address -Value S$IP

Snull = SvmNetworkArray.Add ($networkObj)

SvmObj | Add-Member -MemberType NoteProperty -Name PrimaryIPv4
-Value SvmNetworkArray[0].IPv4Address

SvmObj | Add-Member -MemberType NoteProperty -Name
PrimaryVLanID -Value S$vmNetworkArray.VLanID

SvmObj | Add-Member -MemberType NoteProperty -Name Networks
-Value SvmNetworkArray

Sguest = Svm.Guest
Sparts Sguest -split ":"
SafterColon = Sparts[1l]

SosFullName = SafterColon

SvmObj | Add-Member -MemberType NoteProperty -Name OSFullName
-Value SosFullName

SvmObj | Add-Member -MemberType NoteProperty -Name GuestID
-Value Svm.GuestId

}
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SvmObjArray | Format-Table -Property ID, Name, NumCpu, MemoryGB,
PrimaryHardDisk, PrimaryIPv4, PrimaryVLanID, GuestID, OSFullName, Firmware

$Script:VMObjList = $vmObjArray

function PowerOffVMs ({
Write-Host " 'n
----" -ForegroundColor Cyan
Write-Host "Power Off VMs" -ForegroundColor Magenta
Write-Host
————— ‘'n" -ForegroundColor Cyan
foreach ($vm in S$VMObjList) {
try {
Write-Host "Powering Off VM $($Svm.Name) in vCenter $ (SVCENTER
)"
Snull = VMware.VimAutomation.Core\Stop-VM -VM S$vm.Name
-Confirm:$false -ErrorAction Stop
Write-Host "Powered Off VM $(Svm.Name)" -ForegroundColor Green
}
catch {
Write-Error "Failed to Power Off VM $(Svm.Name). Error
$. Exception.Message"
Break;
}

Write-Host " 'n"

function CreateOntapVolumeSnapshot {

Write-Host " 'n
----" -ForegroundColor Cyan

Write-Host "Taking ONTAP Snapshot for Volume SONTAP VOLUME NAME"
-ForegroundColor Magenta

Write-Host

Try {
Write-Host "Taking snapshot for Volume SONTAP VOLUME NAME"
Stimestamp = Get-Date -Format "yyyy-MM-dd HHmmss"
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Ssnapshot = New-NcSnapshot -VserverContext SVSERVER -Volume
SONTAP VOLUME NAME -Snapshot "snap.script-S$timestamp"

if ($snapshot) {
Write-Host "Snapshot ""$ ($snapshot.Name)"" created for Volume
SONTAP VOLUME NAME" -ForegroundColor Green
$Script:OntapVolumeSnapshot = $snapshot
}
} Catch ({
Write-Error "Failed to create snapshot for Volume
SONTAP VOLUME NAME. Error : $ .Exception.Message"
Break;

function Shift ({
Write-Host

————— " -ForegroundColor Cyan
Write-Host "VM Shift" -ForegroundColor Magenta
Write-Host

SScript:HypervVMList = New-Object System.Collections.ArrayList
foreach (SvmObj in $SVMObjList) {

Write—Host LU S b b b b b b b b b b b b b b b b b 2 b b b b b b b b b b b b b b b b b b S b b b b b i L)

Write-Host "Performing VM conversion for $($vmObj.Name)"
-ForegroundColor Blue

Write—Host LU S b b b b b b b b b b b b b b b b b b b b b b b b b b b b S b b b b b b b S b b b b b i )

ShypervVMObj = New-Object -TypeName System.Object

$directoryName = "/vol/$ ($SONTAP VOLUME NAME)/$ ($VHDX QTREE NAME)
/$ ($SvmObj.HardDisks[0] .Folder) "

try {
Write-Host "Creating Folder ""S$SdirectoryName"" for VM $(
SvmObj .Name) "
Sdir = New-NcDirectory -VserverContext S$VSERVER -Path
SdirectoryName -Permission 0777 -Type directory -ErrorAction Stop
if (Sdir) {
Write-Host "Created folder ""$directoryName"" for VM
$ ($vmObj.Name) n" -ForegroundColor Green

}
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}
catch {

if ($ .Exception.Message -eq "[500]: File exists") {
Write-Warning "Folder ""S$SdirectoryName"" already exists!
S
}
Else {
Write-Error "Failed to create folder ""SdirectoryName""

for VM $(SvmObj.Name). Error : $(S_.Exception.Message)"
Break;

SvmDiskArray = New-Object System.Collections.ArrayList

foreach ($disk in $vmObj.HardDisks) {
SvmDiskObj = New-Object -TypeName System.Object
try {
Write-Host " 'nConverting $($disk.Name)"
MEdEe—lEeft Vocoomooorooooooonoomooooooooooos "

SvmdkPath
$(Sdisk.Filename) "
SfileName = $disk.Filename -replace '\.vmdk$', ''

"/vol/$ (SONTAP VOLUME NAME)/$ ($disk.Folder) /

SvhdxPath = "$(SdirectoryName) /$ ($fileName) .vhdx"
Write-Host "Converting ""$($disk.Name)"" VMDK path ""
$ ($vmdkPath)"" to VHDX at Path ""$ ($vhdxPath)"" for VM $ ($SvmObj.Name)"

Sconvert = ConvertTo-NcVhdx -SourceVmdk SvmdkPath
-DestinationVhdx S$vhdxPath -SnapshotName S$OntapVolumeSnapshot
-ErrorAction Stop -WarningAction SilentlyContinue

if (Sconvert) {

Write-Host "Successfully converted VM ""$ ($SvmObj .Name
)"" VMDK path ""$ (SvmdkPath)"" to VHDX at Path ""$($vhdxPath)"""
-ForegroundColor Green

SvmDiskObj | Add-Member -MemberType NoteProperty -Name
Name -Value $disk.Name

SvmDiskObj | Add-Member -MemberType NoteProperty -Name
VHDXPath -Value S$vhdxPath

Snull = SvmDiskArray.Add ($vmDiskObj)

}
catch {
Write-Error "Failed to convert ""$($Sdisk.Name)"" VMDK to
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VHDX for VM $($vmObj.Name). Error : $($ .Exception.Message)"
Break;

ShypervVMObj | Add-Member -MemberType NoteProperty -Name Name
-Value S$vmOb7j .Name

ShypervVMObj | Add-Member -MemberType NoteProperty -Name HardDisks
-Value SvmDiskArray

ShypervVMObj | Add-Member -MemberType NoteProperty -Name MemoryGB
-Value SvmObj .MemoryGB

ShypervVMObj | Add-Member -MemberType NoteProperty -Name Firmware
-Value S$vmObj.Firmware

ShypervVMObj | Add-Member -MemberType NoteProperty -Name GuestID
-Value S$vmOb7j.GuestID

$Snull = SHypervVMList.Add (ShypervVMOb])
Write-Host " 'n"

function ConfigureVMsOnHyperV {
Write-Host

————— " —-ForegroundColor Cyan
Write-Host "Configuring VMs on Hyper-V" -ForegroundColor Magenta
Write-Host

foreach ($vm in SHypervVMList) {
try {

# Define the original path

SoriginalPath = $vm.HardDisks[0] .VHDXPath

# Replace forward slashes with backslashes
SwindowsPath = SoriginalPath -replace "/", "\"

# Replace the initial part of the path with the Windows drive
letter

SwindowsPath = S$windowsPath -replace "~\\vol\\", "\\
$ (SONTAP_NETWORK SHARE ADDRESS) \"

SvmGeneration = if ($Svm.Firmware -eq "bios") {1} else {2};
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Write—Host LU S b b b b b 2 b 2 b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b )

Write-Host "Creating VM $ (Svm.Name)" -ForegroundColor Blue
Write_HOSt LU S b b b b b b b b b b b b b b b b I b b b b b b b b b b b b b b b b b b b b b b b b b b b i L |
Write-Host "Creating VM $($Svm.Name) with Memory $ (Svm.
MemoryGB) GB, vSwitch $(SHYPERV VM SWITCH), $(Svm.HardDisks[O].Name) ""
$ (SwindowsPath)"", Generation $($vmGeneration) on Hyper-v"

ScreateVM = Hyper-V\New-VM -Name $vm.Name -VHDPath
SwindowsPath -SwitchName S$HYPERV VM SWITCH -MemoryStartupBytes (Invoke-
Expression "$ (Svm.MemoryGB)GB") -Generation S$vmGeneration -ErrorAction
Stop

if (ScreateVM) {

Write-Host "VM $($createVM.Name) created on Hyper-V host
‘'n" -ForegroundColor Green

Sindex = 0
foreach (SvmDisk in $vm.HardDisks) ({
Sindex++
if ($index -eqg 1) {
continue

Write-Host " 'nAttaching $($vmDisk.Name) for VM $ (S$Svm

Write-Host

SoriginalPath = $vmDisk.VHDXPath

# Replace forward slashes with backslashes

SwindowsPath = S$SoriginalPath -replace "/", "\"

# Replace the initial part of the path with the
Windows drive letter

SwindowsPath = S$windowsPath -replace "~\\vol\\", "\\
$($ONTAP_NETWORK_SHARE_ADDRESS)\"

try {
SattachDisk = Hyper-v\Add-VMHardDiskDrive -VMName
Svin.Name -Path SwindowsPath -ErrorAction Stop
Write-Host "Attached $($vmDisk.Name) ""
S ($windowsPath)"" to VM $($vm.Name)" -ForegroundColor Green

}
catch {
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Write-Error "Failed to attach $(SvmDisk.Name)
$ ($SwindowsPath) to VM $(Svm.Name): Error : $($ .Exception.Message)"
Break;

if (SvmGeneration -eq 2 -and Svm.GuestID -like "*rhel*") {
try {
Write-Host " 'nDisabling secure boot"
Hyper-V\Set-VMFirmware -VMName S$createVM.Name
-EnableSecureBoot Off -ErrorAction Stop
Write-Host "Secure boot disabled" -ForegroundColor

Green
}
catch {
Write-Error "Failed to disable secure boot for VM
$ (ScreateVM.Name) . Error : $($ .Exception.Message)"
}
1
try {
Write-Host " 'nStarting VM $(S$createVM.Name)"
Hyper-v\Start-VM -Name S$createVM.Name -ErrorAction
Stop

Write-Host "Started VM $ ($ScreateVM.Name) n"
-ForegroundColor Green

}
catch {
Write-Error "Failed to start VM $ ($createVM.Name) .
Error : $($ .Exception.Message)"
Break;

}
catch {

Write-Error "Failed to create VM $(Svm.Name) on Hyper-V.
Error : $($_.Exception.Message)"
Break;

main

Additional Resources
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NetApp OpenShift Virtualization Solutions

Overview

Red Hat OpenShift Virtualization with NetApp ONTAP

Depending on the specific use case, both containers and virtual machines (VMs) can
serve as optimal platforms for different types of applications. Therefore, many
organizations run some of their workloads on containers and some on VMs. Often, this
leads organizations to face additional challenges by having to manage separate
platforms: a hypervisor for VMs and a container orchestrator for applications.

To address this challenge, Red Hat introduced OpenShift Virtualization (formerly known as Container Native
Virtualization) starting from OpenShift version 4.6. The OpenShift Virtualization feature enables you to run and
manage virtual machines alongside containers on the same OpenShift Container Platform installation,
providing hybrid management capability to automate deployment and management of VMs through operators.
In addition to creating VMs in OpenShift, with OpenShift Virtualization, Red Hat also supports importing VMs
from VMware vSphere, Red Hat Virtualization, and Red Hat OpenStack Platform deployments.

Container VM Container Container

Red Hat OpenShift Container Platform

Red Hat Enterprise Linux CoreOS

Physical Machine

Certain features like live VM migration, VM disk cloning, VM snapshots and so on are also supported by
OpenShift Virtualization with assistance from Astra Trident when backed by NetApp ONTAP. Examples of each
of these workflows are discussed later in this document in their respective sections.

To learn more about Red Hat OpenShift Virtualization, see the documentation here.

NetApp Storage Overview

NetApp has several storage platforms that are qualified with our Astra Trident Storage
Orchestrator to provision storage for applications deployed on Red Hat OpenShift.
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* AFF and FAS systems run NetApp ONTAP and provide storage for both file-based (NFS) and block-based
(iISCSI) use cases.

* Cloud Volumes ONTAP and ONTAP Select provide the same benefits in the cloud and virtual space
respectively.

* NetApp Cloud Volumes Service (AWS/GCP) and Azure NetApp Files provide file-based storage in the
cloud.

* NetApp Element storage systems provide for block-based (iISCSI) use cases in a highly scalable
environment.

Each storage system in the NetApp portfolio can ease both data management and movement
@ between on-premises sites and the cloud, ensuring that your data is where your applications
are.

The following pages have additional information about the NetApp storage systems validated in the Red Hat
OpenShift with NetApp solution:

* NetApp ONTAP
* NetApp Element

NetApp Storage Integration Overview

NetApp provides a number of products to help you with orchestrating and managing
persistent data in container based environments, such as Red Hat OpenShift.
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NetApp Astra Control offers a rich set of storage and application-aware data management services for stateful
Kubernetes workloads, powered by NetApp data protection technology. The Astra Control Service is available

to support stateful workloads in cloud-native Kubernetes deployments. The Astra Control Center is available to
support stateful workloads in on-premises deployments, like Red Hat OpenShift. For more information visit the
NetApp Astra Control website here.

NetApp Astra Trident is an open-source and fully-supported storage orchestrator for containers and
Kubernetes distributions, including Red Hat OpenShift. For more information, visit the Astra Trident website
here.

The following pages have additional information about the NetApp products that have been validated for
application and persistent storage management in the Red Hat OpenShift with NetApp solution:

* NetApp Astra Control Center
* NetApp Astra Trident
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Videos and Demos: Red Hat OpenShift with NetApp

The following videos demonstrate some of the capabilities documented in this document:
Cloud Insights integration with Openshift Virtualization

Using Red Hat MTV to migrate VMs to OpenShift Virtualization with NetApp ONTAP Storage

Accelerate Software Development with Astra Control and NetApp FlexClone Technology - Red Hat OpenShift
with NetApp

Leverage NetApp Astra Control to Perform Post-mortem Analysis and Restore Your Application
Data Protection in CI/CD pipeline with Astra Control Center

Workload Migration using Astra Control Center - Red Hat OpenShift with NetApp

Workload Migration - Red Hat OpenShift with NetApp

Installing OpenShift Virtualization - Red Hat OpenShift with NetApp

Deploying a Virtual Machine with OpenShift Virtualization - Red Hat OpenShift with NetApp

NetApp HCI for Red Hat OpenShift on Red Hat Virtualization

Deployment

Deploy Red Hat OpenShift Virtualization with NetApp ONTAP

This section details how to deploy Red Hat OpenShift Virtualization with NetApp ONTAP.

Prerequisites

* A Red Hat OpenShift cluster (later than version 4.6) installed on bare-metal infrastructure with RHCOS
worker nodes

» The OpenShift cluster must be installed via installer provisioned infrastructure (IPI)
* Deploy Machine Health Checks to maintain HA for VMs
* A NetApp ONTAP cluster
 Astra Trident installed on the OpenShift cluster
» A Trident backend configured with an SVM on ONTAP cluster
» A StorageClass configured on the OpenShift cluster with Astra Trident as the provisioner
* Cluster-admin access to Red Hat OpenShift cluster
* Admin access to NetApp ONTAP cluster
+ An admin workstation with tridentctl and oc tools installed and added to $PATH
Because OpenShift Virtualization is managed by an operator installed on the OpenShift cluster, it imposes

additional overhead on memory, CPU, and storage, which must be accounted for while planning the hardware
requirements for the cluster. See the documentation here for more details.

Optionally, you can also specify a subset of the OpenShift cluster nodes to host the OpenShift Virtualization
operators, controllers, and VMs by configuring node placement rules. To configure node placement rules for
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OpenShift Virtualization, follow the documentation here.
For the storage backing OpenShift Virtualization, NetApp recommends having a dedicated StorageClass that
requests storage from a particular Trident backend, which in turn is backed by a dedicated SVM. This

maintains a level of multitenancy with regard to the data being served for VM-based workloads on the
OpenShift cluster.

Deploy Red Hat OpenShift Virtualization with NetApp ONTAP
To install OpenShift Virtualization, complete the following steps:

1. Log into the Red Hat OpenShift bare-metal cluster with cluster-admin access.
2. Select Administrator from the Perspective drop down.

3. Navigate to Operators > OperatorHub and search for OpenShift Virtualization.

&z Administrator

Home

Operators

OperatorHub

Installed Operators

4. Select the OpenShift Virtualization tile and click Install.
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OpensShift Virtualization

262 provided by Red Hat

Install

Latest version
262

Capability level

@ Basic Install

é Seamless Upgrades
é Full Lifecycle

(_I'j‘.n Deep Insights

|
(O Auto Pilot

Provider type
Red Hat

Provider
Red Hat

Requirements

Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux Core0S
workers.

Details

OpensShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and
manage virtualized workloads on the same platform as container-based workloads. From the OpenShift
Container Platform web console, you can import a VMware virtual machine from vSphere, create new or
clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift
Virtualization to manage both Linux and Windows VMs.

The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.
The KubeVirt project extends Kubernetes by adding additional virtualization resource types through
Custom Resource Definitions (CRDs). Administrators can use Custom Resource Definitions fo manage
VirtualMachine resources alongside all other resources that Kubernetes provides.

5. On the Install Operator screen, leave all default parameters and click Install.
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Update channel *

@ stable

Installation mode *

@ OpenShift Virtualization
provided by Red Hat
Provided APIs

({[® openshift 0 Required
Virtualization
Deployment

Represents the deployment of
OpenShift Virtualization

All namespaces on the cluster (default)

This mode is not supperted by this Operator

@ A specific namespace on the cluster

Operator will be available in a single Namespace only.

Installed Namespace *

@ Operator recommended Namespace: @ openshift-cnv

e Namespace creation

MNamespace openshift-cnv does not exist and will be created.

() Select a Namespace

Approval strategy *
@ Automatic

O Manual

Install Cancel



6. Wait for the operator installation to complete.
Openshift Virtualization -
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Mamespace openshift-cnv

7. After the operator has installed, click Create HyperConverged.
@ OpenShift Virtualization o
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GB HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. On the Create HyperConverged screen, click Create, accepting all default parameters. This step starts the
installation of OpenShift Virtualization.
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Name *

kubevirt-hyperconverged

Labels

app=frontend

Infra >
infra HyperConvergedConfig influences the pod configuration (currently only placement) for all the infra components needed on the
virtualization enabled cluster but not necessarely directly on each node running VMs/VMIs.

Workloads >

workloads HyperConvergedConfig influences the pod configuration (currently only placement) of components which need to be running on a
node where virtualization workloads should be able to run. Changes to Workloads HyperConvergedConfig can be applied only without existing
workload.

Bare Metal Platform

© -

BareMetalPlatform indicates whether the infrastructure is baremetal.

Feature Gates >

featureGates is a map of feature gate flags. Setting a flag to “true” will enable the feature. Setting “false™ or removing the feature gate,
disables the feature

Local Storage Class Name

LocalStorageClassMame the name of the local storage class.

9. After all the pods move to the Running state in the openshift-cnv namespace and the OpenShift
Virtualization operator is in the Succeeded state, the operator is ready to use. VMs can now be created on
the OpenShift cluster.

Project: openshift-cnv = =

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation @ Or create an Operator and
ClusterServiceVersion using the Operator SDK .

Name =  Searchbyname. /

Name f Managed Namespaces Status Last updated Provided APIs
O_pEHShifﬁ openshift-cnv @ Succeeded S May 18, 8:02 pm OpenShift Virtualization t
Virtualization Up to date Deployment
26.2 provided by Red Hat HostPathProvisioner deployment

Workflows: Red Hat OpenShift Virtualization with NetApp ONTAP

This section covers the how to create a virtual machine with Red Hat OpenShift
Virtualization.
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Create VM

VMs are stateful deployments that require volumes to host the operating system and data. With CNV, because
the VMs are run as pods, the VMs are backed by PVs hosted on NetApp ONTAP through Trident. These
volumes are attached as disks and store the entire filesystem including the boot source of the VM.

Red Hat OpenShift Virtualization

OpenShift
VM-1 ‘\ pod-VM-1 pod-1 pod-2
vm-disk 1 [ pve-VM-1 pve-1 ( pve-2 )

‘ VM storageclass ‘ app storageclass

oniap s \ “
ontap-san volumeMode: Block, Access mode: rwx / " ; Mor;tapérask N 4
ontap-san volumeMode: Block, Access mode: rwx .
TRIDENT NetApp

SVM [VM] SVM [app] "

NetApp

To quickly create a virtual machine on the OpenShift cluster, complete the following steps:

—_

. Navigate to Virtualization > Virtual Machines and click Create.
. Select From template.

2
3. Select the desired operating system for which the boot source is available.
4. Check the checkbox Start the VirtualMachine after creation.

5

. Click Quick create VirtualMachine.

The virtual machine is created and started and comes to the Running state. It automatically creates a PVC
and a corresponding PV for the boot disk using the default storage class. In order to be able to live migrate the
VM in the future, you must ensure that the storage class used for the disks can support RWX volumes. This is
a requirement for live migration. ontap-nas and ontap-san (volumeMode block for iISCSI and NVMe/TCP
protocols) can support RWX access modes for the volumes created using the respective storage classes.

To configure ontap-san storage class on the cluster see the Section for Migrating a VM from VMware to
OpenShift Virtualization.
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You can set up ontap NAS or iSCSI as the default storage class for the cluster. Clicking on
Quick create VirtualMachine will use the default storage class to create the PVC and PV for the
@ bootable root disk for the VM. If your default storage class is not ontap-nas or ontap-san, you
can select the storage class for the disk, by selecting Customize VirtualMachine > Customize
VirtualMachine parameters > Disks and then editing the disk to use the required storage class.

Typically block access mode is preferred compared to file systems while provisioning the VM disks.

To customize the virtual machine creation after you have selected the OS template, click on Customize
VirtualMachine instead of Quick create.

1. If the selected operating system has boot source configured, you can click on Customize VirtualMachine
parameters.

2. If the selected operating system has no boot source configured, you must configure it. You can see details
about the procedures shown in the documentation.

3. After Configuring the boot disk, you can click on Customize VirtualMachine parameters.

4. You can customize the VM from the tabs on this page. For eg. click on the Disks tab and then click on Add
disk to add another disk to the VM.

5. Click Create Virtual Machine to create the virtual machine; this spins up a corresponding pod in the
background.

When a boot source is configured for a template or an operating system from an URL or from a
registry, it creates a PVC in the openshift-virtualization-os-images project and

@ downloads the KVM guest image to the PVC. You must make sure that template PVCs have
enough provisioned space to accommodate the KVM guest image for the corresponding OS.
These PVCs are then cloned and attached as rootdisk to virtual machines when they are
created using the respective templates in any project.

You e kogged in as & temporry sdministrative User Update the chuster Oiuth configuration to allow others 10 log in

ject openshift-virtualization-os-images =

VirtualMachines

tus

sta
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Create new VirtualMachine

an option to create a VirtualMachine from

B instanceTypes

Default templates

Q Fiterby)

‘

Red Hat Enterprise Linux 8 VM
mal

Workdoad Server
cPul
Memacy 2

‘ Source svalable

Red Hat Enterprise Linux 9 VM

helg-zerver-small

Microsatt Windows 10VM
windows10-dezktop-mecum

6

Fedora VM

fedora-sarver-small

Project opes

Bitems
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"!, CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system

CentOS Stream 9 VM

Workload type

Server (default)

Description
Template for CentOS Stream 9 VM or newer. A
PVC with the CentOS Stream disk image must
be available

Documentation

Refer to documentation

MNetwork interfaces (1)
Mame

default

Disks (2)
MName
rootdisk

cloudinitdisk

Hardware devices (0)

GPU devices

Host devices
Quick create VirtualMachine @
VirtualMachine name * Project
centos-stream9-pleased-ham openshift-virtualization-os-images

Start this VirtualMachine after creation

Quick create VirtualMachine

Network

Pod networking

Drive

Disk

=

ncel

Type

Masquerade

Size

W
)

Q
Lwil




Project openshift-virtualization-os-images =
- raltiachng
Customize and create VirtualMachine
Ternpiste: CortOS Sream 5VM
Overview YAML Scheduding Emdronment Network interfaces Digks Scripts Metadata
Name »
s ter Mame Network Type
Namezpace
penshift-virtualization- o5-images Diska (2
Name Drive Six
Description
Dek B
=4 doudinitd Dk
Operating system Haroware devices
CentDS Stream 9 WM GPU devices &
CPU | Memory
5 4 7
Host devices #
Machine type
Heaclens mode
Boot mode a
BIos #
Hostname
Startin pause mode entos-stream-plegsec-hamster #
Workioad profile
et I
X -
L 1
- Name 1 Source Size Drive Interface Storage class +
[ L]
@
(P
File systems ®
Name 1 File zystem type Mount paint Tatal bytes Used bytes
0} O L

Workflows: Red Hat OpenShift Virtualization with NetApp ONTAP

This section covers the how to migrate a virtual machine between from VMware to an
OpenShift Cluster using Red Hat OpenShift Virtualization migration toolkit.

Migration of VM from VMware to OpenShift Virtualization using Migration Toolkit for Virtualization

In this section, we will see how to use the Migration Toolkit for Virtualization (MTV) to migrate virtual machines
from VMware to OpenShift Virtualization running on OpenShift Container platform and integrated with NetApp
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ONTAP storage using Astra Trident.

The following video shows a demonstration of the migration of a RHEL VM from VMware to OpenShift
Virtualization using ontap-san storage class for persistent storage.

Using Red Hat MTV to migrate VMs to OpenShift Virtualization with NetApp ONTAP Storage

The following diagram shows a high level view of the migration of a VM from VMware to Red Hat OpenShift
Virtualization.

Migration of VM from VMware to OpenShift Virtualization

//_ \ WL HAT Red Hat OpenShilt [ - \
] o sl D

ol medan
— Fiis el o e e e s e e e e S CretereneLinu
network rapping from VM o
Wi cmme o ViANwWpodnetwork |
pod
], @
1]—9.'1\‘3 P ey
agutn?"?‘ e PVC apnd PV crealed from
%‘-ﬁ*aimqe‘_ﬂ, - storagp class ysang Trident

YODK coples dﬂle

/ from VM disks to PV - «\

5l onTaPor T
| any datastore

Prerequisites for the sample migration

On VMware

* ARHEL 9 VM using rhel 9.3 with the following configurations were installed:
o CPU: 2, Memory: 20 GB, Hard disk: 20 GB
o user credentials: root user and an admin user credentials

+ After the VM was ready, postgresql server was installed.

o postgresql server was started and enabled to start on boot

systemctl start postgresqgl.service’
systemctl enable postgresqgl.service
The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

o Added 2 databases, 1 table and 1 row in the table were added. Refer here for the instructions for
installing postgresql server on RHEL and creating database and table entries.
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@ Ensure that you start the postgresql server and enable the service to start at boot.

On OpenShift Cluster
The following installations were completed before installing MTV:

* OpenShift Cluster 4.13.34
¢ Astra Trident 23.10

» Multipath on the cluster nodes enabled for iSCSI (for ontap-san storage class). See the provided yaml to
create a daemon set that enables iSCSI on each node in the cluster.

 Trident backend and Storage class for ontap SAN using iSCSI. See the provided yaml files for trident
backend and storage class.

* OpenShift Virtualization

To install iscsi and multipath on the OpenShift Cluster nodes use the yaml file given below
Preparing the cluster nodes for iSCSI

apiVersion: apps/vl
kind: DaemonSet
metadata:
namespace: trident
name: trident-iscsi-init
labels:
name: trident-iscsi-init
spec:
selector:
matchLabels:
name: trident-iscsi-init
template:
metadata:
labels:
name: trident-iscsi-init
spec:
hostNetwork: true
serviceAccount: trident-node-linux
initContainers:
- name: init-node
command :
- nsenter
- ——mount=/proc/1l/ns/mnt
- sh
= =g
args: ["$(STARTUP_SCRIPT)"]
image: alpine:3.7

env:
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- name: STARTUP_ SCRIPT
value: |

#! /bin/bash

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils
device-mapper-multipath

rpom -gq iscsi-initiator-utils

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

cat /etc/iscsi/initiatorname.iscsi

sudo mpathconf --enable --with multipathd y --find multipaths

sudo systemctl enable --now iscsid multipathd
sudo systemctl enable --now iscsi
securityContext:
privileged: true
hostPID: true
containers:
- name: wait
image: k8s.gcr.io/pause:3.1
hostPID: true
hostNetwork: true
tolerations:
- effect: NoSchedule
key: node-role.kubernetes.io/master
updateStrategy:
type: RollingUpdate

Use the following yaml file to create trident backend configuration for using ontap san storage
Trident backend for iSCSI
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: <username>
password: <password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: ontap-san
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management LIF>
backendName: ontap-san
svm: <SVM name>
credentials:
name: backend-tbc-ontap-san-secret

Use the following yaml file to create trident storage class configuration for using ontap san storage
Trident storage class for iSCSI

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-san
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
allowVolumeExpansion: true

Install MTV

Now you can install the Migration Toolkit for virtualization (MTV). Refer to the instructions provided here for
help with the installation.

The Migration Toolkit for Virtualization (MTV) user interface is integrated into the OpenShift web console.
You can refer here to start using the user interface for various tasks.
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Create Source Provider

In order to migrate the RHEL VM from VMware to OpenShift Virtualization, you need to first create the source
provider for VMware. Refer to the instructions here to create the source provider.

You need the following to create your VMware source provider:

» VCenter url
* VVCenter Credentials
» VCenter server thumbprint

* VDDK image in a repository

Sample source provider creation:

Select provider type *

VM vSphere

Provider resource name *

VimiWara-sounce 0

Unique Kubernates resource nams identifier

URL *

URL of the vCenter SDE endpaoint. Ensure the UBL includes the “fedk” path. For exampie: hitpswCenter-host-adampla.com fadk

VDDK intt image

dockerrepo eng netappcomy' banumvddic 301 [ ]

VEDK contamer image of the ps

Username *

administraton@vephens local

Password

® e

vophere REST API password credentiale

SSHA-] fingerprint *

Skip certificate validation
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The Migration Toolkit for Virtualization (MTV) uses the VMware Virtual Disk Development Kit

(VDDK) SDK to accelerate transferring virtual disks from VMware vSphere. Therefore, creating
@ a VDDK image, although optional, is highly recommended.

To make use of this feature, you download the VMware Virtual Disk Development Kit (VDDK),

build a VDDK image, and push the VDDK image to your image registry.

Follow the instructions provided here to create and push the VDDK image to a registry accessible from the
OpenShift Cluster.

Create Destination provider

The host cluster is automatically added as the OpenShift virtualization provider is the source provider.
Create Migration Plan

Follow the instructions provided here to create a migration plan.

While creating a plan, you need to create the following if not already created:

* A network mapping to map the source network to the target network.

« A storage mapping to map the source datastore to the target storage class. For this you can choose ontap-
san storage class.
Once the migration plan is created, the status of the plan should show Ready and you should now be able
to Start the plan.

Red Hat

OpenShift

Project: openshift-mtvy =+

n ors
Plans
Worldoads

Virtualization Status = Name ~ @ Filter byname + (B showarchived m

£
E
in

Source .. Target .. VMs Status Description

20 060

migrating FHEL 3 vm using ONTAF NFS.

Clicking on Start will run through a sequence of steps to complete the migration of the VM.
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When all steps are completed, you can see the migrated VMs by clicking on the virtual machines under
Virtualization in the left-side navigation menu.
Instructions to access the virtual machines are provided here.

You can log into the virtual machine and verify the contents of the posgresqgl databases. The databases, tables
and the entries in the table should be the same as what was created on the source VM.

Workflows: Red Hat OpenShift Virtualization with NetApp ONTAP

This section shows how to migrate a virtual machine in OpenShift Virtualization between
nodes in the cluster .

VM Live Migration

Live Migration is a process of migrating a VM instance from one node to another in an OpenShift cluster with
no downtime. For live migration to work in an OpenShift cluster, VMs must be bound to PVCs with shared
ReadWriteMany access mode. Astra Trident backends configured using ontap-nas drivers support RWX
access mode for FileSystem protocols nfs and smb. Refer to the documentation here. Astra Trident backends
configured using ontap-san drivers support RWX access mode for block volumeMode for iSCSI and
NVMe/TCP protocols. Refer to the documentation here.

Therefore, for live migration to succeed, the VMs must be provisioned with disks (boot disks and additional hot

plug disks) with PVCs using ontap-nas or ontap-san (volumeMode: Block) storage classes. When the PVCs
are created, Trident creates ONTAP volumes in an SVM which is NFS-enabled or iSCSI enabled.
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OpenShift Virtualization
Red Hat s
OpenShift
VM-1 | VM-1
| vm-disk } § vm-disk
node-1 | node-2
project-1
RWX f
vm-disk-pv | VM storageclass
ontap-nas "
ontap-san volumeMode: Block, Access mode: rwx
TRIDENT NetApp

NetApp

To perform a live migration of a VM that has been created previously and is in a Running state perform the
following steps:
1. Select the VM that you want to live-migrate.
2. Click on Configuration tab.
3. Ensure that all the disks of the VM are created using Storage classes that can support RWX access mode.
4. Click on Actions on the right corner and then select Migrate.
5. To look at the progression of the Migration, go to Virtualization > Overview on the left hand side menu and

then click on the Migrations tab.

The Migration of the VM will transition from Pending to Scheduling to Succeeded

@ A VM instance in an OpenShift cluster automatically migrates to another node when the original
node is placed into maintenance mode if the evictionStrategy is set to LiveMigrate.
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Workflows: Red Hat OpenShift Virtualization with NetApp ONTAP

This section covers the how to clone a virtual machine with Red Hat OpenShift
Virtualization.

VM cloning

Cloning an existing VM in OpenShift is achieved with the support of Astra Trident’'s Volume CSI cloning feature.
CSI volume cloning allows for creation of a new PVC using an existing PVC as the data source by duplicating

its PV. After the new PVC is created, it functions as a separate entity and without any link to or dependency on
the source PVC.

340



OpenShift Virtualization
Red Hat P
OpenShift
VM-1 | » VM-1-clone
| vm-disk } » vm-disk-clone
project-1
k4 v
vm-disk-pv t » vm-disk-clone-pv
VM storageclass
ontap-nas "
ontap-san volumeMode: Block, Access mode: rwx
TRIDENT NetApp

= 5

SVM [VM] "

NetApp

There are certain restrictions with CSI volume cloning to consider:

1. Source PVC and destination PVC must be in the same project.
2. Cloning is supported within the same storage class.

3. Cloning can be performed only when source and destination volumes use the same VolumeMode setting;
for example, a block volume can only be cloned to another block volume.

VMs in an OpenShift cluster can be cloned in two ways:
1. By shutting down the source VM
2. By keeping the source VM live

By Shutting down the source VM

Cloning an existing VM by shutting down the VM is a native OpenShift feature that is implemented with support
from Astra Trident. Complete the following steps to clone a VM.

1. Navigate to Workloads > Virtualization > Virtual Machines and click the ellipsis next to the virtual machine
you wish to clone.

2. Click Clone Virtual Machine and provide the details for the new VM.
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Clone Virtual Machine

Name * rhel8-short-frog-clone
Description

A
Namespace * default v

Start virtual machine on clone

Configuration Operating System
Red Hat Enterprise Linux 8.0 cr higher
Flavor

Small: 1CPU | 2 GiB Memeory
Workload Profile

server

NICs

default - virtio

Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

£\ The VM rhel8-short-frog is still running. It will be powered off while
cloning.

Clone Virtual Machine

3. Click Clone Virtual Machine; this shuts down the source VM and initiates the creation of the clone VM.

4. After this step is completed, you can access and verify the content of the cloned VM.
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By keeping the source VM live

An existing VM can also be cloned by cloning the existing PVC of the source VM and then creating a new VM
using the cloned PVC. This method does not require you to shut down the source VM. Complete the following
steps to clone a VM without shutting it down.

1. Navigate to Storage > PersistentVolumeClaims and click the ellipsis next to the PVC that is attached to the
source VM.

2. Click Clone PVC and furnish the details for the new PVC.

Clone

MName *

rhel&-short-frog-rootdisk-28dvb-clone

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)

Size *
20 GiB =«
PVC details
Namespace Requested capacity Access mode
@ default 20 GIB Shared Access (RWX)
Storage Class Used capacity Volume mode
@ basic 22GIiB Filesystem

Cancel Clone

3. Then click Clone. This creates a PVC for the new VM.
4. Navigate to Workloads > Virtualization > Virtual Machines and click Create > With YAML.

5. In the spec > template > spec > volumes section, attach the cloned PVC instead of the container disk.
Provide all other details for the new VM according to your requirements.
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Click Create to create the new VM.

7. After the VM is created successfully, access and verify that the new VM is a clone of the source VM.

Workflows: Red Hat OpenShift Virtualization with NetApp ONTAP

This section shows how to create a virtual machine from a Snapshot with Red Hat
OpenShift Virtualization.

Create VM from a Snapshot

With Astra Trident and Red Hat OpenShift, users can take a snapshot of a persistent volume on Storage
Classes provisioned by it. With this feature, users can take a point-in-time copy of a volume and use it to create
a new volume or restore the same volume back to a previous state. This enables or supports a variety of use-
cases, from rollback to clones to data restore.

For Snapshot operations in OpenShift, the resources VolumeSnapshotClass, VolumeSnapshot, and
VolumeSnapshotContent must be defined.

* A VolumeSnapshotContent is the actual snapshot taken from a volume in the cluster. It is cluster-wide
resource analogous to PersistentVolume for storage.

* A VolumeSnapshot is a request for creating the snapshot of a volume. It is analogous to a
PersistentVolumeClaim.

* VolumeSnapshotClass lets the administrator specify different attributes for a VolumeSnapshot. It allows
you to have different attributes for different snapshots taken from the same volume.
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‘ Red Hat OpenShift Virtualization

OpenShift
\ VM-1 J trident-snapshotclass ’ VM-2
Clone t
— Snapshot ’ new PVC e £
\ vm-disk _’4 » vm-disk-snapshot » snapshot-clone
B ) ol - Restor
vm-disk-snapshotcontent
project-1
LN, (T

4
{ \
vm-disk-pv | vm-disk-clone-pv

VM storageclass

g "
ontap-san volumeMode: Block, Access mode: rwx

TRIDENT NetApp

[ A
| & SVM [VM] - "

ONTAF NetApp

To create Snapshot of a VM, complete the following steps:

1. Create a VolumeSnapshotClass that can then be used to create a VolumeSnapshot. Navigate to Storage >
VolumeSnapshotClasses and click Create VolumeSnapshotClass.

2. Enter the name of the Snapshot Class, enter csi.trident.netapp.io for the driver, and click Create.
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©® View shortcuts

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-cla54
driver: csi.trident.netapp.io
deletionPolicy: Delete

‘ Cancel ‘ X Download

3. ldentify the PVC that is attached to the source VM and then create a Snapshot of that PVC. Navigate to
Storage > VolumeSnapshots and click Create VolumeSnapshots.

4. Select the PVC that you want to create the Snapshot for, enter the name of the Snapshot or accept the
default, and select the appropriate VolumeSnapshotClass. Then click Create.

Create VolumeSnapshot Edit YAML

PersistentVolumeClaim *

rhel8-short-frog-rootdisk-28dvb v

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

UE® trident-snapshot-class -

=

5. This creates the snapshot of the PVC at that point in time.
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Create a new VM from the snapshot

1. First, restore the Snapshot into a new PVC. Navigate to Storage > VolumeSnapshots, click the ellipsis next
to the Snapshot that you wish to restore, and click Restore as new PVC.

2. Enter the details of the new PVC and click Restore. This creates a new PVC.

Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€0 basic v

Access Mode *

O Single User (RWQO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB w

VolumeSnapshot details

Created at Namespace

@ May 21,12:46 am ® default

Status APl version

@ Ready snapshot.storage.k8s.io/vl
Size

20GiB

3. Next, create a new VM from this PVC. Navigate to Virtualization > Virtual Machines and click Create > With
YAML.

4. In the spec > template > spec > volumes section, specify the new PVC created from Snapshot instead of
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from the container disk. Provide all other details for the new VM according to your requirements.

- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Click Create to create the new VM.

6. After the VM is created successfully, access and verify that the new VM has the same state as that of the
VM whose PVC was used to create the snapshot at the time when the snapshot was created.

Data Protection

Data protection for VMs in OpenShift Virtualization using OpenShift APl for Data Protection (OADP)
Author: Banu Sundhar, NetApp

This section of the reference document provides details for creating backups of VMs
using the OpenShift API for Data Protection (OADP) with Velero on NetApp ONTAP S3 or

NetApp StorageGRID S3. The backups of Persistent Volumes(PVs) of the VM disks are
created using CSI Astra Trident Snapshots.

Virtual machines in the OpenShift Virtualization environment are containerized applications that run in the
worker nodes of your OpenShift Container platform. It is important to protect the VM metadata as well as the
persistent disks of the VMs, so that when they are lost or corrupted, you can recover them.

The persistent disks of the OpenShift Virtualization VMs can be backed by ONTAP storage integrated to the
OpenShift Cluster using Astra Trident CSI. In this section we use OpenShift API for Data Protection (OADP) to
perform backup of VMs including its data volumes to

* ONTAP Object Storage
» StorageGrid

We then restore from the backup when needed.

OADP enables backup, restore, and disaster recovery of applications on an OpenShift cluster. Data that can
be protected with OADP include Kubernetes resource objects, persistent volumes, and internal images.
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Red Hat OADP

OpenShift

Red Hat
OpenShift
Data Foundation

= = e O O

Bare . : .
e Virtual Private Cloud Public Cloud Edge

Other |~

Red Hat OpenShift has leveraged the solutions developed by the OpenSource communities for data
protection. Velero is an open-source tool to safely backup and restore, perform disaster recovery, and migrate
Kubernetes cluster resources and persistent volumes. To use Velero easily, OpenShift has developed the
OADP operator and the Velero plugin to integrate with the CSI storage drivers. The core of the OADP APIs that
are exposed are based on the Velero APIs. After installing the OADP operator and configuring it, the
backup/restore operations that can be performed are based on the operations exposed by the Velero API.

OpenShift APl Data Protection (OADP) Architecture

Velero Custom Resources
Backup ISV Product Backup Storage
Policy, Scheduling, Governance, Compliance, Reporting, etc / Location
/ = e
‘ As deﬁneybey! Egs?egnﬁ'lommum‘ry J ™ Volume Snapshot
\ Location
L Velero Plugin Interface ] ik -
- Application
I controller Volume Backup Storage Backup -
i Snapshot Location NamSEpRca
Data Mover Plugins = — Label Selector
Plugin by
Backup ISV Restore

- _

Community/ Backup ISV /
Upstream IOADP 3d Pany ]

Open Virtualization Pro www.openvirtualitation.pro

&8 RedHat

OADP 1.3 is available from the operator hub of OpenShift cluster 4.12 and later. It has a built-in Data Mover
that can move CSI volume snapshots to a remote object store. This provides portability and durability by
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moving snapshots to an object storage location during backup. The snapshots are then available for
restoration after disasters.

The following are the versions of the various components used for the examples in this section

* OpenShift Cluster 4.14

» OpenShift Virtualization installed via OperatorOpenShift Virtualization Operator provided by Red Hat
* OADP Operator 1.13 provided by Red Hat

* Velero CLI 1.13 for Linux

 Astra Trident 24.02

* ONTAP 9.12

Astra Trident CSI
OpenShift API for Data Protection (OADP)
Velero

Installation of OpenShift APl for Data Protection (OADP) Operator

This section outlines the installation of OpenShift API for Data Protection (OADP)
Operator.

Prerequisites

* A Red Hat OpenShift cluster (later than version 4.12) installed on bare-metal infrastructure with RHCOS
worker nodes

* A NetApp ONTAP cluster integrated with the cluster using Astra Trident

» A Trident backend configured with an SVM on ONTAP cluster

» A StorageClass configured on the OpenShift cluster with Astra Trident as the provisioner
 Trident Snapshot class created on the cluster

* Cluster-admin access to Red Hat OpenShift cluster

* Admin access to NetApp ONTAP cluster

* OpenShift Virtualization operator installed and configured

* VMs deployed in a Namespace on OpenShift Virtualization

« An admin workstation with tridentctl and oc tools installed and added to $PATH

If you want to take a backup of a VM when it is in the Running state, then you must install the
QEMU guest agent on that virtual machine. If you install the VM using an existing template, then

@ QEMU agent is installed automatically. QEMU allows the guest agent to quiesce in-flight data in
the guest OS during the snapshot process, and avoid possible data corruption. If you do not
have QEMU installed, you can stop the virtual machine before taking a backup.

Steps to install OADP Operator

1. Go to the Operator Hub of the cluster and select Red Hat OADP operator. In the Install page, use all the
default selections and click install. On the next page, again use all the defaults and click Install. The OADP
operator will be installed in the namespace openshift-adp.
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Home

OperatorHub
Operators Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat M4
optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-s
OperatorHub
Installed Operators All ltems
[ Q OADP I x
Workloads ation Runtime
Big Data
Virtualization Cloud Provi
Database ‘ Red Hat ! Community
Networking aveloper Tools
Bevel = OADP Operator OADP Operator
Yevelopment Tools
prowvic R provided by Red Hat

Storage

Drivers and plugins
OADP

Integration & Delivery

Builds

Logging & Tracing

Modernization & Migration
Observe

OADP Operator [:

1.3.0 provided by Red Hat

Channel OpenShift API for Data Protection (OADP) operator sets up and installs Velero on the OpenShift
platform, allowing users to backup and restore applications

stable-1.3 v

Backup and restore Kubernetes resources and internal images, at the granularity of a namespace,
Version using a version of Velero appropriate for the installed version of OADP.

13.0 - OADP backs up Kubernetes objects and internal images by saving them as an archive file on object
storage. OADP backs up persistent volumes (PVs) by creating snapshots with the native cloud
snapshot APl or with the Container Storage Interface (CSI). For cloud providers that do not support

Capability level

snapshots, OADP backs up resources and PV data with Restic or Kopia
& Basic Install

|
@ Seamless Upgrades
|

Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected
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Project: All Projects =
Installed Operators
Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation (2
Operator and ClusterServiceVersion using the Operator SDK&'
Name w Search by name
Name Namespace Managed Namespaces Status
tB OpenShift Virtualization @ openshift-cnv @ openshift-cnv ® Succeeded
414.4 provided by Red Hat Jp to date
‘ OADP Operator @ openshift-adp @ openshift-adp @ Succeeded
1.3.0 provided by Red Hat Up to date
Package Server ft-operator-lifecycle- operator-lifecycle- @ Succeeded
’ 0.0.1-snapshot provided by

Prerequisites for Velero configuration with Ontap S3 details

After the installation of the operator succeeds, configure the instance of Velero.
Velero can be configured to use S3 compatible Object Storage. Configure ONTAP S3 using the procedures
shown in the Object Storage Management section of ONTAP documentation. You will need the following
information from your ONTAP S3 configuration to integrate with Velero.

* A Logical Interface (LIF) that can be used to access S3

» User credentials to access S3 that includes the access key and the secret access key

» A bucket name in S3 for backups with access permissions for the user

» For secure access to the Object storage, TLS certificate should be installed on the Object Storage server.

Prerequisites for Velero configuration with StorageGrid S3 details

Velero can be configured to use S3 compatible Object Storage. You can configure StorageGrid S3 using the
procedures shown in the StorageGrid documentation. You will need the following information from your
StorageGrid S3 configuration to integrate with Velero.

* The endpoint that can be used to access S3

» User credentials to access S3 that includes the access key and the secret access key

* A bucket name in S3 for backups with access permissions for the user

» For secure access to the Object storage, TLS certificate should be installed on the Object Storage server.

Steps to configure Velero

* First, create a secret for an ONTAP S3 user credential or StorageGrid Tenant user credentials. This will be
used to configure Velero later. You can create a secret from the CLI or from the web console.
To create a secret from the web console, select Secrets, then click on Key/Value Secret. Provide the values
for the credential name, key and the value as shown. Be sure to use the Access Key Id and Secret Access
Key of your S3 user. Name the secret appropriately. In the sample below, a secret with ONTAP S3 user
credentials named ontap-s3-credentials is created.
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Installed Operators Project: openshift-adp

Workloads

Secrets

Pods

Deployments

Key/value secret
Image pull secret

Source secret

DeploymentConfigs Nanve Type s, Ereated
StatefulSets FS) o e @ Aor 1 2024 10:52 Al ebhook secre
Secrets From YAML
(S er-toke 4 ernete ervice-a n 4 @ Apr 11,2024, 10:52 AN

ConfigMaps

Project: openshift-adp =

Edit key/value secret

Key/value secrets let you inject sensitive data into your application as files or environment

Unigue name of the new secret

Key *

ClouC

Value

Dra Na drop file with your value here or browse to upload it

ar

(Ta]

[default]
aws_access_key_idd |

aws_secret_acces s_<e-,‘=|

To create a secret named sg-s3-credentials from the CLI you can use the following command.
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# oc create secret generic sg-s3-credentials --namespace openshift-adp --from-file
cloud=cloud-credentials.txt

Where credentials.txt file contains the Access Key Id and the Secret Access Key of the S3
user in the following format:

[default]
aws_access_key_id=< Access Key ID of S3 user>
aws_secret_access_key=<Secret Access key of S3 user>

* Next, to configure Velero, select Installed Operators from the menu item under Operators, click on OADP
operator, and then select the DataProtectionApplication tab.

Home
Installed Operators
Operators

OperatorHub

Installed Operators

Workloads

Virtualization

Networking

rator SDK &,
Name w

Name

‘ OADP Operator

Managed Namespaces Status

@ openshift-adp ® Succeeded

Last updated Provided APIs

@ Apr11,2024,10:53 AM

Click on Create DataProtectionApplication. In the form view, provide a name for the DataProtection Application
or use the default name.

Project: openshift-adp =

nstalled Operators » Operator details

OADP Operator

‘ 13.0 provided by Red Hat fCuons: ¥

ServerStatusRequest VolumeSnapshotLocation DataDownload DataUpload CloudStorage ataProtectionApplication

L

DataProtectionApplications

Create DataProtectionApplication

Now go to the YAML view and replace the spec information as shown in the yaml file examples below.

Sample yaml file for configuring Velero with ONTAP S3 as the backupLocation
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spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false' ->use this for https
communication with ONTAP S3
profile: default
region: us-east-1
s3ForcePathStyle: 'True' ->This allows use of IP in s3URL
s3Url: 'https://10.xx.xx.xx' ->LIF to access S3. Ensure TLS
certificate for S3 is configured
credential:
key: cloud
name: ontap-s3-credentials ->previously created secret
default: true

objectStorage:
bucket: velero ->Your bucket name previously created in S3 for
backups
prefix: demobackup ->The folder that will be created in the
bucket
provider: aws
configuration:
nodeAgent:

enable: true
uploaderType: kopia
#default Data Mover uses Kopia to move snapshots to Object Storage
velero:
defaultPlugins:
- ¢csi ->Add this plugin
- openshift
- aws
- kubevirt ->Add this plugin

Sample yaml file for configuring Velero with StorageGrid S3 as the backupLocation and
shapshotLocation
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spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'true'
profile: default
region: us-east-1 ->region of your StorageGrid system
s3ForcePathStyle: 'True'
s3Url: 'https://172.21.254.25:10443' ->the IP used to access S3
credential:
key: cloud
name: sg-s3-credentials ->secret created earlier
default: true
objectStorage:
bucket: velero
prefix: demobackup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

The spec section in the yaml file should be configured appropriately for the following parameters similar to the
example above

backupLocations
ONTAP S3 or StorageGrid S3 (with its credentials and other information as shown in the yaml) is configured as
the default BackupLocation for velero.

shapshotLocations

If you use Container Storage Interface (CSl) snapshots, you do not need to specify a snapshot location
because you will create a VolumeSnapshotClass CR to register the CSI driver. In our example, you use Astra
Trident CSI and you have previously created VolumeSnapShotClass CR using the Trident CSI driver.

Enable CSI plugin

Add csi to the defaultPlugins for Velero to back up persistent volumes with CSI snapshots.

The Velero CSI plugins, to backup CSI backed PVCs, will choose the VolumeSnapshotClass in the cluster that
has velero.io/csi-volumesnapshot-class label set on it. For this

* You must have the trident VolumeSnapshotClass created.

* Edit the label of the trident-snapshotclass and set it to
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velero.io/csi-volumesnapshot-class=true as shown below.

Networking VolumeSnapshotClasses > VolumeSnapshotClass details

(E® trident-snapshotclass

Storage

Details YAML Events

Persistent\VVolumes

PersistentVolumeClaims

VolumeSnapshotClass details

StorageClasses

Name
VolumeSnapshots

trident-snapshotclass

VolumeSnapshotClasses

Labels

~
(se‘ero‘nﬁ-’csl—\.‘ olumesnapshot-c \as-5=t'\|e)

VolumeSnapshotContents

Ensure that the snapshots can persist even if the VolumeSnapshot objects are deleted. This can be done by
setting the deletionPolicy to Retain. If not, deleting a namespace will completely lose all PVCs ever backed up
in it.

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: trident-snapshotclass
driver: csi.trident.netapp.io

deletionPolicy: Retain
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VolumeSnapshotClasses » VolumeSnapshotClass details

trident-snapshotclass

Details YAML Events

VolumeSnapshotClass details

Mame

trident-snapshotclass

Labels Edit #

veleroo/csi-volumesnapshot-class=trus

Annotations

1 annotation f

Drniver

csitndent netappao

Deletion policy

Retain

Ensure that the DataProtectionApplication is created and is in condition:Reconciled.

nstalled Operators » Operator details

QOADP Operator
‘ 1.3.0 provided by Red Hat Actions =

ServerStatusRequest  VolumeSnapshotlLocation DataDownload DataUpload CloudStorage DataProtectionApplication

DataProtectionApplications Create DataProtectionApplication
Mame = Search by name /
MName Kind Status Labels
@ velero-demo DataProtectionApplication Condition: Reconciled No labels

The OADP operator will create a corresponding BackupStoragelLocation.This will be used when creating a
backup.
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Project: openshift-adp

Installed Operators > Operator details

OADP Operator
‘ 1.3.0 provided by Red Hat Actions =

psitory Backup BackupStoragelLocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRd

BackupStoragelLocations

Name = Search by name
Name Kind Status Labels
@ velero-demo-1 BackupStoragelocation Phase: Available app-kubernetes.io/component=bsl

app.kubernetes.io/instance=velero-demo-|
app.kubernetes.io/manage..=cadp-oper...
app.kubernetes.io/n... =oadp-operator-ve...
openshiftio/oadp=True

openshiftio/oadp-registry=True

Creating on-demand backup for VMs in OpenShift Virtualization

This section outlines how to create on-demand backup for VMs in OpenShift
Virtualization.

Steps to create a backup of a VM

To create an on-demand backup of the entire VM (VM metadata and VM disks), click on the Backup tab. This
creates a Backup Custom Resource (CR). A sample yaml is provided to create the Backup CR. Using this
yaml, the VM and its disks in the specified namespace will be backed up. Additional parameters can be set as
shown in the documentation.

A snapshot of the persistent volumes backing the disks will be created by the CSI. A backup of the VM along
with the snapshot of its disks are created and stored in the backup location specified in the yaml. The backup
will remain in the system for 30 days as specified in the ttl.
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apiVersion: velero.io/vl
kind: Backup
metadata:
name: backupl
namespace: openshift-adp
spec:
includedNamespaces:
- virtual-machines-demo
snapshotVolumes: true
storagelLocation: velero-demo-1 -->this is the backupStoragelLocation
previously created
when Velero is configured.
ttl: 720hOmOs

Once the backup completes, its Phase will show as completed.

Project: openshift-adp

Installed Operators » Operator details
OADP Operator

‘ 1.3.0 provided by Red Hat Actions ¥
Details  YAML Subscription Events  Allinstances BackupRepository Backup BackupStoragelocation DeleteBs
BaCkupS Create Backup
Name = Search by name

Name Kind Status Labels

@ backupl Backup Phase: @ Completed velero.io/storage-location=velero-demo-1

You can inspect the backup in the Object storage with the help of an S3 browser application. The path of the
backup shows in the configured bucket with the prefix name (velero/demobackup). You can see the contents of
the backup includes the volume snapshots, logs, and other metadata of the virtual machine.

@ In StorageGrid, you can also use the S3 console that is available from the Tenant Manager to
view the backup objects.
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Path: / demobackup/ backups/ |backupl/

Name

“|backup1.tar.gz

“velero-backup.json
“llbackup1-resource-listjson.gz
“Jbackup1-itemoperations json.gz
~|backup1-volumesnapshots json.gz
“|backup1-podvolumebackups json.gz
“|backup1-results.gz
“|backupi-csi-volumesnapshotclasses.json.gz
“|backup1-csi-volumesnapshotcontents json.gz
3 backup1-csi-volumesnapshots.json.gz
~|backupi-logs.gz

Size

230.36 KB
3.35KB
1.12KB
600 bytes
29 bytes
29 bytes
49 bytes
426 bytes
143KB
1.34KB
1349KB

Type LastModified

GZ File 4/15/2024 10:26:29 PM
JSON File 4/15/2024 10:26:29 PM
GZFile 4/15/2024 10:26:29 PM
GZFile 4/15/2024 10:26:28 PM
GZFile 4/15/2024 10:26:28 PM
GZ File 4/15/2024 10:26:28 PM
GZ File 4/15/2024 10:26:28 PM
GZ File 4/15/2024 10:26:28 PM
GZFile 4/15/2024 10:26:28 PM
GZFile 4/15/2024 10:26:28 PM
GZ File 4/15/2024 10:26:28 PM

Storage Class

STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD

Creating scheduled backups for VMs in OpenShift Virtualization

To create backups on a schedule, you need to create a Schedule CR.
The schedule is simply a Cron expression allowing you to specify the time at which you want to create the

backup. A sample yaml to create a Schedule CR.

apiVersion: velero.io/vl
kind: Schedule
metadata:
name: <schedule>
namespace: openshift-adp

spec:
schedule: 0 7 * * *
template:
hooks: {}

includedNamespaces:
- <namespace>

storagelLocation: velero-demo-1
defaultVolumesToFsBackup:

ttl: 720h0OmOs

true

The Cron expression 0 7 * * * means a backup will be created at 7:00 every day.
The namespaces to be included in the backup and the storage location for the backup are also specified. So
instead of a Backup CR, Schedule CR is used to create a backup at the specified time and frequency.

Once the schedule is created, it will be Enabled.
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Project: openshift-adp =
nstalled Operators » Operatordetaﬂs

‘ OADP Operator

1.3.0 provided by Red Hat

toragelocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedul
Schedules
Mame Search by name_.
Name Kind Status Labels
© schedulel Schedule Phase: & Enabled Mo labels |
Backups will be created according to this schedule, and can be viewed from the Backup tab.
Project: openshift-adp
Installed Operators » Operator details
OADP Qperator
Actions =

~

1.3.0 provided by Red Hat

Events Allinstances BackupRepository Backup
4
Backups
Mame w Search by name
Mame Kind

0 schedulel-20240416140507 Backup

BackupStoragelocation

Status

Phase: InProgress

DownloadRequest

DeleteBackupRequest

Labels

velerg.g/schedule-name=schedulel

velerouio/storage-location=velero-demao-1

Restore a VM from a backup

This section describes how to restore virtual machine(s) from a backup.

Prerequisites

To restore from a backup, let us assume that the namespace where the virtual machine existed got

accidentally deleted.
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Restore to the same namespace

To restore from the backup that we just created, we need to create a Restore Custom Resource (CR). We
need to provide it a name, provide the name of the backup that we want to restore from and set the
restorePVs to true. Additional parameters can be set as shown in the documentation. Click on Create
button.

Project: openshift-adp

Installed Operators » Operator details
OADP Operator
‘ 1.3.0 provided by Red Hat Actions  ~
lest DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedule ServerStatusRequest VolumeSnay

»

apiVersion: velero.io/vl
kind: Restore
metadata:
name: restorel
namespace: openshift-adp
spec:
backupName: backupl
restorePVs: true

When the phase shows completed, you can see that the virtual machines have been restored to the state
when the snapshot was taken. (If the backup was created when the VM was running, restoring the VM
from the backup will start the restored VM and bring it to a running state). The VM is restored to the same
namespace.

Project: openshift-adp

Installed Operators » Operator details

QADP Operator
‘ 1.3.0 provided by Red Hat Actions =

est DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedule ServerStatusRequest VolumeSi

Restores

Name = Search by name
Name Kind Status Labels
@ restorel Restore Phase: Completed No labels H
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Restore to a different namespace

To restore the VM to a different namespace, you can provide a namespaceMapping in the yaml definition
of the Restore CR.

The following sample yaml file creates a Restore CR to restore a VM and its disks in the virtual-machines-
demo namespace when the backup was taken to the virtual-machines namespace.

apivVersion: velero.io/vl
kind: Restore
metadata:
name: restore-to-different-ns
namespace: openshift-adp
spec:
backupName: backup
restorePVs: true
includedNamespaces:
- virtual-machines-demo
namespaceMapping:

virtual-machines-demo: virtual-machines

When the phase shows completed, you can see that the virtual machines have been restored to the state
when the snapshot was taken. (If the backup was created when the VM was running, restoring the VM
from the backup will start the restored VM and bring it to a running state). The VM is restored to a different
namespace as specified in the yaml.

)
(g £ i
I Project: virtual-machines = I
VirtualMachines
Y Filter = MName w  Search by name.. ! m 1-1ef1
Mame T Status Conditions MNode
@D rhel9-demo-vm2 £ Running @ ocp-worker]
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Restore to a different storage class

Velero provides a generic ability to modify the resources during restore by specifying json patches. The
json patches are applied to the resources before they are restored. The json patches are specified in a
configmap and the configmap is referenced in the restore command. This feature enables you to restore
using different storage class.

In the example below, the virtual machine, during creation uses ontap-nas as the storage class for its
disks. A backup of the virtual machine named backup1 is created.

Project: virtual-machines-demo  +

VirtualMachines > VirtualMachine details

7D rhel9-demo-vm1 & ruing a YAML  Actions =
Overview Details Metrics YAML Configuration Events Console Snapshots Diagnostics
Disks®
Disks
Add disk
k interfac
Y Filter . v n [J Mount Windows drivers disk
ng
Name 1 Source Size Drive Interface Storage class
Env el
cloudinitdisk Other - Disk virtio
diskl @D rhe!9-demo-vmi- 3175 GiB Disk virtio ontap-nas
rootdisk @ rhel9-demo-vml 3175 GiB Disk virtio ontap-nas
bootable

Project: openshift-adp

Installed Operators > Operator details
OADP Operator
‘ 1.31provided by Red Hat Actions =

Details YAML Subscription Events All instances BackupRepository Backup BackupStoragelLocation DeleteBackl

Backups

L

Name = >earch by name
Name Kind Status
@ backupl Backup Phase: @ Completed

Simulate a loss of the VM by deleting the VM.

To restore the VM using a different storage class, for example, ontap-nas-eco storage class, you need to
do the following two steps:

Step 1

Create a config map (console) in the openshift-adp namespace as follows:
Fill in the details as shown in the screenshot:

Select namespace : openshift-adp

Name: change-storage-class-config (can be any name)
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Key: change-storage-class-config.yaml:
Value:

version: vl
resourceModifierRules:
- conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace
path: "/spec/storageClassName"

value: "ontap-nas-eco"

Pods Project: openshift-adp ~
Deployments
DeploymentConfigs Edlt ConflgMap
Config maps hold key-value pairs that can be used in pods to read application configuration
StatefulSets
Secrets Configurevia: @ Form view YAML view
ConfigMaps
Name *
CronJobs je-st J* g
A unique name for the ConfigMap e
Jobs :
DaemonSets L Immutable
Immutable, if set to true, ensures that data stored in the ConfigMap cannot be upda
ReplicaSets
Data
ReplicationControllers
Dat - ti t n UTF-8 range

HorizontalPodAutoscalers
PodDisruptionBudgets Key *

change-storage-class-configyam

Virtualization
Value
Overview
Catalog Drag and drop file with your value here or browse to upload it

version: vi

VirtualMachines resourceModifierRules:

- conditions:

Templates

P Y P R R gy [ SRS, Ty, ey

InstanceTypes © Add key

The resulting config map object should look like this (CLI):
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# kubectl describe cm/change-storage-class-config -n gpenshift-
adp

Name : change-storage-class-config
Namespace: openshift-adp
Labels: velero.io/change-storage-class=RestoreltemAction

velero.io/plugin-config=
Annotations: <none>

Data

change-storage-class-config.yaml:
version: vl
resourceModifierRules:
- conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace
path: "/spec/storageClassName"
value: "ontap-nas-eco"

BinarXData

Events: <none>

This config map will apply the resource modifier rule when the restore is created. A patch will be applied
to replace the storage class name to ontap-nas-eco for all persistent volume claims starting with rhel.

Step 2

To restore the VM use the following command from the Velero CLI:

#velero restore create restorel --from-backup backupl --resource

-modifier-configmap change-storage-class-config -n openshift-adp

The VM is restored in the same namespace with the disks created using the storage class ontap-nas-eco.
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Project: virtual-machines-demo
Disks ®
Disks
Add disk
Network f
Y Filter « Sear v name. Mount Windows drivers disk
heduling
Name 1 Source Size Drive Interface Storage c...
Environment
cloudinitdisk Other - Disk
Scrint
ki disk1 m rhel9- 3175 GiB Disk virtio ontap-nas-eco
jemo-
rootdisk @ rhel9- 3175 GiB Disk virtio ontap-nas-eco
bootable demo-vml

Deleting backups and restores in using Velero

This section outlines how to delete backups and restores for VMs in OpenShift
Virtualization using Velero.

Deleting a backup

You can delete a Backup CR without deleting the Object Storage data by using the OC CLI tool.

oc delete backup <backup CR name> -n <velero namespace>
If you want the delete the Backup CR and delete the associated object storage data, you can do so by using
the Velero CLI tool.

Download the CLI as given in the instructions in the Velero documentation.

Execute the following delete command using the Velero CLI

velero backup delete <backup CR name> -n <velero namespace>

Deleting a Restore

You can delete the Restore CR using the Velero CLI
velero restore delete restore --namespace openshift-adp

You can use oc command as well as the Ul to delete the restore CR
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oc delete backup <backup CR name> -n <velero namespace>

Monitoring

Monitoring using Cloud Insights for VMs in Red Hat OpenShift Virtualization

Author: Banu Sundhar, NetApp

This section of the reference document provides details for integrating NetApp Cloud
Insights with a Red Hat OpenShift Cluster to monitor OpenShift Virtualization VMs.

NetApp Cloud Insights is a cloud infrastructure monitoring tool that gives you visibility into your complete
infrastructure. With Cloud Insights, you can monitor, troubleshoot, and optimize all your resources including
your public clouds and your private data centers. For more information about NetApp Cloud Insights, refer to
the Cloud Insights documentation.

To start using Cloud Insights, you must sign up on the NetApp BlueXP portal. For details, refer to the Cloud
Insights Onboarding

Cloud Insights has several features that enable you to quickly and easily find data, troubleshoot issues, and
provide insights into your environment. You can find data easily with powerful queries, you can visualize data in
dashboards, and send email alerts for data thresholds you set. Refer to the video tutorials to help you
understand these features.

For Cloud Insights to start collecting data you need the following

Data Collectors

There are 3 types of Data Collectors:

* Infrastructure (storage devices, network switches, compute infrastructure)
* Operating Systems (such as VMware or Windows)

* Services (such as Kafka)

Data Collectors discover information from the data sources, such as ONTAP storage device (infrastructure data
collector). The information gathered is used for analysis, validation, monitoring, and troubleshooting.

Acquisition Unit

If you are using an infrastructure Data Collector, you also need an Acquisition Unit to inject data into Cloud
Insights. An Acquisition Unit is a computer dedicated to hosting data collectors, typically a Virtual Machine.
This computer is typically located in the same data center/VPC as the monitored items.

Telegraf Agents
Cloud Insights also supports Telegraf as its agent for collection of integration data. Telegraf is a plugin-driven
server agent that can be used to collect and report metrics, events, and logs.

Cloud Insights Architecture
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0
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Telegraf m ----

Data Center Environment

Integration with Cloud Insights for VMs in Red Hat OpenShift Virtualization
To start collecting data for VMs in OpenShift Virtualization you will need to install:

1. A Kubernetes monitoring operator and data collector to collect Kubernetes data
For complete instructions, refer to the documentation.

2. An acquisition unit to collect data from ONTAP storage that provides persistent storage for the VM disks
For complete instructions, refer to the documentation.

3. Adata collector for ONTAP
For complete instructions, refer to the documentation

Additionally, if you are using StorageGrid for VM backups, you need a data collector for the StorageGRID as
well.

Sample Monitoring capabilities for VMs in Red Hat OpenShift Virtualization

This section discusses monitoring using Cloud Insights for VMs in Red Hat OpenShift
Virtualization.

Monitoring based on events and creating Alerts
Here is a sample where the namespace that contains a VM in OpenShift Virtualization is monitored based on

events. In this example, a monitor is created based on logs.kubernetes.event for the specified namespace in
the cluster.
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ol Observability v NetApp PCS Sandbox / Observability / Alert Manage Monitc Menitor virtual-machines-demo-ns
Expione Edit log monitor
@ Filter/Advanced Query and Group by in section 1 must not be empty. If alert resolution is based on log entry, section 3 filter/advanced query also must not be empty.
Alerts
o Select the log to monitor
Collectors
Log Source
Log Queries .
Filter By - kubernetes_cluster | ocpclusterd X v X - involvedobject.namespace | virtual-machines-demo X | X v]x @ Advanced Query
Enrich Group By reason X -
Reporting (Ed] 27 items fou Last
timestamp i type source message
@ Kubernetes " 04/19/2024 10:31:18 AM logs.kubernetes.event VirtualMachinelnstance started.
l. Workload Security >
& ONTAPEssential »
= STt 04/19/2024 10:31:18 AM logs.kubernetes.event VirtualMachinelnstance defined.
{i}  Admin »
app-ci-event-
TfTc8d84c4-s
o Define alert behavior
Create an alert at severity Waming ¥  when the conditions above occur 1 time

This query provides all the events for the virtual machine in the namespace. (There is only one virtual machine
in the namespace). An advanced query can also be constructed to filter based on the event where the reason
is “failed” or “FailedMount” These events are typically created when there is an issue in creating a PV or
mounting the PV to a pod indicating issues in the dynamic provisioner for creating persistent volumes for the
VM.

While creating the Alert Monitor as shown above, you can also configure notification to recipients. You can also
provide corrective actions or additional information that can be useful to resolve the error. In the above
example, additional information could be to look into the Trident backend configuration and storage class
definitions for resolving the issue.

Change Analytics

With Change Analytics, you can get a view of what changed in the state of your cluster including who made
that change which can help in troubleshooting issues.
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Tutorial 0% Complete

M NetApp cloudinsights () GemingStated v © sundharganu ~
ol Observability » NetApp PCS S x /K t Change Analysis @ vast3Hours - 1
P = FilterBy - KubernetesCluster ocp-clusterd * (X Namespace virtual-mach v X Workioad Name = A . X 0

Explore Alerts o 0 Deploys 0O:s 0
Change Analysis
Timeline Bucket: 6 minutes
Network
virtual-machine SR L S et B e T e O B S s UL LB S 90 6 A st 3 1 Dl ot S AL T D e S E L St 3, B, gt T S =
Collectors B i op op
@ Workioad Security » All Workloads in namespace
S ONTAP Essentials » ' i ' ' 1 ' ) v '
P 900 a5 315 B y48 004 304 1048 110048 1304
Admi » H
Ht Adein Compare to: @ Changes Last updated 04/19/2024 11:43:58 AM
Type Duration Status
Kubernetes Infrastructure
O Deg 6§ seconds Complete
Nodes (1
Persistent Volumes (6) O Dep PR— — Complete
rheld-de
Kubernetes Resources changed
Security (2 O Deploy Created ne 18 seconds PersistentV Complete
2-user-diskl
O 0e = umeClaim: Complete
O Deploy Created new object Comiplété
4 Minimize

In the above example, Change Analysis is configured on the OpenShift cluster for the namespace that contains
an OpenShift Virtualization VM. The dashboard shows changes against the timeline. You can drill down to see
what changed and the click on All Changes Diff to see the diff of the manifests. From the manifest, you can see
that a new backup of the persistent disks was created.

Getting Started ¥ © Deploy Completed b4
NetApp PCS Sandbox / Kubemnete Change Analysis Summary
Start Time End Time Duration
FilterBy | KubernetesCluster | ocp-clusterd ~ | Namespace | virtuabm 04/19/2024 11:40:31 AM 04/19/2024 11:40:37 AM 6seconds
Triggered On Triggered On : kind
Alers o 0 Deploys Os 0 @ acp-clustest > PersistentVolumeClaim

@ virtual-machines-demo »
-he[gdg-‘rﬂ-uml >

Timeline
Changes (2)

B @ virtval- machines-demo >

Attribute Name Previous New

-~ ta. finali : - e

All Workloads in namespace . metadata.finalizers. snapshot.storage.kubernetes.io/pvc-as:
source-protection
metadata.finalizers[1] snapshot.storage.kubernetes.io/pvc-as- -
' ' 1 roa-protect
9:00 AM S:15AM 530 AM source-protection

Compareto: @ All Changes Diff

Selected Changes (2) X peselect

Type Summary
Kubernetes Infrastructure .
Associated Events
O Deploy Attributes
] Nodes (1) ‘metadata.finali; Ev
. and 0 Alert ‘metadata.finali;
changed . . " " .
8 severity reason involvedobject.... involvedobject.... message
|| Persistent Volumes (6) © Deploy Attributes i =
8 Change R 'metadata.finali; 04/19/2024 Normal Provisioning PersistentVolumeC  rheld-demo-vm2 External
metadata.finali; 10:30:59 AM laim provisioner is
changed provisioning
Kubernetes Resources g Vol farclains
"virtual-machines-
[[] security(2) demo/rhelo-
c d demo-vm2"
Normal Pending Datavolume rhelo-demo-vm2-  PVCrhel9-demo-
user-diskl vm2-user-diskl
Pending
047192004 Norma ImoortSuccesded  Datavol chelo-g m2- ticcecshlili
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All Changes Diff

Previous

Expand 45 lines ...

resourceVersion: " 8569671 "

-Baansl.ls.lln.es..u

+

resourceVersion: " 8619670 "

Backend Storage Mapping

With Cloud Insights, you can easily see the backend storage of the VM disks and several statistics about the

PVCs.

P NetApp cloud insights f;) Getting Started ¥

@

et 1 3 virtusl-machines-deme

pod_name | viddseder-heB-deme-ml-pdagg ¥

-xEe

a Filer 2y ramespace ARt i -gem
Kubermetes -
Exph
1l H
Healthy & ding
Change Ansysls Lo
Wetwork
25mc
Callactas P
W workiosd Security v /
- -
B onmpEssentials o =1
Hequeat [t
B ndmin
Highest CPU Demand by Pod
BEdm vintdans.., vnd-pdnge
Storage (2]
parsistentvolumectaim T
rheil.demosm P
rhelg-demo-mz-userdiskl  puc fdaIaze0 T0m4...
4

Mame Status
vistusl-machines-deme > Adtive 5

10 Scis

Highest Memory Demand by Pod

1,08 Gilh wirt-lnc. . vnd-pengg

_ .63.-.5'9&3“
nnn

Highest Storage Demand by PVC

JLTSGIR rhebi-demoemd

FLTSGID rhelt-seme, user-disk]

backend_capacity_total_bytes (Gil)

Backend_capacity_us

You can click on the links under the backend column, which will pull data directly from the backend ONTAP

storage.
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G &5 psi3zscol .netapp.com/web/#/assets/intemalVolumes/1119122001?timeRange=THREE_HOURS fr &  Finshupdate §

Tutorial 0% Complete

M NetApp cloud Insights Getting Started ¥ Q £ @ O sundnarsanu v

4 Minimize

e59-11ee-a551-00a098b46a21

Datastore: = View Topology
Expert View Display Metrics ¥ » Hide Resources
Resource
latency.total (ms)
1
Workload Contention
0 o
1100 AM 1:10AM 11:20 AM 11:30 AN 1:40 1" 12:00 PM [v] -

iops.total (10/s)

10PS - Total:

Show All (26)

al  Observability » tapp PCS Sandbox | || ntaphei-a300esu2sizenebstrident_pve_95324185_5932_s6ac_85d7_9734acc78278 © vast3 Hours - @ 2ZEa -
Acquired a minute ago, PM

© Kubemnetes »
@ worloadsecuity  jngemal Volume Summary Csm  Userbata
p— Storage: Total Capacity (GiB): Deduplication Savings: Application(s)
&= ONTAP Essentials » 31768 iG 3
= i cle .0 None

Storage Pool: Used Capacity (GiB): Thin Provisioned: 10D Sikcl e
@ admin ’ taphci-a300-01:EHCAggrO1 12618 ve e

Storage Virtual Machine: Snapshot Reserve: 0

20neb 00618

Status: Latency - Total: Tier

Online 0.65ms Alert Monitos Tierl

= 5.UBS - A o
Type: Storage Pool Utilization:
23 op
FlexClor 023

22_Recommended _Instance_Type_AWS

53 Glacier

Additional Resources

Q

Another way to look at all the pod to storage mapping is creating an All Metrics query From Observability menu

under Explore.

all  Obsevabilicy - 5 persistent disks
Explore Object | kuberneces.pod_to_storage X *
Fillar by Afiribete - Subemetes_cluster | oepelsied X ~xEe
Alers
Flter by Mesric
A GrounBy  Babermeiespod m siorage K -
Log Queries Pormatting: Caaditionsl Faematting L]
Earich
Raporting B persisten... workload_... § storageirt... i Infernalvol.. i wolwmena.. ! greename dmeTofull.. I backen
o
»
s
W Workload Security " virt-taumichudrie n.o
rorhelgdeme 388
B ot Ssord ial aa A
H CHTAR Exsemaints " wirt-launcher rheld-demey pvefadLade3-314 L
ri-launcher- prc-ads05aTh-Lal 000
»

Clicking on any of the links will give you the corresponding details from ONTP storage. For example, clicking
on an SVM name in the storageVirtualMachine column will pull details about the SVM from ONTAP. Clicking on

an internal volume name will pull details about the volume in ONTAP.
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Additional Resources
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