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Abstract. Many protocols that are based on homomorphic encryptioprarate
only if a client submits inputs from a limited range Conditional disclosure of
secrets (CDS) helps to overcome this restriction. In a C®pbol for a setS, the
client obtains server’s secret if and only if the client’purts belong t& and thus
the server can guard itself against malformed queries. \témdsthe existing CDS
protocols to work over additively homomorphic cryptosyssefor every set from
NP /poly. The new construction is modular and easy to apply. As an pkgm
we derive a new oblivious transfer protocol with log-sqaacemmunication and
a millionaire’s protocol with logarithmic communicatiow/e also implement pri-
vate, universally verifiable and robust multi-candidategionic voting so that all
voters only transmit an encryption of their vote. The onlydmess assumption
in all these protocols is that the underlying public-keyptogystem is IND-CPA
secure and the plaintext order does not have small factors.

Keywords. Conditional disclosure of secrets, crypto-computing, borarphic
encryption, oblivious transfer, two-party computation.

1 Introduction

Homomorphic encryption is a powerful tool that providesaidfint private implemen-
tations for many basic operations such as scalar produiétjms transfer and oblivi-
ous polynomial evaluation. However, basic versions of eh@®tocols without zero-
knowledge proofs of correctness are secure only in a seragtanodel, where all
parties submit inputs from a limited range, and are not jgtetk against malicious
behaviour. Consequently, a malicious adversary can cdelpler partially learn the
secret inputs. Conditional disclosure of secrets [GIKMOBQ1], also known as input
verification gadget [BGNO5], is a protection mechanism agfasuch attacks. Unfortu-
nately, current solutions [AIR01,BGNO5] are secure onlyhié plaintext space has a
prime order, whereas most additively homomorphic encoypsichemes have a com-
posite plaintext order. We provide the first conditionalctbsure of secrets protocol
that works in conjunction witlll currently known additively homomorphic encryption
schemes. Hence, we can efficiently and more securely solag practical problems.
Formally, we consider only two-party protocols betweerientland a server, though
our results can be extended to the multiparty setting. Aetit of such a protocol the
client should learn the desired value whereas the servetaghearn nothing. Our main
goal is to achieveelaxed-securitythat is, the protocol must be secure against malicious
clients and semihonest servers. Such a model is widely umsedrient cryptographic
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literature [NP99,AIR01] and is well-justified in practicgbplications: as the number of
possible service providers is relatively small compareth®oclients, it is possible to
force semihonest behaviour with auditing. Moreover, seryroviders must preserve
their reputation and thus they are less likely to act malisig.

For clarity and brevity, we state our main results in the jokéy model, where the
client is guaranteed to know a valid secret key and the s&n@ws the corresponding
public key. The choice of the model is not too restrictivethaa proper initialisation
phase all our protocols can be implemented in the standadtingee Sect. 7. On the
other hand, such a model enables to prove security of pbcaltepositions. Compos-
ability together with our new basic construction leads tanapéer and more modular
way to construct complex protocols. Shortly put, relaxedesity follows directly from
the protocol design and there is no need to handcraft thef.pétare precisely, we
show how to decompose a protocol into elementary tasks trabe efficiently im-
plemented with any additively homomaorphic IND-CPA secungtosystem, provided
that the plaintext order does not have unknown small factors

In Sect. 3, we establish basic security notions and derivecassary machinery to
analyse parallel compositions. The core results of our za@e presented in Sect. 4.
We note that most existing additively homomorphic prots@sk based on the possibil-
ity of computing the next three basic primitives on ciphetdeaddition of ciphertexts,
multiplication with a constant, artisclose-if-equaDIE). In a disclose-if-equal proto-
col, the server obliviously releases seg@eamly if the client sends a valid encryption of
x, where the coefficient can be freely chosen by the server. The current cryptogeaphi
literature is full of many useful and efficient two-messagetpcols that are based on
these three primitives. Unfortunately, the standard Diiqurol defined say in [AIR01],
and then used in many subsequent papers, is secure onlypfeimext space has a
prime order and thus can only be used in conjunction withiftesll EIGamal cryptosys-
tem where one has to compute discrete logarithms to dedigprovide a new DIE
protocol that works in conjunction withll currently known additively homomorphic
encryption schemes. As a result, we can naturally simplifgxdend many protocols
that utilise the DIE functionality, e.g. [AIR01,Ste98,105,BK04,FNP04,LLMO05].

The rest of the paper provides many useful applications edelgeneric building
blocks. In Sect. 5, we present a two-message protocol faditonal disclosure of se-
crets (CDS), where the client learns a se@renly if his message is a valid encryption
of x € S, whereS is a publicly known set. Hence, the server can Gses a one-time
pad to protect the protocol output, i.e., the client learothimg unlesDecy(q) € S.
The latter forms a basis of the CDS transformation that cardyany two-message
protocol, where the first message is a vector of ciphertaxtainst malicious clients.
A slightly extended CDS construction provides an efficiesitiBon to the millionaire
problem and conditional oblivious transfer. Another exten of CDS provides a way
to implement electronic voting and auctions without notefiactive zero-knowledge
proofs in the multi-party setting using threshold-deciypt Finally, we compare our
results with conventional cryptographic methods to prevddme interesting insights
and show the theoretical significance of our results, see %ec

History. The new DIE protocol, together with the CDS protocol and tRxSGransfor-
mation date from August 2004 and has been available on eginicg 2005.
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2 Cryptographic Preliminaries

Distributions. For a a finite setX, let /(X)) denote the uniform distribution over
X andz «— X denote a uniform draw fronX'. Two distributionsD; and D, over
a discrete supporX are statisticallye-close,D; ~ Do, if their statistical difference
maxgscx [Pr[D; € S] — Pr[D; € S]| < e. A shorthandD; = D, denotesD; ~ Ds.

Homomorphic encryption. A public-key cryptosystemr is defined by three algo-
rithms. A key generation algorithiien returns a secret and public key péik, pk).
Correspondindencpk(-) andDecg(+) algorithms are used to encrypt and decrypt mes-
sages. LeM andC denote the corresponding message and ciphertext spacsweh
requireDecg (Encpi(z)) = « for everyz € M and assume that there exists efficient
membership test for the ciphertext spatePrivacy of encrypted messages is guaran-
teed by IND-CPA security. For angtateful probabilistic algorithmaA, its IND-CPA
advantage quantifies the ability to distinguish ciphegext

1

AP (A) = 2. >

)

¢ — Encpk(xi) : A(mo, x1,¢) =4

b [(sk, pk) < Gen, (o, z1) — A(pk), i — {0,1}
I

where the probability is taken over coin tosses of all ral¢adgorithms. A cryptosys-
temm is (&, 7)-IND-CPA-securéf Adv.""°"*(A) < ¢ for anyr-time adversary.

A cryptosystemr is additively homomorphidf M = Zy for someN, and for any
(sk, pk) «— Gen and valid messages, z» € M the distribution of productSncp (z1)-
Encpi(z2) coincides with the distribution of ciphertexscyi (1 + x2). To be precise,
the equivalence

Encpk(x1) - Encok(z2) = Encpk(z1 + 22)

must hold for any fixed ciphertekc, (z1). Thatis, giverEncyk(z1)-Encpe(z2), even

an unbounded adversary learns nothing beyangzx,. A cryptosystemr is multiplica-
tively homomorphidf Encpi (1) - Encpr(z2) = Encpk (1 - z2) for any(sk, pk) < Gen
andzi,zo € M, where M is a multiplicative group where computing the discrete
logarithm is hard. In many practical applications, multptively homomorphic cryp-
tosystemsEnc are converted to additively homomorphic cryptosystéms by using
the lifted encryption rul€ncy () := Encpk(g%). Such lifted cryptosystems have re-
duced utility, as the new decryption rule requires componabf discrete logarithms
and one can successfully decrypt only a small fraction di@ifexts.

Many well-known homomorphic cryptosystems are IND-CPAusecunder rea-
sonable complexity assumptions, e.g. [Elg85,Pai99,DJBdisting additively homo-
morphic cryptosystems have a composite plaintext ordér laige factors. For exam-
ple, the plaintext order of the Paillier cryptosystem [P&i% an RSA modulus and
thus its smallest prime factor is approximatefyv. The Goldwasser-Micali cryptosys-
tem [GM82] is the only known exception, as it is additivelynh@morphic overZ,.
Such plaintext space is too small for many applicationskAtiwn cryptosystems with
a large prime plaintext order are multiplicative, e.g.,EBd@amal cryptosystem [Elg85].
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3 Basic Properties of Two-Message Protocols

Throughout the paper, we consider two-message protocasanhclient sends a query
q to a server that replies with, and then the client computes a desired output from
a. The server should learn nothing about the query. The ctibatild learnf(a, 3),
wherea denotes client’s private input vector a@dienotes server’s private input vector.
Mostly, we consider the relaxed-security against unbodrulients and computation-
ally bounded servers, but sometimes we consider also ttiegsethere both parties are
computationally bounded. A protocol orrectif the client always recoverg(a, 3)
when both parties are honest. A priori we do not assume doess from all protocols,
as sometimes it is sufficient to know that a client cannotieawything beyond (c, 3).

In the simplest case, the queryonsists of encrypted inpufs, . . ., «,,,) and the
server uses properties of additively homomorphic encoyptio compose an appropri-
ate reply. We call such protocaslditively homomorphic two-message protochHlste,
we explicitly assume that the server knows public k&yand thus can efficiently ver-
ify that the query consists of valid ciphertexts and ignoaformed queries. Notably,
many interesting tasks can be solved with additively homgumic two-message proto-
cols. Computationally-private information retrieval [R01,Ste98,Lip05], solutions to
millionaire’s problem [BKO04,Fis01], and various protosdbr privacy-preserving data
mining tasks [FNP04,WY04,GLLMO04] form only a small set othuyprotocols.

Relaxed-security in the PKI model. As usual, we define security by comparing the
real and ideal model. However, we explicitly assume thatctiet knows the secret
key, the server knows the corresponding public key and dmydient can deviate
from the protocol specification. Formally, a trusted keyeyator initially runs the key
generation algorithnGen for a cryptosystemr, and then privately sendsk, pk) to the
client andpk to the server. In particular, the server knows tplaicorresponds to this
fixed client. This key pair is then possibly used in many défé protocol runs.

Note that the PKI model is normal and even desirable in mapjicgiions, e.g.
e-voting. Still, we stress that we use the PKI model only fer $ake of simplicity of
security proofs. In Sect. 7, we show how to replace the tdukéy generator by a key
transfer protocol with a marginal degradation of security.

Since the server obtains no output and is always semihomestan decompose
the standard security definition into two orthogonal reguients: client-privacy and
server-privacy. A two-message protocolés7)-client-private if for any 7-time state-
ful adversaryA, the next inequality holds:

<e

)

2

(sk, pk) < Gen, (ag, a1) < A(pk), 1
r —
1 {07 1} , q qpk(ai) : A(a07ala q) =1

whereq(a;) denotes the first message computed by the honest clienerSenivacy
has a slightly more complicated definition, since we musidfarm any efficient ad-
versary from the real world to an efficient adversary in theaidnodel, where a trusted
third party (TTP) computeg(«, 3). Hence, the definition incorporates a simul&on
and a distinguisheB and we need to explicitly quantify their efficiency. The slatar



A New Protocol for Conditional Disclosure of Secrets AndAfgplications 5

Sim gets(sk, q) as an input and can serd" once to the TTP. The6im obtains the
value of f* = f(a*, 3) and can proceed with the simulation. For brevity, let us @efin

pr = Pr{(sk, pk) —Gen, (8, q) — A(sk), & — ap(q, 8) : B(B,9,a) = 1] ,
bi = Pr [(Ska pk)(_Genv (/Ga q)(_A(Sk)a a— Simsk(qvf*) : B(/Ga q, a) = 1] )

wherea(q, 3) denotes the answer of the honest server with the ifbtd the query
q. A protocol implementgr, d, ¢, )-server-privatelya function f, if for any 7-time
adversaryA there exists &t + §)-time simulatorSim such thatip, — p;| < e for any
t-time distinguisherB. In the information-theoretical setting, algorithrs Sim and
B are unbounded. A protocol isserver-privatef for any adversaryA there exists a
simulatorSim such that their output distributions are statisticalglose. We say that a
protocol is(eq, 7; e2)-relaxed-securé it is (e, 7)-client-private and,-server-private.
Relaxed-security is widely used standard security assomygee [NP99,AIR01].

Extractability and simulatability. Usually, the client-privacy follows directly from se-
curity assumptions. For example, additively homomorphdatgrols are client-private
by the construction, provided that the cryptosystem is IBIPA secure. Proofs of
server-privacy can be significantly simplified by considgrthe following notions of
extractability and simulatability. As client can be matigs, the simulatofim must
somehow deduce the intended injut. In the PKI model, the simulator can udeto
determine the input* directly fromgq. A two-message protocol extractableif there
exists an efficient algorithrixts(-) such thatExts (qek(cr)) = « for all valid inputs
andExt(q) = L for all invalid queries; that do not correspond to any input.

In many protocols, the server’s reply can be perfectly orcalinperfectly simulated
knowing only the corresponding client’s outpfit and a secret keyk. We formalise
this as simulatability. Consider a protocol transcigpta) between the honest client
and server. Lef* = f(a, B) be the corresponding client’s output. Then the server’s
reply iseqo-simulatableif there exists an efficient algorith8im?, such that the output
distributions(q, a) and (g, a) are statisticallye2-close even for a fixed, wherea —
Simy, (q, f*). The notion of(¢, £5)-simulatability is defined analogously. Extractability
together with simulatability implies server-privacy:

Theorem 1. If a two-message protocol is extractable-simulatable and the server
ignores malformed queries, then the protocol is als@erver-private in the PKI model.

Proof. We construct a universal simulatim as follows. If the query is malformed
then the simulator ignores it. Otherwi§ém extracts the intended inpat* «— Exte(q)
and sendsx* to the TTP. Given the reply* = f(a*, 3) from the TTP, the simulator
usesSim}, (q, f*) to simulate the replyi. Since malformed queries are discarded in
both worlds, the distribution§3, q, a) and(83, g, a) are statistically,-close. a

Forked composition. We can use Thm. 1 to prove that a parallel composition of ex-
tractable and simulatable protocols preserves serveagqyilt makes sense to consider
protocols that share the query phase as we can always mdigeidi queries into a
single query. Let two-message protochls . . ., II, share the first messageThen the
forked compositiofforked|I1y, . . ., II,] is defined as follows:
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1. The client computes the quenand sends it to the server.

2. The server usepto compute replies,, .. ., as according td1y, . . ., I1;.

3. The server sends, ..., a to the client.

4. The client computes the private outyit, . . ., fs) according td1y, ..., IT;.

It is easy to prove that a client can learn nothing beyfr{d, 3), .. ., fs(a, B).

Theorem 2. LetIl, ..., I, be extractable and respectively-simulatable implemen-
tations of functionalitieg;. Then the compositioforked[II4, . .., II,] is an extractable
and(e; + - - - + ¢,)-simulatable implementation of the functionaljty= (f1, ..., fs)-

Proof. Extractability is clear. By the definition of simulatabyiitthere exist simula-
tors Simg, ; that output simulated replies such that(q, a;) and (q,a;) are statisti-
cally ¢;-close even for fixed. Now, define a simulatosim;, that giveng and f* =
(fila*,B),..., fs(a*,B)) runsSim}, ;(q, ) fori € {1,...,s} and outputsiy, ...,
as. By the construction, the distributiromq, ai,...,as)and(q,as,...,a,) are statisti-
cally (1 + - - - + &5)-close even for a fixed and the simulatability follows. a

Reducing communication further with CPIR. In many two-message protocols, the
client must access only a short part of the raptyg recover the outpuf(«, 3) whereas
the rest ofa consists of random noise. Hence, we can significantly deeréee total
communication|q| + |a|, if the client could fetch only useful parts af The latter
can be done usingomputationally private information retrievdCPIR). In al-out-
of-n CPIR protocol, the server maintains a database (31, ..., 3,) of {-bit strings
and the client can fetcf; so that a computationally bounded server learns nothing.
The basic properties of CPIR protocols are determined bgrpaters, and/. It is
trivial to achieve communication complexi®(n/) just by sending the whole database
so one considers only CPIR protocols with sublinear comgatian. There is a wide
range of such protocols. Recent protocols achieve comratioicthat is low-degree
polylogarithmic in the database size, see [Lip05,GRO5fddher references.

Now, assume that the server’s reply has a struatute(as, . . ., a,,) and the client
needs to recover at moselements. Then the client can usparallel CPIR queries to
fetch desired parts;, , ..., a;,. Note that the CPIR queries can be sent together with
the protocolll messages, provided that the CPIR instance is run indepéyétem 11
or joining queries does not decrease client-privacy. Segugacy cannot decrease, as
the replies of CPIR queries are computed from the originalyre.

4 Three Basic Crypto-Computing Primitives

“Crypto-computing” is often used to describe two-messagaqeols, where a server
uses some basic operations on client’s garbled inputs tquatenreply that reveals
only f(a,3). The first comparative study [SYY99] showed how to cryptorpoite

predicates with logarithmic circuit depth using the Goldser-Micali cryptosystem.
Later, this construction was somewhat generalised to cteribe greater-than predi-
cate [Fis01]. Here, we provide three basic crypto-compgupinmitives for additively

homomorphic cryptosystems with large factors of the p&ihspace. Note that the
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server can crypto-compute ciphertexts of sums and prodwuititsone public factor
obliviously from ciphertexts, as

Encpk(z1 + 2) = Encpk(z1) - Encp(z2) - Encpr(0) Q)
Encp(z - y) = Encpk(y)® - Encpi(0) 2

hold by the definition of additively homomorphic cryptosssis. Here the multiplica-
tion by Enc,«(0) is necessary to re-randomise the replies.

But there is also a third generic operation that implicitigsts” whether a ciphertext
¢ is an encryption ofc. The existence of this operation depends additionally en th
order of the plaintext group. More preciselyd&sclose-if-equa(DIE) protocol allows
releasing of a secregt only if Decg(c¢) = x where the server can freely choaseThe
idealised functionality of DIE protocol is defined as follew

)8, fa==z,
f(a’ﬁ)_{J_, if o 42 .

The simplest implementation of DIE protocol was given in plaper [AIRO1]:

1. The client sends — Encpi () to the server.
2. If ¢ € C then the server sends a reply— (c¢- Encpk(—x))" - Encpk(8) for r — M.
3. The client output®ecy(a) = (o — x)r + .

If the plaintext space has a prime order, tfen— z)r has uniform distribution over
M whenz # «. Consequently, the protocol is perfectly simulatablef (&, 5) = L
a simulator should output a random encrypttore, (m) for m «— M andEncy(5)
otherwise. Therefore, the basic DIE protocol is also redasecure.

On the other hand, the protocol is not correct, since thentldtains a random
output whenDecg(c) # «. If x is public then the correctness is not an issue, as the
client knows whethebecg (c) = « or not. Otherwise, the construction guarantees only
that the client learns nothing abaitwvhenDecs(c) # =. Moreover, if the server sets
the firstk-bits of 3 to 0, then the honest client can detect « with failure probability
27% i.e., there is a trade-off between reliability and thropgh

Unfortunately, the basic DIE protocol is not secure if thesesge space has a com-
posite order. As an example, consider the Palillier cryptesy, whereV = pq is an
RSA modulus. If a malicious client sends— Encyk(p + x) thenDecg(a) = 5+ rp
mod N and the client can recoveél mod p althoughDecg(c) # z. Since the DIE
protocol is a building block in many existing protocols, tteich leakage might cause
a domino effect that can completely reveal server's inpot. &ample, the circuit
CDS protocol in Sect. 5 is extremely vulnerable against sattéicks. Therefore, we
devise a new DIE protocol that works in conjunction with alfently known addi-
tively homomorphic cryptosystems. As a result, we can rdljusimplify many proto-
cols [AIR01,Ste98,Lip05,BK04,FNP04,LLMO05] that use tifeeld EIGamal cryptosys-
tem or zero-knowledge correctness proofs to guaranteeisectithe DIE protocol.

New general construction for DIE. Server-privacy of the basic DIE protocol hinges
on the fact thatZy = {ar:r € Zy} = Zy for anya # 0. If the message space
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Query phase:

The client sendg < Ency () to the server.
Transfer phase:

If the ciphertext is invalidj ¢ C then the server returnks.

Otherwise, the server returns— (c - Enco(—z))" - Encye(encode(3)) for r «— M.
Post-processing:

The client computeg = Decq (a) and returnslecode(y).

Protocol 1: Disclose-if-equal protocol of-bit secrets for the constraibtecy(q) = =

contains non-trivial additive subgroups (ideaf)} # G ¢ Zy then the client can
choose a ciphertextso that the reply enables to restore the coget G. Consequently,

a malicious client can learn up tog, N — log, @ bits of information, whered is
the minimal size of the non-trivial subgroup. To seal the leakage, we must use a
probabilistic encoding fof such that the total entropy & together with the encoding
encode(3) is roughlylog, N. Let us define an encoding fétbit strings

encode(3) = +2°-t mod N for t« Zp ,
decode(y) = (y mod N) mod 2° ,

whereT = [27¢. N| and? < |log, N|. As there are no modular wrappings, the
decoding is always correct. More importantly, Prot. 1 is m@eure for small enough

Theorem 3. Let 7 be an additively homomorphic cryptosystem such that thélesha
factor of the plaintext order is larger than > 2. Then Protocol 1 for transferring-bit
strings is extractable an(2‘~! /~)-simulatable.

Proof. Extractability is clear and thus we consider only simuldiigblf o # z, then
by constructiony = encode(3) + g whereg is chosen uniformly from a non-zero
subgroupG C Zy. If G = Zy theny is uniformly distributed ovef . Otherwise
G can be represented a%,, wherep is a non-trivial factor ofV, andy mod p =

B +2¢-t mod p, wheret «— Zr andT = |27¢- N|. Since2 andp are relatively
prime, {2 -t :t € Z,} = Z, and the term2* - ¢ mod p covers all elements df,
almost uniformly. More precisely, the elementsZf can be divided into two sets:

%:{CEZP:Pr[B—i—%-t mod p =c] = 2} with [To|=p—10,
Ti={c€Z,:Pr[B+2°t modp=c=2} with |71 =b ,
T

wherea = L;J andb = T — ap. Consequently, the statistical difference betwgen
mod p and the uniform distributiot(Z,) can be expressed as

5:@.(1_2)+@,<a+1_1):b(p—b)

2 p T 2 T p

p . N
Tp AT = 44T °

IN

asp(p — b) < p?/4andp < N/. Since2*! < N we getT = [27‘N| > N/2¢+!
and thus < 2°~1/~. Now note that the distributiorsicode(3) +U (pZy) andid (Zy)
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are stille-close, as we can express
Pr [encode(8) + U(pZn) = ¢ mod N| = % - Prlencode() = ¢ mod p|

Hence, we can use a simulaim;, (q, /*) that output€Enc,(encode(3)) if f* = 5
andEncpk(m) for m « Zy otherwise. O

Corollary 1. Letw be an(r,e1)-IND-CPA-secure additively homomorphic cryptosys-
tem such that the smallest factor of the plaintext order igdathan~ > 2. Then
Protocol 1 for transferring/-bit strings is(7, €1 ; £2)-relaxed-secure for, = 2671 /4.

The Maximal Throughput of DIE Protocol. First, note that if we want to achieve
g-server-privacy then we must choose- |log,(2¢7) |, wherey is the lower bound to
non-trivial factors of V. Usually, it is sufficient to take = 278% and thusN cannot
have smaller factors tha2t if the server wants to release Boolean secrets. For the
Paillier cryptosystem the smallest factorNéfis approximately/N, and consequently,
one can transfef = |log,(2v/N¢)| ~ 0.51log, N + log, ¢ bits. For standard024-bit
RSA modulus and = 278°, one can také = 433.

As our DIE protocol is extractable and simulatable, a forkechposition oft pro-
tocols enables transfer of & bit secret, where the achieved server-privac%s 20-1,
Smaller values of increase the maximal length Gfbut also decrease the ratio between
the desired communicatidfd] and the total communicatidg| + |a| and make the pro-
tocol less efficient. In other words, a bad encodingpde(3) with a small capacity can
significantly decrease efficiency. As our target distribntisl{(Z ) then it is straight-
forward to derive entropy bounds for the capachi(Zy ) ~ H(encode(f) + pZn) <
H(encode(f)) 4+ H(pZn) < log, |encode(B)| + H (pZn ), wherelencode(3)| denotes
the size of the support. As the encoding must be uniquelydidde, the capacity of
a single reply < log, m < min, H(pZ,) = log, ¢, whered is the smallest
prime factor ofN. Thus, the encoding is optimal up to a constant additive lepgye<.
The result can be generalised for any target distributiamgus more detailed analysis.

5 Generic Construction for Conditional Disclosure of Secrés

Many protocols are secure only if client submits inpat§rom a limited ranges.
Cleverly chosernx ¢ S can either partially or completely reveal the server's infu
Therefore, the server must somehow verify thate S. Classically, this is done by
a zero-knowledge proof thélecy(c) € S. However, this either increases the num-
ber of messages or requires a security model with a commenergfe string or ran-
dom oracles. A conditional disclosure of secrets (CDS)teache same goal with-
out extra messages and exotic assumptions. In a CDS prptbeddlient should learn
a secrets only if Decs(q) € S, where the query vectay consists of ciphertexts
Encpk(c1), - - -, Encpr(auy) @nd the setS is public. Since the server can ugeas a
one-time pad to encrypt the original replythe client learns nothing about the outputs
of the original protocol ife ¢ S and the modified protocol becomes server-private.
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A CDS protocol can be straightforwardly constructed as &ddrcomposition of
individual DIE protocols fof{ Decs(c) = z}, . s that share the same secfebut such
composition is inefficient. Therefore, we show how to usedein-Leichter secret shar-
ing scheme [BL88] together with slightly extended DIE puits to achieve a more
computation and communication efficient CDS protocatiit CDS).

Conjunctive affine zero tests. First, we present an optimisation for specific sets. Re-
call that our DIE protocol is secure sinescode(3) + U(G) ~ U(Zy) if G # {0}.
Similarly, we can construct CDS protocols foonjunctive affine zero tes& (o) =

Nj=1 Do, sijoi=1x;], where{z;} and{s;;} are public constants:

1. Theclientsends = (c1, ..., cm) Wheree; = Encpi(cy).
2. The server halts if soma, ..., ¢, is not a valid ciphertext, otherwise it replies
a=TI;_, (IT%, ¢ - Encpx(—x5))" - Encpk(encode(B)) for ry, ..., 7,y < Zn.

3. The client restoreg = Decg(a) and outputslecode(y).

Asy = >0 (3oiL, aisij — x;) 1 + encode(B) = encode() + G1 + -+ + Gy,
theny = encode((3) + U(G) for a non-zero sub-grou@ if some zero-tests do not
hold. The latter follows from the fact that, . .., r, are independently chosen. Hence,
the claims of Thm. 3 hold also for the CDS protocol given ab@fecourse, when the
plaintext order is prime then there is no need to use proistibiencoding and we can
use the construction given in [AIR01]. Notably, such sirfipti construction has been
used in [BGNO5] together with a cryptosystem that has a caitp@laintext order.
Paradoxically, the latter construction is still compudaglly secure, as the client must
compute arbitrary discrete logarithms to recover a cGsetG.

Circuit CDS protocol. For any setS, we can write the predicatés (o) := [a € S]
as a monotonous combination of affine zero tests, i.e., thmeuia consists of Boolean

?

operations\ andV together with atomic term#(a) = A\j_,[>_;", sijai=x;]. For
efficiency reasons, we might express the inpuas a bit-vector. The server can later
use properties of additively homomaorphic encryption taaesthe original ciphertexts.
First, the server uses the Benaloh-Leichter secret shaghgme to assign sub-
secretsy; to each leaf test, () so that the client can reconstruct the segret {0, 1}*
if () holds and the secrets of true leaves are revealed. Fig.sirdtes how secret
3 is propagated through the circuit o) = [a > ] without optimisation. Namely,
the master secret is assigned to the topmost gate of the circuit. For eveiyate,
the output secret is just pushed downwards. For evegatey with v children and
a secrefs,, assigned to it, sub-secrefs, ..., 8,-1 — {0, 1}’3 andg, <« By — b1 —
---—f,—1 mod 2¢are assigned to the children. One can also use thresholatipes:
THRy(z1,. .., zs) = 0ifand only if at least valuesz; are equal td. For a THR,, gate,
generate a randofw — 1)-degree polynomiaf, with f,,(0) = 3, and assign the secret
[ (i) to its ith child. Finally, the server uses a forked composition ofSO@rotocols
for leaf testal, to release sub-secrets associated to each leaf. The d@nrhputes the
secret from leaf values by inversely following the secretagation.
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Fig. 1. An unoptimised circuit fo’? (o) = [« > z] where secrets are pushed down to DIE leafs.
The circuit can be further optimised by replacinggates with conjunctive affine equality tests

Theorem 4. If the leaf CDS protocol is extractable aag-simulatable, then the circuit
CDS protocol for?s is extractable andC(¥s) - eo-simulatable, wherel (¥s) is the
number of leaves. If the cryptosysten{ise;)-IND-CPA secure ang consists ofn
ciphertexts, then the protocol {3 — O(1), me1; L(¥s) - e2)-relaxed-secure.

Proof. Given the main secref it is straightforward to reconstruct the leaf-level se-
crets. Otherwise, i¥s(a) = 0 then the sub-secref} that are assigned to true atoms
Yy(a) = 1 are independent and are uniformly distributed. Hence, ddwuaith £(¥s)
ideally implemented leaf CDS protocols can be perfectlyusated in the world where
g is released only itx € S. Now, the simulatability follows directly from Thm. 2. The
second claim follows from Thm. 1 and the basic propertieN@-ICPA encryption.

O

If the CDS protocol is based on the new DIE protocol, then we estimate how
many bits are needed to transfebit secrets. For th&024-bit Paillier cryptosystem and
2-80_sever-privacy, a single ciphertext canJit3 bits provided that the corresponding
circuit has less tha2'® leaves; the message expansion is rougly? ~ 5.2 - L(¥).

As negations can be expressed by conjunctive affine zes) theh they can appear
only in the leaf level, i.e., the formuli(a) must be in a negation normal form (NNF).
Many practically interesting sets have compact NNF-s, butsbme circuits? such
normal form is exponentially larger. We can circumvent thebfem by using auxiliary
inputsw. Consider the circuit representationwfthat consists of unary-gates and
binary A- andV-gates. Denote all output wires of logical gates by auxiliabelsw;.
Now, we can represent assignmeints«— w, Aw; andw,, «— wsVw,; with the formulae

[wu=1] A fwe=1] A [we=1] V [wy=0] A [ws=0] V [w,=0] A [ws=0] .
[wu=0] A [ws=0] A [w=0] V [w,=1] A ws=1] V [wy=1] A [ws=1] ,

andw,, — —w, as[w, =0] A [ws=1]V [w,=1] A [w,=0]. Therefore, we can in principle
construct a new formul& (e, w) in NNF such that? (o) = 1 <= 3w : ¥ (o, w) = 1
and the size o (o, w) is proportional to the gate count #(«). Consequently, we
can always construct efficient circuit CDS protocols forcéintly recognisable sets.
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Query phase:
The client sendg = (cu, . . ., cm) to the server, where «— Ency (o) fori € {1,...,m}.
Transfer phase:
The server computes the reply= (d1, .. ., d») according to the original protocdl
The server applies one-time pad«<— d; - Encpk(¢;) for t; «— Zn andi € {1,...,m}.
The server computes the CDS replyi for Decy (q) € S with secret & = t1]| ... ||tm.
The server replieges, . . ., e,) andacas.

Post-processing: A
The client recovers the secretsfrom a.qs and computes; «— e; - Encp(—t:).
Next, the client proceeds with the original proto¢hl

Protocol 2: CDS transformation for additively homomorphic two-messpgptocols

CDS Transformation. It is straightforward to use a CDS protocol to transform any
additively homomorphic two-message protocol that is se@uthe semihonest model
to a modified two-message protocol that is relaxed-secugetie queryy consist of

m ciphertextsci, . .., c¢n). Protocolll is secure in the semihonest model, when there
exist a set of valid inputs such that the client learns onlf(c, 3), provided that
Dec«(q) = (a1,...,a4,) € S. Let us use a sufficiently long secrétas a one-time

pad to decrypt the original replyand release the secret on\bDéc (q) € S. Thenthe
corresponding protocol is clearly relaxed-secure. In n@ases, the reply consists of
re-randomised ciphertexts and we can reduce the lengtleafietrels, see Prot. 2.

Theorem 5. If the two-message additively homomorphic protdéas correct,(r, £1)-
client-private ande,-simulatable forae € S and the CDS protocol for the s& is
es-simulatable, then Protocol 2 is correct aifg, 1; max {e2, £5})-relaxed-secure.

Proof. Due to the re-randomisation, the recovered repiidsave the same distribution
asd;, thus correctness is evident. Client-privacy is evidertt@th protocols share the
gueryq. For server-privacy, note thati € S, we can first use the original simulator
to simulated; and then apply the CDS transformation to the simulation atutphe
corresponding simulation is-close to the real run, since the original reply is not more
thane, away from the simulated one. Otherwige;, . .., e,) are random ciphertexts
and thus perfectly simulatable. Now if we add a simulated G838y a.q4s, then the
aggregated replg.qs, e1, - . . , e, IS e3-close to the real protocol transcript, as the CDS
is e3-simulatable. The claim follows, d@3ecs(q) is either inS or not. O

Optimisations. If all replied ciphertexts of the original protocol are iretfixed range,
i.e.,Decs(d;) € {0, 1}6 then full recovery ot; is not necessary. It is sufficient to send
t; mod 2¢ together with a extra bit needed to indicate a possible wnagp > N —2¢

and the message expansion rate can be lessitffan Secondly, note that the commu-
nication overhead of the CDS transformation is lineafd Therefore, the transfor-
mation is quite inefficient whetu| is long. To get better performance, the server can
use symmetric encryption to garble the original reply and&@rotocol to release the
corresponding key. The output is still computationally siatable and thus we achieve
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computational server-privacy. A block cipher in counterdaads the best encryption
method, as then the client can efficiently decrypt only nemesparts of:.

6 Practical Applications of Crypto-Computing Techniques

In this section, we show how to use additively homomorphic-tmessage protocols
to solve several important cryptographic tasks. Here, therygy is a vector of cipher-
texts, and the reply is computed by combining the identiigsand (2) with Prot. 1.
Note that the outputs of crypto-computed sums and produetpearfectly simulat-
able provided that the end result is re-randomised. Coresglty client-privacy fol-
lows form (7, e1)-IND-CPA security and server-privacy follows from the lmagroper-
ties of forked composition, see Thm. 1 and 2. Shortly put,rdsilting protocols are
(t — O(1), mey; ney)-relaxed-secure, where is the number of ciphertexts andis
the number of DIE instances, provided that the basic DIEqualtisc,-simulatable.

Sometimes we must also prove that knowledgef td, 3) is equivalent to the
knowledge off; (a, 3), ..., fs(a, 3), i.e., design a protocol fof based on generic
operations. As fol 024-bit Paillier and2~80-server-privacy, we can transfg®3 bits
in the individual DIE reply whenever the number of DIE instas is less thap'?, the
resulting protocols are really efficient.

Oblivious Transfer. Recall that al-out-of+: oblivious transfer{OT) protocol imple-
ments an ideal functionality («; 51,...,0,) = Ba if @ € {1,...,n} and L other-
wise. Already in [AIRO1], the authors showed that such agumokcan be expressed as
a forked composition of, individual DIE protocols:

— releases; if a =1,

— releases, if a = n.

Therefore, we get a relaxed-secure implementation of wligitransfer by using Prot. 1
to implement all instances of DIE protocols. Moreover, amican use any CPIR pro-
tocol to obliviously choose thath reply of the DIE. Hence, we have just described a
generic transformation from any CPIR to a relaxed-seculigiobs transfer.

An alternative approach was taken by Chang [Cha04] who prtivat the basic
DIE protocol from [AIRO1] leaks at most,, mod p; andf§,, mod ps whenever
the plaintext order is a product of two primgsandps. In the correspondingrout-of-

n OT protocol an honest client has to encrypt values that départhe secret key and
thus the client-privacy does not follow directly from INDP& security.

Millionaire’s protocol with logarithmic communication. The millionaire’s problem
is: given client’s private inputv and server’s private input, decide whethetxr > .
Although numerous solutions have been proposed for thikl@ne none of the pro-
posals is completely satisfactory. For example, the twasage protocol of Blake and
Kolesnikov [BK04] is server-secure only in the semihonestel since encrypted in-
puts must be in correct range, it can leak information otligawlo solve that type of
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problems, consider a circuit CDS protocol for a publicSgt= {a € {0,1}" : a > x}.
Writing « bit by bit (-1, . .., ap), we obtain
Us, (a)

=([am-— 1—1] [xm—léo])v

([evm— 1—:17m A [Qm—2=1] A [2—2=0])V

([Ctm— 1—:17m A [m—2=Tm—2] A [atm—3=1] A [£yy_3=0]) V - - - V

([Oém 1—$m 1] A [Oém_gél'm_g] VANREIRWAN [041;1'1] A\ [Oéoél] A\ [l‘oéO]) .
Here, every row corresponds to one conjunctive affine etyusist. Fig. 1 depicts the
corresponding unoptimised circuit. Now consider the medifprotocol whered, is

a publicly fixed ¢-bit secret and the server randomly reorders the leaf CDSegep
ai,...,a,. Finally, the client outputd if one of the recovered CDS outputs (.
As the formula?s, («) is a disjunction of affine zero tests, then in the ideal world,
the client learns a randomly shuffled ¢y, L, ..., L} if« > zand{Ll, L, ..., 1}
otherwise. Hence, the modified protocol is server-privatnéf = is private and we
have obtained a relaxed-secure solution to the milliorioblem that fails with prob-
ability 2=¢. The total communication of our solution #n ciphertexts, the client’s
computation is9(m) and the server’'s computationdym?), and we only assume that
the underlying additively homomorphic cryptosystem is HIIPA secure. The server’s
workload can be reduced(m) as in the Blake-Kolesnikov protocol, if we first crypto-
compute arecursion) = («; — ;)i + -+ + (Qm—1 — Typ—1)Tm—1 fOr r; «— Zy and
then re-randomise it by crypto-computing= t¢;s; for s; < Zy.

Interestingly enough, one can view our solution as an efftgeneralisation of the
Fischlin protocol [FisO1]. The latter can be alternativebscribed as a CDS protocol
based on additively homomorphic cryptosystem d¥er Due to the small message
space, the Fischlin’s protocol requires a parallel rud pfotocols to achieve the same
reliability as our protocol, i.e., our protocol{gimes more efficient.

Conditional OT. In a conditional oblivious transfeprotocol for public predicat#,
the client has a private inpatand the server has a private ingut 3o, 51). The client
obtainsg; if ¥(«, z) = 1 andg, otherwise. Assume that the master se¢rées recon-
structed identically for the circuits without withessesand—¥ and the reconstruction
process and the number of true leaves leaks nothing abextept? (o, x). In partic-
ular, assume that the master secret can be reconstructedgnalomly shuffled shares.
Let By (a,z) andB-y(a,2) be the shuffled CDS replies in the ideal world. Then given a
shuffled set of set§By (q.x), B-w(a,x)}, ONE Can learn onlgy , ) and nothing more,
provided that the number of leaf tests is eqUi¥ o.2)| = [B-w(a,2)|-

This leads to the following COT protocol. First, the servesignss, to - and
(1 to ¥ and adds trailing zeroes to leaf secrets of one circuit aaitintg ones to the
remaining sub-secrets. Next, the server constructs sefaiecach leaf CDS and sends
randomly shuffled replies back. Finally, the client ressmetsBy (o, ) and By ()
and reconstructSy . ). The failure probability is bounded Ry k. L£(¥) wherek is the
number of trailing zeroes and ones. Sifee> x] and[« < z] have such symmetrical
circuits, we can construct a COT protocol far> x] and for many other relations.
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Electronic voting and auctions without random oracles.E-voting and auction proto-
cols based on homomorphic encryption [CGS97,DJ01,LAN@2]retural extensions
of homomorphic two-message protocols, since the secreiskkgown by the elec-
tion tallier (or a coalition of talliers) to whom the servarivards the second mes-
sage. In such protocols, conditional disclosure of seaatsbe used to guarantee se-
curity of the election authority against malicious votemslaa semihonest server. As
in [BGNO5], consider an electronic voting protocol wheremswoter sends an encryp-
tion ¢; < Encyi(v;) to talliers. We assume that the protocol is secure & S for some
publicly known setS; this is true in typical e-voting protocols [CGS97,DJ01].

In the existing protocaols, it is usually assumed that evetgvaccompanies his or
her vote with a non-interactive zero-knowledge proof that S. Instead, the talliers
can jointly apply the CDS protocol, with output secbeto ¢; (this can be done very
efficiently if S is the set of powers of a fixed integer) and then thresholdygpethe
result. If the plaintext is equal 1o, talliers accept the vote as correct. Of course, every
step of the talliers has to be accompanied by a zero-knowlpdapf of correctness (to
each other and to every possible outside observer), but siecnumber of talliers is
significantly smaller than the number of voters, this is deatpractise, see [BGNO5].

As the result, we get a voter-private, universally verifgedohd robust e-voting scheme
where the voters only have to perform one encryption, assgionly that there exists
an IND-CPA secure additively homomorphic public-key cogtstem. The same trick
can be used to eliminate the need for random oracles in aasimliéctronic auction
scheme of [LANO2] and in many other similar protocols. Conggiato the protocols
of [BGNO5], our protocols are more efficient since they arsduhon genuine addi-
tive homomorphic cryptosystem whereas [BGNO5] uses adliftersion of EIGamal
and thus there one has to compute discrete logarithms. Mergbeir cryptosystem is
secure under less established security assumptions.

Multiplicative relations and polynomial arithmetic Finally, we illustrate the power
of using auxiliary witnesses. It is well known that multigskive relation[zéxy] does
not have a compact NNF. However, we can still construct effiiotircuit CDS protocol
by introducing a suitable witness. Letz, y € {0,1}™ andz € {0,1}*" be sent to the
server by individually encrypting each bit of y, z and letwy, . . ., w,,—1 be auxiliary
variables such thaw; = zy;. Thenzy = wy + 2wy + --- + 2™ lw,,_; and the
formula¥._,,; can be expressed as a conjunction of testsz{1)1, ..., zo € {0,1},
(2) [ys=0] A[w;=0]V [y;=1] A[wi=z] fori € {0,...,m — 1} andz is crypto-computed
asxzo+---+2m1z,,_1,and (3)[2;100 +e 2 ]

Several papers, see e.g. [KS05], use additively homomotplu-message proto-
cols in a setting where one encrypts the coefficients of soohgmpmials, where the
important quantity is the set of roots of this polynomialr le@ample, if F; is the set
of roots of f; (x) and F, is the set of roots of;(x) thenFy U F; is the set of roots of
fi(x) - f2(x). Consequently, we can also construct a CDS protocol forehtogrove
thatg(:c) = f1 (x) . fg(l‘), as theith Coefficientgi = fiof2i + -+ + f1if20. Now, we
can also verify that for some sek$, F; andG, it holds thatF;, U F», = G.
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7 Theoretical Implications

Although we stated our results in the PKI model, where a ¢édigey generator gen-
erates a key paifsk, pk) < Gen and privately transfer&k, pk) to the client ancbk

to the server, they can be easily implemented in the standadkl. Namely, we can
eliminate the PKI assumption if the client executes ongearsaely and in an isolated
manner (that is, no other messages of different protocelseant by the client at the
same time), with every server a zero-knowledge proof of Kadge thatpk is valid
and that he knows the corresponding secret key. This iswWellioby the real protocol.
In the security proof, the simulator extracts the secrettkeyewinding and thereafter
continues to work as previously. Since we require statisBerver-security—and thus
can use an unbounded simulator—then it is actually suffi¢geinave a zero-knowledge
proof that the key is correct: the simulator just computessttcret key corresponding to
the (correct) public key. It is even irrelevant whether thert computes the public key
with a correct distribution, since for the proof we only neld existence of the secret
key. Therefore, the amortised message complexity is stiltinessages in the standard
model, as the verification of a public key must be carried @ly once.

It is well known that secure two-party protocols require edst three messages,
therefore, it is impossible to obtain full security of twaessage protocols in the ma-
licious model. In fact, one cannot achieve more than relesesirity in two messages
even in the PKI model. Consequently, the CDS-transformapiesented in Sect. 5
is a universal round-optimal transformation from semitstmeodel to relaxed-secure
model whenever the first message contains only cipherteldseover, computational
and communication resources are linear in the size of thaitithat is needed to test
a validity of an input. More formally, assume that for séts of m-bit strings exists
a polynomial-size formul& (o, w) such thato € S, iff Jw : ¥(a,w) = 1. Then
there exists also a polynomial-size formwtéa, w) in a negation normal form such
thata € S, iff Jw : ¥(a, w) = 1. Therefore, there exist a family of polynomial-time
CDS protocols for an arbitrary s&tin NP /poly. Such protocols can be automatically
generated in polynomial time for every sethat can be described by alNP relation.

Alternative classical round-preserving methods that dagainst malicious clients
are based on non-interactive zero-knowledge proofsyieehave to either rely on ran-
dom oracles or use ttmmmon reference stri@RS) model. While CRS is a plausible
model for protocol design, constructing efficient non-iatgive zero-knowledge proto-
cols forNP in the CRS model has been a long-standing open problem. ®dhusgsult
is also appealing from the complexity-theoretical viewypoi

As stated already in Sect. 6, the DIE-based OT protocol léadsgeneral trans-
formation from CPIR to information-theoretically seryaiivate OT, as the client can
use the CPIR protocol to fetch only the answer of ¢tttk DIE protocol. In particu-
lar, there exists a generic CPIR construction for any INDAGBcure additively ho-
momorphic cryptosystem [Ste98] with sublinear-but-sppérogarithmic communi-
cation. Therefore, there exists also an OT protocol with garable communication
under the sole assumption that IND-CPA secure additiveipdmorphic cryptosys-
tems exists. Under the assumption that IND-CPA secure hefigitible additively ho-
momorphic cryptosystem exist, one can construct a CPIRpobd{Lip05] with com-
munication@(k-log? n+£-log n) wherek is the security parameter. Consequently, we
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can construct an OT with communicati®fk -log? n 4 £-log n), if an IND-CPA secure
length-flexible additively homomorphic cryptosystem &xiginally due to the results
of Gentry and Ramzan [GRO05], there also exists an OT protwitbloptimal commu-
nication®(logn + ¢ + k), if we assume thab-Hiding is hard and that an IND-CPA
secure additively homomorphic cryptosystem exists.

Another two-message OT protocol was proposed by Kalai [Kal8er protocol is
secure in the standard model, whereas our protocol recuire-knowledge proof that
the public key is valid. On the other hand, the query of Kalprotocol does not consist
of ciphertexts and thus cannot be used for the CDS protocotebVer, Thm. 3 holds
even with incorrectly formegk provided that the corresponding encryption rule is ad-
ditively homomorphic and it is still possible to detect ifidaiphertexts. Therefore, we
can omit the zero-knowledge proofs fgk provided that we can verify that the plain-
text order does not have too small factors. For small enguayid public plaintext order
this can be done efficiently by using Lenstra’s Elliptic GaiMethod, see App. A for
further details. Hence, it is possible to achieve two messag non-amortised round-
complexity in the standard model under stronger computatiassumptions.

Finally, note that small detectable factorg¥dtan be effectively eliminated. Namely,
a server can eliminate a known facterby multiplying a ciphertexEncpi () with
Encpk(pr) for r « Zy. Then the client can learn only a coset pZy, i.e., we have
established a new cryptosystem over a new message ZpaQe,, ~ Zy /.
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A Non-interactive Partial Public Key Validation

Next, we propose another technique to transform the prapmsgocols to be secure in
the the standard model. It does not need extra messagesdils ae extra amount of
computations by an honest server. Namely, Thm. 3 holds eitdrineorrectly formed

pk provided that the corresponding encryption rule is adeligishomomorphic and it

is still possible to detect invalid ciphertexts. In partamithe Paillier cryptosystem is
homomorphic even if a public modulus is incorrectly formed. Thus, the verifica-
tion of pk can just consist of computing a lower boumdn factors of N. For small
enoughy this can be done efficiently by using Lenstra’s Elliptic GaiMethod [Len87]
which works in timeexp((v/2 4 o(1))y/Inp - InIn p) wherep is the smallest factor of
N [zZDO06]. If we want the server's computation to be polynomialog N then we
have to take a sufficiently small To provide some concrete numbers note that ECM
allows “efficient” detection of 88-bit factors. Assume thhe desired server-privacy
level is274%, Such a choice of, is most probably sufficient in practise. Then, in the
case of the DIE protocol, one has= 47, which is sufficient for several applications. In
Spring 2006, we verified this approach by using the suggegitichal parameters from
[ZimO6b], on an AMD Athlon 64 3000+ processor by using the GEEM software.

As an example, iftN = pq, wherep is an88-bit prime andg is an (1024 — 88)-bit
prime then one has to run the ECM algorithm on an expe2@écturves with bounds
B1 = 50000 and B2 = 5000 000. Testing on one curve with these parameters takes
approximately2.5 seconds, and thus testing that the smallest factor is greae23°
takes9 minutes on average. On the other hand; i§ an66-bit prime then it takes an
expected’7 curves with bound€31 = 11 000 and B2 = 1 100 000. On the same plat-
form, testing one curve with these parameters takes appeigly0.66 seconds and
checking the bound®” takes51 seconds on average. Given the advances in the ECM,
we would expect the quoted timings to decrease dramatioadly the next few years.



