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Abstract

We consider the problem of using untrusted components td bairelation-resistansurvivable storage systems
that protect file replica locations, while allowing nodesctmtinuously re-distribute files throughout the network.
The principal contribution is a chosen-ciphertext secsearchable public key encryption scheme which allows for
dynamic re-encryption of ciphertexts, and providestode-targetedearches based on keywords or other identifiers.
The scheme is provably secure under the SXDH assumptiorhvioicls in certain subgroups of elliptic curves, and
a closely related assumption that we introduce.
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1 Introduction

The past decade has seen growing interest in techniquesdtacfing critical data even in the face of catastrophic
storage failure. Recently, a number of loosely-related@gghes have surfaced which guarantee data availability by
massively replicating records across decentralizednpiaty untrusted, “survivable” storage networks. To emesthne
continued availability of content after storage nodesdaibave the network, survivable storage networks contislyo
re-distribute replicas from machine to machine. Idealbytent redistribution is provided as a service of the nelkwor
and should not require the active participation of contenifighers.

Recently, Srivatsat. al.[37] showed that a number of survivable storage systems[@hg1]) are vulnerable to
targeted denial of service attacks, as these systems makteenapt to hide the location of content replicas within the
network. An adversary can locate selected file replicasha@aetwork’s search mechanism, or by manually examining
stored collections for identical instances of a replicac®located, the adversary can limit access to the selecésd fil
(and defeat survivability) by disabling the small subsedtofage nodes which host the target content.

In this work, we propose techniques foorrelation-resistant storagewhich protect content replicas from tar-
geted attacks while allowing for continuous re-distribatby the storage network. The approach we describe allows
untrusted nodes to dynamically re-encrypt (i.e., randeiniike replicas such that an adversary cannot link the new
replicas to others within the system. Simultaneously, vezigie a flexible search mechanism which allows authorized
receivers to locate any matching replica by querying seraggles on information such as a keyword or other identifier.
We note that maintaining correlation-resistance whiléeaghg this remote search facility is challenging when atm
nodes are untrusted, as one must prevent malicious nodasérasing search queries to locate matching replicas at
other locations in the network. In that regard, the primamytabution of this paper is a new form of searchable public
key encryption scheme which allows foode-targetedkeyword search, i.e., queries sent by users to a specific node
cannot be re-played by that node to locate files stored elm@yv®ur keyword search scheme is related to the schemes
of [15, 42], but enables randomization of indexes and is abtwsecure in the standard model.

2 Related work

The importance of correlation-resistance in the settinguo¥ivable networks was recently highlighted in [37], wéher
it was shown how targeted denial of service attacks can byl against protocols based on Distributed Hash



Tables (DHTS). In these attacks, the adversary is able tartrsurvivability by compromising nodes and selectively
removing files, which is less noticeable than, for exam@maving every file on a given node. To avert such attacks,
the solution proposed in [37] requires publishers to gararaique replicas of a file using a randomized encryption
scheme, and to identify each with a unique record key for laieval. While this approach prevents an adversary
from correlating distinct replica instances, it does ntuvakthe network to generate new replicas on demand—a dritica
component of a survivable storage network. In fact, unlesdighers periodically inject new replica instances i t
network, the availability of content may decrease over tn@odes fail or leave.

Another area of research where correlation-resistancartgeplarly compelling (and that has received significant
attention over the last few years) is censorship-resigiahbtishing [3, 40, 39, 23]. There, the goal is to provide
schemes that allow for the anonymous replication of datassdhe network. In that setting, a number of censorship-
resistant networks have been deployed, some of such wiket;ileenet [19], Publius [40] and GnuNet [12], encrypt
stored data in order to protect content and provide plagisibhiability to storage node operators. While encryption
achieves this goal to some degree, these distributed nietaoe still vulnerable to correlation attacks when files are
dynamically transmitted from one node to another. If theesislary can identify such correlations, she may potentially
distinguish nodes hosting particularly controversialteom, or reveal information about queries made by network
users.

The targeted keyword search scheme we define extends psevarl in the field of keyword search on encrypted
data (see for example, [36, 15, 22, 42, 11]). Such schemesdgrmechanisms that allow users to remotely search
for keywords contained in encrypted documents residingjpotentially untrusted server. However, existing schemes
have two shortcomings which prevent their use in our apioa first, dynamic redistribution (i.e., universal re-
encryption) of searchable ciphertexts is not permitteddiges constructions (e.g., [15, 42]). Secondly, these system
do not allow users ttargetsearch queries to a particular server, which is necessamet@nt replays in our setting.
Finally, our keyword search scheme is secure in the standad|, and does not require random oracles. We believe
that the ideas we propose here may have applications to sgherhable encryption settings as well.

Lastly, the approach that we explore to dynamically re-gpicfiles is similar to the concept of Universal Re-
encryption, formalized by Gollet. al. [24]. Informally, Universal Re-encryption allows an urgted third party
to re-encrypt (randomize) ciphertexts without knowled§¢he corresponding public key. In the schemes of Golle
et. al, identification of ciphertexts required that the recipidetrypt each candidate using her secret key. Our
work can be viewed as extending the original setting of [24hliow for targeted remote searches of ciphertext
collections. Moreover, while the schemes of of [24] are @dgnantically secure, our schemes offer improved security
by addressing chosen ciphertext security under the IND-R@€Jinition of Canettiet al. [18].

3 Correlation-resistant storage and node-targeted keywat search

Survivable storage networks consist of a collection of lialée, untrusted nodes, which collaborate to ensure the
availability of content. To protect content in the event ofide failure, each record is typically replicated across
multiple nodes. Content is inserted into the network kpualisher and later recovered byratriever. In practice,
these entities may be one and the same, or they may be distiliviiuals. A publisher inserts a record into in the
storage network by transmitting it to some subset of storagies. These nodes may continue to offer the content for
later retrieval, may fail, or may re-distribute their camteto other nodes. Therefore, even when a retriever knaosvs th
identity of the nodes initially hosting the content, she hagguarantee that the desired content will remain at those
nodes. As such, to locate content, retrievers require @ls@agchanism.

The principal goal of a correlation-resistant network iptevent unauthorized parties from discovering the loca-
tion of a given piece of content, even when given knowledgiefplaintext or some set of ciphertext replicas. This
requirement must hold against adversaries who interatt motdes remotely (via the correct protocol), but should
also hold against an adversary who can compromise a stooatgeamd directly view its contents. More importantly,
since many survivable networks have a low barrier to paigdn, a correlation-resistant network must resist even
malicious storage nodes which use “insider knowledge”. (degjitimate search queries) to locate content on other
nodes.

To summarize, we list the specific security goals of our agpilon and the strategies we employ to achieve them.



e CONFIDENTIALITY: The contents of a stored file should not be intelligible te ttodes storing them. This
implies that the files need to be encrypted under a strong/pticn scheme. In particular, we require that the
encryption scheme provide indistinguishability againstt@in chosen-ciphertext attacks—specifically, IND-
RCCA secure encryption as defined later in this section.

e KEY-OBLIVIOUS REPUBLICATION WITH UNLINKABILITY : Continuous redistribution of records for increased
availability requires that we allow any unstrusted stonag@e to dynamically generate new, unlinkable instances
of a ciphertext without knowledge of the ciphertext’s patdey. This requires that our encryption scheme be
universally re-encryptable (a notion introduced in [24hd key-private. Note that such a scheme certainly
provides plausible deniability: the confidentiality of tbentent and and publishers’ identities nodes ignore not
only the contents they carry, but also their publishershtdees.

e NODE-TARGETED KEYWORD SEARCH CAPABILITY. The encryption scheme should support remote searches
which are initiated by users and executed by the storagesnoiie achieve this, we implement a form of
keyword searchable encryptid5, 42] which allows users to search a particular storagierfor files that
are encrypted under their public key and contain desirevieys. We require that search queries for a triple
(user, keyword, node) do not reveal any information about an index unless the inslsfored at nodeode,
and the index also embeds the paiger, keyword).

The next sections formalize these goals.

3.1 Re-encryption and CCA security

Ciphertext indistinguishability under chosen ciphertexacks (IND-CCA2) has become the de facto gold standard to
assess the security of encryption schemes. However, itdeas fioted in a series of works [18, 2, 35, 26] that IND-
CCA2 may be overly restrictive for some applications. Thigarticularly important for re-encryption (randomizafio
schemes, which are partially malleable by design, andd¢hosotsatisfy the requirements of the IND-CCAZ2 security
definition. As a consequence, earlier re-encryption canstms, such as those of Golid. al. [24] provide only
chosen-plaintext security (i.e., semantic security).

Recently in [18], Canetti, Krawczyk and Nielsen advanceélaxed security notion called ciphertext indistin-
guishability undere-playablechosen ciphertext attack (IND-RCCA). The schemes that wsept in this work are
designed to satisfy this definition, which [18] shows is sigfiit to prevent even subtle attacks on message security.
Intuitively, the IND-RCCA definition relaxes the non-matdlality requirements of IND-CCAZ2 to allow for operations
which do not alter the underlyingaintextof a given ciphertext. This simple relaxation is sufficiempermit general
re-encryption schemes.

IND-RCCA can be defined as follows: consider a public (or ijbencryption schemé& = (gen, enc, dec),
specified by its key generation, encryption, and decryptilgorithms, respectively. A prove® generates a key
pair (sk, pk), release®k to the adversaryl, and usesk to implement a decryption oract@g“(SK"). The game
proceeds with the adversary submitting a number of cipkedecryption queries, and then choosing a pair of mes-
sagegmo, m1). The security prover selects a randomihiencryptsn,, under the public key, and sends the resulting
ciphertext to the adversary. The adversary may continuei¢oygthe decryption oracl@geC(SK"), but now the or-
acle returns decrypted messages only when they differ frignor mq, otherwise returning a fixed value which is
not a valid message. The game ends with the adversary proimgunis guess bit’ to indicate which message was
encrypted by the prover. It succeed$’it= b.

Definition 3.1 (IND-RCCA [18]) The encryption schengis IND-RCCA secure if there does not exist a p.p.t. algo-
rithm A that wins the above game with success probability at Ie&3t+ , wheree is a non-negligible value.

3.2 Node-targeted keyword searchable (indexing) schemes

To prevent the replay of queries by malicious hodes,mmge-targetedkeyword search scheme incorporates an addi-
tional feature, which allows query authors to embed theipgly of a particular search party into the query itself.
This embedding process can only be performed by the origimidlor of a query, which prevents search parties from



(successfully) evaluating replayed queries. The secofiguch a scheme depends on the hardness of “re-targeting”
fully-formed queries so that they embed a different pampgblic key than the one embedded by the legitimate re-
triever. The protection offered by this feature does nov@nécolluding parties from sharing queries. However, in
the context of a correlation-resistant storage system sifficient to prevent malicious storage nodes from reiptay
gueries to non-colluding nodes. We define a node-targetpsideel search scheme as follows:

Definition 3.2 (Node-targeted keyword search)A node-targeted keyword search scheme is a tuple of (pgssibl
probabilistic) polynomial time algorithm&Setup, KeyGen,, KeyGen,, Createlndex, GenerateQuery, MatchQuery),
where:

e Setup takes a security parameterand outputs system-wide parameters.

e KeyGen; outputs a key paitpk ., , skuser) USed to implement access control.

e KeyGen, outputs a key paifpk, 4., sknode) @ssociated with a storage node. This key pair is usethfgeting
queries.

e Createlndex takes a public keyk .., and keywordw, outputing the index valué.

e GenerateQuery accepts a secret keytser, a keywordw, and the public key of a storage nogg,
outputs the node-targeted quéry

e MatchQuery accepts an indek, a node-targeted quefly, and a storage node’s private ké.q., and outputs
TRUE iff the query matches the index, and is evaluated by the con@de.

and

node?

In the context of correlation-resistant storage, whereckeadexes are distributed along with encrypted records, a
search scheme must also provide the means for storage moaleisersally re-encrypt (randomize) indexes, such that
the resulting instances are unlinkable with the originalserefore we add the following algorithm:

Definition 3.3 (Randomizable node-targeted indexing schee) A node-targeted keyword search scheme is said to
be randomizable if it also supports the algorithm:

e Randomizelndex universally re-encrypts an inddx outputting a new index’ which contains the same key and
keyword as the original index.

Informally, a record index embeds a keyword and a user'sipldely. Regardless of how many times an index is
randomized, correctness requires that a query match mdviht it was generated from the same keyword and the
user’s secret key, along with the public kg¥, .4 Of the storage node that executdatchQuery. We define the
correctness of the scheme:

Correctness: If an indexI is created by the callreatelndex(pk ., w), and later randomized times to valuel’
by calls toRandomizelndex(-), andT is the query obtained by computif@nerateQuery(skyser, W, Pk pode), then
MatchQuery(I, T, sknode) = true.

Soundness follows from the security definitions of our schésee below).

Indistinguishability of Index Values. Clearly a correlation-resistant storage system requiras diphertexts be
indistinguishable. Because index values are included eithertexts, this indistinguishability must extend toémds

as well, i.e., they must be indistinguishable to any partypwloes not possess the key, or a properly-formed
trapdoor queryl". This indistinguishability must hold even when the adver$eas access to valid queries based on
chosen key/keyword pairs. Boneh al. [15] formalize this property (as a variation of Gohrgdistinguishability
under Adaptively Chosen Keyword Attg2R]) in the public-key setting. We adapt this definitior§ih

Query Re-Targeting. While the above definition is sufficient to address the iniggtishability of stored index
values, it does not address the unique featuresde-targetedearch. In discussing this property, we first note that
node-targeted search does not prevent the intended neicgdia query froncolludingwith another party in order to
share queries. For example, a dishonest storage node rimgity publish its value ok 4., Which would allow any
party to evaluate queries targeted to the gy, ..



The goal of the targeting mechanism is instead to prellenestinodes from inadvertantly replying to re-played
gueries. We refer to attacks on this mechanisngaery re-targeting In such an attack, the recipient of a node-
targeted query” attempts to produce a useful search query targeted to aatiffhon-colluding) party. Intuitively, a
node-targeted keyword search scheme is secure if an adyajisenT embeddinduser, keyword, node), is unable
to create a new quer§’ which will reveal information about (non-adversariallgrerated) indexes stored on honest
nodes.

Our construction makes use of three-part records that toat&eyword-searchable index, a randomizable public
encryption key, and a payload. The payload is a ciphertext €kcapsulation and data encapsulation values) produced
using a key-private, IND-RCCA hybrid scheme. Re-encrypfice., randomization of) ciphertexts treats the entire
payload as a plaintext, and encrypts it using the hybridreehise&5); since the hybrid scheme is semantically secure
(a consequence of being IND-RCCA), it does not compromiseaittiinkability of two re-encryptions of the same text.
By using standard hybrid arguments (omitted here for the sdlbrevity), it is only needed that we independently
consider (1) the security of the indexing scheme and (2)eherity consequences of modifying the basic IND-RCCA
scheme by layering encryption steps to support universahogyption. In§6, we prove that each is secure under
appropriate assumptions.

4 Cryptographic setting and assumptions

Our scheme is constructible within paired groups: GetandGs be groups of prime order such that there exists
an efficiently computableilinear mape : G; x Go — G, whereGr is also ap-order group, and the following
properties hold:

1. Non-degenerate: IP is a generator ofs; and( is a generator o5, thene(P, Q) generate& .

2. Bilinear:e(aP, Q) = e(P,aQ) = e(P, @)%, where we write the group operation as additiofsinandG, but
as multiplication inGr.

In order for the scheme to be secure, we require that cemgagraphic assumptions hold, namely:

Assumption 1 (Symmetric External Diffie-Hellman assumption, or SXDHjttBG; and G, are DDH-hard groups,
i.e., given(Py, Pi, Py, P3) in G{ it is infeasible to decide if there is a valuesuch thatP, = zP, and P; = 2P,
simultaneously. The same requirement must holdsfor

In appendix A, we review the favorable evidence for the exise of paired groups which satisfy the SXDH assump-
tion. Variants of the XDH assumption [33, 14, 27, 17, 4, 6]uding SXDH [5] have been used elsewhere.

Our proofs also make use of a new assumption, named Impktgr&al Diffie-Hellman assumption, below. In order to
promote confidence in the assumption, we include in appeédigroof of validity in the generic group model [30, 34].

Assumption 2 (Implicit External Diffie-Hellman, or IXDH) Given groupgs; and G, where the SXDH assumption
holds, generated respectively, Byand @, and valuesP in G; and (Q, Ry, Q3, R3) in Gi. LetQ, be implicitly
defined by the equation( P, Qg) = e(P Q). Letr be implicitly defined by the relation); = Rs. Then the input
is further required to satlsfy‘Qz = R,. Ifit is computationally infeasible to produce a pdi’, a~bcQ), where
Qs = aQ, Q2 = bQ, andQ, = cQ, then it is said that the Implicit External Diffie-Hellmansasnption holds.

We re-emphasize that, in the above assumptibris not part of the inputs, but it is given implicitly by eithééve pair
Qs3,7Qs3, as well as by the poinP.



5 CRES A Correlation-Resistant Encryption Scheme

In this section we describe CRES, a scheme for correlatisistant storage and targeted retrieval from a storage
network. CRES allows for efficient encryption and re-entiipof stored records in order to maintain correlation-
resistance in a survivable environment. Specifically, dteme adapts the Universal Re-encryption setting of Golle
et. al. [24] to incorporate the targeted keyword search schemeaibesdn§5.1. This search scheme enables recovery
of files by allowing retrievers to author search queries Wiistinguish specific records. Storage nodes can use these
queries to identify matching records and return them tog)dmrt cannot re-target them to other honest nodes in order
to locate replicas. Moreover, the flexible query constorcive present can be based on a combination of user keys
and keyword identifiers.

5.1 A Targeted Search Scheme from XDH

A CRES record index is a construct that embeds a set of keywwshich can be matched to a query. Indexes are
generated by encryptors using the recipient’s public kay, @e transported along with stored records. To achieve
correlation-resistance in a storage network, indexes neagfficiently randomized by any partyithout access to
keying material. Although it would be convenient to use arsting public-key keyword search scheme, earlier
schemes (e.g., [15, 42]) are limited (by their setting) tdedding only two elements into a search query (user key,
keyword). By employing the novel SXDH setting, our schemepts searchers to embed an additional public value
into the query— the node’s public key— without compromiding security of the scheme. Additionally, our setting
allows us to build a scheme which is secure in the standarcehmaithout the use of random oracles. Our keyword
search scheme is loosely based on the IBE scheme of Watdrs\dith we adapt to the SXDH setting in order to
guarantee the indistinguishability of index valués.

The CRES keyword search scheme assumes a pair of SXDH susg©®u, G2), with generatorg P, Q) re-
spectively. Keywords must be selected from a dictionaryiné 8¢, where each keyword is uniquely identified
by a value{0,1}!. The global parameters of our scheme include two vecfors= (P,,...,P,) € G} and
Q = (Q1,...,Q:) € G with the requirement that(P;, Q) = e(P,Q;) for 0 < i < t. A trusted party gener-
ates these vectors prior to deployment (see below). We @&Boedan injective, public function and two functions
Fi {0, 1}t — G anng : {0, 1}t — Gy as:

e Fi(-): letd; be thei-th bit of the bitstringh. ThenFy(b) = >_ b; P;.
e F5(-): letd; be thei-th bit of the bitstringh. ThenF,(b) = > b,Q;.

We define our scheme as:

e Setup(7). Given a security parameter output a description of SXDH grouf&, G»), both of ordemp, with
an efficiently computable pairing: G; x Go — Gr, and values? and@ such that{P) = G4, (Q) = Go.
OutputP = (Py,...,P,)and@ = (Q,...,Q,) by computingP;, = z,P andQ; = zQ for z; €r Z,, and

discardz;.
o KeyGen,,,,. Output a user's keypaik ser = 5 €Eg Zp, pkeer = SP.
o KeyGen, 4. Output a storage node’s keypakiode = & €Rr Zp, Pknoge = Q.

e Createlndex(pk ., w). Given a user’s public keyk,.., = sP, and a keywordv € {0, 1}, compute the value
Z = F1(w), select a value €y Z,, and output the indeX = (rsP,rZ).

e Randomizelndex(I). Given an index’ = («a, ), select a valuer €r Z,, and output the new indek =
(ra, r3).

o GenerateQuery(skyser, W, pknoqe). Given a user's private keykyser = s € Z,, a keywordw € {0,1}*, and
a node’s public keyk = zQ, first computeY = Fy(w). Next, selectt €r Z, and output a query
T = (ks(zQ), kY).

e MatchQuery(I, T, sknode). Given an index = («, 3), a targeted query’ = (v, ), and a node’s secret key
sknode = T € Zjp, We say that the query matches the indetif 3, v, zd) is a co-DDH tuple. Ife(a, zd) =
e(3,7), OutputTRUE, otherwise outputALSE.

node

1we note that the techniques used in this construction mightte adapted to construct a key-private IBE scheme sattie standard model.



Correctness: The above indexing scheme allows for retrieval, as keywadgxes will match those queries which
were created using the same keyword, the correct secrepfayided thatMatchQuery is executed by the intended
node. This remains true even when the indexes are randontizedo the bilinearity property of the pairings. The
key to generating useful keyword indexes is the ability tmpate the functiong’; and F; on an inputw such that
logp F1(w) = log, Fa(w). If we refer to this (unknown) discrete log valueasve can express the randomized index
pair I as(rsP,rzP), and the randomized que#yas(zksQ, kzQ) (for arbitrary values of, r and sknode = z). FOI-
lowing the process describediatchQuery, it should be evident that the combined valgesP, rz P, xksQ, ©kzQ)
form a co-DDH tuple.

Security: The above scheme allows users to ensure both indistindniigp#or search indexes, as well as protection
against query re-targetingithoutrelying on the use of random oracles. §&we formally prove the security of this
scheme.

5.2 Design of CRES Records and Algorithms

In what follows we disregard issues related to ciphertexgile, although we note that in practice correlation-rasise¢
requires that publishers disguise record lengths throlgluse of padding, and by partitioning long plaintexts acros
multiple records. CRES records consist of a searchablexindpended to an RCCA-secure ciphertext containing
the record data. In addition to the ciphertext and searcixipgiach CRES record includesaadomizecdencryption
key which is used to facilitate re-encryption. The ciphetriadistinguishability afforded by each of these elements
ensures that an adversary who does not possess the reeaitiedgey will be incapable of linking two equal-length
encrypted records.

For reasons of efficiency, CRES records are encrypted ugigbrid encryption scheme, defined kgy encapsu-
lation anddata encapsulatiomechanisms with the following notation.

e ENC-KEM(pk,r): Given a random seed generate a session kéyand encrypk under an asymmetric (pos-
sibly randomized) encryption keyk to encapsulate the session key. Output the @i E) where K E is the
encapsulated key.

e DEC-KEM(sk, KE): Given an encapsulatioA E along with an asymmetric decryption key, output the
session key.

e ENC-DEM(k, M): Given a keyk (derived fromENC-KEM), encrypts a plaintex@/ and outputs a cipherte&t

e DEC-DEM(k,C): Given a keyk (derived fromDEC-KEM), decrypts a ciphertext and outputs the plaintext
M.

We require that the KEM/DEM combination used to encrypt CRE®rds provide IND-RCCA or IND-CCA2 secu-
rity (the latter definition implies the former). An examplesuich a scheme is PSEC-KEM [35].

5.3 TheCRESScheme

Randomized

Indexes  Encrvotion Key  Symmetric Ciphertext Encapsulated Key
R: Wp| [w@h]| [ENC-DEMK,M) | ke
Randomization Randomization | Data Encellpsulation ! Elﬁzva sulted Key
R Weorg)| [@m9] | ENC-DEM(K, R) KE

Figure 1: Re-encryption in the CRES protocol. The record index anenayption key are first randomized. The KEM uses the
randomized key to output a new key encapsulation and a sdssyovhich is used to re-encrypt the entirety of the origneabrd.
Finally, the new key encapsulation is appended to the iaguttphertext.



INITIAL SETUP Encryption in CRES requires a set of system-wide paramekefiaing a pair of XDH groups
(G1, Go) with generator pointd® and @, respectively, and the vector3 and Q Group parameters can be shared
across any number of CRES deployments. As each node joimetirk, it generates a unique public/private key
(sknode = T, Pk oge = @), and publishegk .4 USing a public-key certification mechanism. Each user isjiséem
generates a keypair for use with the indexing schéshg.. = s, pk .., = sP). The user also generates an Elgamal
keypair sk pke< ) = (x, (g, ¢%)) where(g) is a DDH-hard group of order that is distinct fromG, andG, and

use user

x €r Z,. The user then publishes his public k€y$ ..., ke ), and delivers the secret keys to authorized receivers.

Note that users are not required to certify their public kéjse scheme only requires that nodes have PKI-certified
keys.

enc

INITIAL RECORDENCRYPTION Given a user’s public key®k .., ke, ), @ plaintext), and a set ofi keywords

wy, wa, . . . Wy, the encryptor first generates a new record inbleased ok .., by invokingCreatelndex(pk ee,, null).
This index allows retrievers to search for all records bging to a specific user, without specifying any keyword. Ad-
ditional indexes are added to allow keyword search for thede/@ , wo, . . . w,. ENC-KEM is then invoked using
pkiae,, In order to generate a new session kegnd key encapsulatio”A £. To allow decryptors to detect the ini-
tial layer, a redundancy check is provided via appendingsh ffianction to the plaintextk is then used to encrypt
the plaintext using the Data Encapsulation Mechanism (dneaticated symmetric encryption scheme). Next, the
encryption algorithm selects a randome Z, and generates mndomizedencryption keypk, = (¢",¢"") from
pkies,- The key encapsulatioR £ and randomized keyk , are appended to the output, producing a re-encryptable,

user*

key-encapsulated ciphertext.

RE-ENCRYPTION AND RE-PUBLICATION Given a record and its associated search indexes, the rgpding party
first randomizes the encryption key; ; by exponentiating both terms by a new random value Z,. The re-
encryptor next randomizes each record indidsy callingRandomizelndex(I). ENC-KEM is then invoked usingk p,
which results in a new session kéyand Key EncapsulatioK E’. As in the initial encryption stagé;’ is used to
encrypt the entirety of the input recoRI(including the previous key encapsulatioA) E’ is appended to the resulting
ciphertext, producing a new key-encapsulated record. &tencryption process is illustrated in Figure 1.

DecrypPTION If arecord has been re-encrypted multiple times, decrgimd verifying its authenticity may require
multiple iterations. To remove each layer of encryptioe, decryptor first parses the record to recover the record data
and key encapsulation valdéFE, which is then decapsulated to reveal a session key. Nextettord data is decrypted
using the recovered session key. This step may fail if thkegigext is invalid—the DEM mechanism is assumed to
be IND-RCCA (or IND-CCA2) by itself. Otherwise, the decrgptvalue is parsed to detect the redundancy (hash)
added during the initial encryption stage. If this redurmais not discovered, then the decryptor assumes that it has
uncovered an intermediate layer, and repeats the previgps ® uncover the next layer. Should it become impossible
to decrypt further layers, the decryptor rejects the cifghr

6 Security analysis

In this section, we show that our constructions achieve ¢carity properties set forth i§8. We initially concentrate
our efforts on analyzing the security of the indexing schemly. Later, we show how our hybrid constructions for
file encryption/re-encryption achieve the appropriateisgcnotion (IND-RCCA). We achieve this by starting with a
hybrid scheme that is IND-RCCA and showing that the uniMeesgncryption construction preserves that property.
In particular, this extend the security analysis of the iybonstruction proposed in the scheme of Gelleal.[24].

6.1 Index indistinguishability

Simulation model/Non-adaptive settingde subsume all dishonest parties as a single adverédwyhich includes
both users and storage nodes). We adopt a non-adaptivegsesti., there exist two sets of public keys, thecom-
promised keysorresponding to honest nodes and/or users, ancaimpromised keyselonging to the adversary, and



the character of a party as honest or adversarial not doeshaoge during the simulation. We formulate the index
indistinguishability property as an indistinguishalyilgame. The game captures all of the security requirements of
the indexing scheme except for the resistance agqirety retargetingwhich we consider separately.

Setup:We relate certain forms of adversarial success with sirmuksiccess in solving the DDH problem. Suppose
the simulator has been challenged with a trip‘f@, P, P3> € G3, and seeks to determine whether these values form
a DH triple. At the beginning of the simulation, the simulafbgenerates the public vectors e G} and@ ¢ G%
such that fork = 0,...,n P, = ax P andQy = axQ, with a;, known toS. The simulator also generates several
private/public key pairs;, pk . (i) = pkyer(Ui) = s, P, except in the case of one the users, for which it sets the
public key equal ta? . It publishes the vectorB, Q and the honest users’ public keys,.., (¢). Note that this global
setup and public key generation method is indistinguigh&bim the correct setup of the protocol, as the values are
randomly distributed.

Special simulator commit stefret  represent the index of the user specially chosen by the atoruto have public
key P. Letw; be one of the keywords in the keyword list. The get) is the simulator commitment.

Adversarial queries:After the public keys have been generated and publishedadliersary4 knows the list of
honest users’ public keyk, oo (7) }i=1,...n. It also knows the list of keywords, of lengthm. During the game,
A may choose a new user/keyword p@if;, w;),i = 1,...n,j = 1,...,m, and submit it to the simulator, with an
extra instruction, with possible valugadex or query. In each case, the simulator will cause the honest Bgde
create an index for its own identity and keyward and store it at another node. If the instructioniex is given, the
simulator instructs the honest parties to let some (patytie-published) randomization of the index eventuadigah
an adversarial node. In the case afwery request, an adversary-targeted query will reach the aamerblote that
the adversary may place bathdex andquery requests for the same user/keyword pair, and may interleaueests
in any order.

Index generationif the adversary requests an index for the g&dr, w;), and(i, j) # (i, ), the simulator computes
Fy(w;) = S2'_, b; 1Py, where(b; 1) is the bit-encoding ofv;, and P = (P;);—,._;. It then generates the value
(rsiP,rF1(wj)), for some random valuein Z;. It republishes that value a number of times and then delitéo
an adversarial node. If, on the other hand, the adversanests|an index for the pajt/;, wj), the simulator first
computesy such thatry (w;) = a.P—which can be done because it knows the discrete logaritheverfy P; to the

basisP. It then returns{1537 a152) as the index. This is a correct index only when the simulatcnallenge triple is of
Diffie-Hellman type.

Query generation:If the adversary requests an index for the p@ir, w;), and (i, j) # (i,7), the adversary first
computesxy such thath(wj) = a@—again by using knowledge of the discrete logarithmg)»fto @, and then

generates the valueaQ, rs; P), whereQ is an adversarial node’s public key. If the adversary retguas index for
the pair (24, w;), then the simulatoaborts the simulation|t then throws an unbiased coin and returns a guess for
whether the challenge triple is DH or random.

Final guess:Without loss of generality, we assume tbasubmits anindex requests foall user/keyword pairs, and
also submitgjuery requests foall but onepair. At the end of a non-aborted simulation, the advershoykl have

at least one value which could be (1) a random value, or (2)@ex corresponding to the only user/keyword pair for
which it does not have the corresponding query. At this pdiret adversary may either guess whether the stored value
is a legitimate index or not.

Theorem 6.1 Let A be an adversary that has advantagg,. ;.4 against the index indistinguishability game, in a
system withn keywords and users, performing 4 computational steps. Then, itis possible to construct areeshry
B that solves DDH instances ir6mnq 4 steps, with advantage, p 7, where:

1
EDDH = mm{z, 8€ide_ind }-

This result is dight reductionin the standard model, provided that ;. ;nqd < %. To see this, note that while the
statement appears to indicate a somewhat looser redudtiodeterioration factot /2mn, in fact the proper measure



is probability of breakingper user/keyworgbair (since there are now many choices to an adversary) hwhipist
=idzind | g deterioration factor of a single bit in the effective ségu

In order to prove the above claimed result, first note thatnelier the simulation does not abort, the adversary
ends with a perfect instance of the index indistinguislitgtgame. Moreover, when the challenge tuple is a DH tuple,
and the adversary is challenged with a correctly formednideannot distinguish the special user/keyword pair from
other pairs. Therefore, in this case, the simulation mushgmugh to the end with probability equal tgnm, where
n is the number of users and, of keywords. Let;, . . be the advantage (over random guessing) thétas in
correctly identifying “DH tuple” indexes conditioned onlieing true. Then, in 1/2 of the cases where the challenge
tuple is a Diffie-Hellman tuple the adversary has advanfgfggﬂ.

When the challenge is not a DH tuple, however, it is possh#ethe adversary might detect the difference between
the indexes and force the simulation to fail with probapltitgher thanl — 1 /nm, say probabilityl —p. The simulator
can use the difference of probabilitynm and1 — p to break DDH, as follows. Say, for instance, that ﬁ Then,
repeating the simulatioh6mn times, the expected number of successful simulatioms is the first case, but only
in the second. The differencegswhich equals twice the standard deviation, which here leguaBy the Chebyshev
inequality? the the simulator can conclude that this is not a DH tuple withbability at leasB/4, and advantage/4.

We can conclude that > ﬁ (Assuming willingness to perfor6mn simulations.)

Similarly, if the challenge tuple is NOT a DH tuple, and thmslation succeeds, then the simulation is a perfect
reproduction of the index indistinguishability game whie tidversary is challenged with a random index. In this
case, the adversarial guess can also be used to providet@sdar the DDH tuple. Let be the adversarial
advantage in correctly guessing “non-random tuple” comwkitd on it being true.

Assembling it all together, we see that the simulator achgain breaking DDH using the index indistinguisha-
fl >
bility adversary is at leashin{ %, -1 (Zidsind 4 Zideind )} which is bound below bynin{1, 52— (g4z_ind) }-

n

idx_ind

6.2 Infeasibility of query re-targeting

This game is very similar to the index indistinguishabilitye, except that the simulator does not need to embed
Diffie-Hellman tuples in the public keys of any honest usé&wdditionally, instead of requesting randomized versions
of all indexes and all but one query, the adversary requéisis@ries. Its task is to construct a query for a particular
index, targeted at an honest node.

First, we note that, since in our setting there are no effisi@momputable homomorphisms froBy to G,, neither
indexes nor the values of public keys of users will help wiith forgery, as they are values@ . So we only need to
concentrate on the received queries, which take the forpyFo(w;), 7 j2s,Q)), wherex is the adversary’s private
key, ands; are the private keys of honest users. Fheare the randomizing values, unknown4o

The adversary can easily use its knowledgeof to “untarget” the received queries, and get; ; F» (w; ), i ;$:Q).
The problem statement is then, given such values, as wetleagublic keys of honest nodes, 4. (N ), compute
(TFQ (wj-), ngpknode(-/\/’u))’ for some ChOiCQ}, %, ﬁ) Labelingam — Ti,j&jy WhereéjQ = Fg(wj), ﬁi,j < T4, Sis

andy, — x,, wherepk,4.(N,) = 2,Q, we get: Givenw, ;Q, 3:,;Q,7.Q, 3,Q), findT = (Q’, a;;ﬁg_j%l@/)a for

some choicéi, j, ) of indices. We are now ready to show the reduction. Note tleamaedify the simulation game
so that now the adversary receives queries already “urteatgevhich gives the adversary an equivalent view of the
problem as far as the query re-targeting task is concerned.
Theorem 6.2 Let A be an adversary of the query re-targeting, with advantagg,,4.: in g4 steps, on a system
with m keywordsy honest users, and honest nodes. Then one may uéo defeat IXDH inmnuvq 4 steps, with
advantage:

EIXDH Z Eretarget -

Again, the above result is tigght reductionin the standard model to the IXDH assumption. Note that witike
reduction seems “loose” by a factbfmnuv, the appropriate comparison here is with the security per/ksyword/-
node triple, in which case the reduction involves no seglogs.

2The variance of a sequence of independent events given tsathe distribution equals the square root of the expecteg val
3The Chebyshev inequality [29] says that the probability tha number of observed occurrences of an outcome in a séniepeated experi-
ments differs from the expected value 4y, whereo is the variance, is no larger thagu?2.
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Now, to show this result, assume the simulator starts witetagvaluesP in G; and (Q1, rQ2, Qs, 7Qs) in
Go, Wheree(P, Q2) = e(P, Q). It wishes to obtaif(Q’, a~bcQ’), whereQ’ is any element ofs5, andQs = aQ,
Q2 = bQ, Q1 = cQ. S chooses random valuék, during the setup phase such that it knows the discrete thgaof
eachQ;, with respect ta)s. It setsP to be a user’s public key, argh to be an honest nodes’ public key, and generates
other user’s public keys so that it knows the respectivegpeikeys. Now, the simulator can answer any adversarial
queries for pairg{;, w;, wherel{; does not have public ke. In the case for a query wit as the user’s identity,
the simulator can use the knowledge of the discrete logardthof F»(w;) with respect taQ3 to answer the query
with the value(r'rQ,, 7'r5,;Q3). Itis straightforward to verify that the simulation is pecf, and that the chance that
the adversary will choose the same values prepared by thdaton equalﬁ, wherem, n, andv are respectively
the number of keywords, honest users, and honest nodesctiegty. The result follows from the IXDH assumption
stated ing3.

6.3 IND-RCCA security of hybrid universal re-encryption schemes

The principal result described in this section is the notlat RCCA-secure universal re-encryption schemes may be
constructed from an RCCA or CCA2-secure hybrid encryptidresne which allows for the randomization of public
keys.

It is clear that no re-encryptable construction can meet-IBDA2 security requirements, because IND-CCA2
security implies a strong non-malleability of ciphertextsamely, that it be infeasible to produce new ciphertexts
from an existing ciphertexgvenif the new ciphertexts encrypt the same plaintext. Howeasrobserved in [18],

a re-encryptable (“publicly randomizable”) scheme mayeied be IND-RCCA secure. To illustrate this point, [18]
presents a simple composition in which a message is firsypted using a CCA2 or RCCA-secure scheme, and the
resulting ciphertext is encrypted under a re-encryptal#d-8ecure scheme. The remainder of this section simply
extends this result to the case whiversalre-encryption (where the public key is not known), and destiaites
that RCCA-secure universal re-encryption schemes may bstremted from existing IND-RCCA (or IND-CCA2)
KEM/DEM constructions that accept Elgamal-type keys.

Theorem 6.3 If a hybrid schemé+{£ is IND-RCCA, then so is the universal re-encryption schéff& obtained
from HE via the layered construction. More explicitly, suppose tiaadversary té/HE succeeds with probability
at mostey ¢ after gp decryption queries to the decryption oracle, in which it mfiaryvard ciphertexts of total length
Lp. Thenthe adversary tHE success with same probability aftesx{qp, LTD} gueries to the decryption algorithm,
where/ is the minimum amount of ciphertext expansion by applicatictheHE-encryption scheme.

Proof: Let.A be an IND-RCCA adversary 6fHE, and we show how to implement an IND-RCCA adverdaiipr
HE.

Key generationThe challenger gives public keyto 3, which is forwarded to4.

First stage:Each timeA generates a query of the forfaiphertext, ¢), 5 simulates the universal decryption algo-
rithm, making a call to thé{E-decryption oracle for every layer of decryption. It fonaarthe final result tod.

Choice and Challenge:A generates a choicghoice messages, mg,my), which 5 forwards to the challenger.
WhenJ5 receives the challenggit sends: to A.

Second stagels interpretsA’s and the challenger’s actions exactly as in the first stage.

Guessing stageivhen A puts forth a guesky, B forwards this guess to the challenger.

It should be clear that the simulation succeeds, with equ@dability in both cases. We only need to account
for the fact that one query oft may result in severaB-queries to a+{&-oracle, while successive encryption layers
are removed. Each query & to HE results in a length decrease of at leadfits. So5 cannot make more than
Lp/¢ queries, wherd.p, is the total length of the ciphertext, exceptAf puts forward queries smaller less théan
length (guaranteed to fail), in which caemakes at least one query for each.4% queries. Hence the bound
max{qp, Lp/¢}.

4¢ is a non-zero number, as it includes at least the KEM lengththe DEM minimum ciphertext expansion, which is non-zemcsiit
implements an authenticated mode of the symmetric blodkecip
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7 Conclusion

We present the requirements for a new survivable storagehatth the property of correlation-resistance. To achieve
this we offer a specific construction that meets our privaglgwithout imposing unnecessary rigidity. In doing so, we
provide a provably-secure public-key encryption schemiglwvhllows for dynamic re-encryption as well as targeted
keyword search.
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A DDH-hard Pairing Groups

In most applications of pairings to date&yo mathematical propertiegre exploited: The existence of the bilinear
pairing (defined between distinct, prime order subgroupthefelliptic curve) and alistortion map The latter is
required for optimization reasons: One of the paired grosipgiefined over the base field, typically;, whereq is a
prime in the 160-300 bit range; while the second group is ddfover a larger extension fielR). (for £ = 6, elements
of this field require in the range of 960-1800 bits to repr&se@rherein group operations are less efficient.

To avoid the performance penalty, super-singular curvesadopted. In such, there is a computable homomor-
phismy : G; — G2 from the base field-defined group to the group defined overxtension field. One may then
define a distorted pairing entirely withi®, asé(g, h) := e(g, ¥ (h)). Because the pairing “internalizes” to the group
admitting short representations, one obtains better paence for many pairings-based internalized protocols. An
other consequence of the existence of an “internal” paiisndpat G; admits an efficient Decision Diffie-Hellman
solver, and is therefore DDH-easy.

Until recently, it was thought that the existence of a disbormap was key to reasonable performance with pairing
operations. However, implementations by Barreto et al] figinonstrate that the non-supersingular MNT curves
(after Miyaji, Nakabayashi, and Takano [28]), resultniore efficient implementations of pairings-based protocols
than supersingular curve implementations, when one alssiders that non-supersingular curves achieve comparable
security to supersingular ones at smaller key sizes. Thaseshave received a good deal of study, for example [38,
28,7,31, 32,16, 20, 9, 8].

One consequence of the adoption of these curves is thag distiortion maps do exist fanostof the subgroups
of these curves, they have been proven NOT to exist on the matistal subgroup choice, namély above which is



defined over the base field. In fact, it is a result of Verhe8] fBat for both eigenspaces of the Frobenius map for the
field extensior¥ . /IF, there are no distortion maps. The grad@pdefined over the base field is the eigenspace where
the Frobenius action is trivial (eigenvalue equal}pand the other eigenspace corresponds to a gauphere the
trace of Frobenius equals We re-state Verheul's results here, for the sake of makirsgappendix self-contained.

Theorem A.1 (Verheul’s theorem [38]) LeE’ be an MNT curve defined over a base fiBld and such that(FF,)
contains a large subgrou@; of prime orderp. Let¢ > 1 be the (small) embedding degree(®f, and letG, beany
p-subgroup of the elliptic curve different fro@, and fromG;. Then, there doesot exist an efficiently computable
distortion mapy from G, to G2, while thereexistsa distortion map frontz; to G;.

In the above(s, again refers to the-order trace-0 Frobenius eigenspace WithifiE ¢ ).

Notice that the statement of Verheul's theorem remainsifrtne roles ofG; andG, are reversed. On the other
hand if G, is chosen to equak;, we get instead a situation in which neither of the two paenups admits a
distortion map. In the first case, we pose the assumptiorith& a DDH-hard, while in the second, that bdth and
G4 are DDH-hard. This lead to the asymmetric and symmetrid@esof the XDH assumption:

Assumption 3 (Asymmetric XDH assumption) LEtbe an MNT curve defined ovEy, such thatt/(F,) has a large
subgroupG; of prime orderp with small embedding degree Let G, be the any subgroup af(F ) different from
bothG, and from the trace-0 subgroup &f(F ) under the Frobenius map @ . /F,, ande : G, x G, be the Tate
pairing. If G, is a DDH-hard group, we say that thisymmetric external Diffie-Hellman assumptibolds (XDH)
for the pair(Gq, G2).

We are not the first authors to use the above assumption fixinggecryptographic constructions [33, 14].

For the sake of completeness, we also describe the symm@ticassumption. This assumption is not used in
this paper, but can be used to provide additional privacyantees in our setting (these extensions are presenteel in th
full version of this paper.) As far as we know, the assumplielow has not been used for cryptographic protocols:

(Symmetric XDH assumption, or SXDH) Let E' be an MNT curve defined ovéf,, such thatE/(F,) has a large
subgroupG; of prime orderp with small embedding degree Let G, stand forG, i.e., the trace-0 subgroup of
E(F ) under the Frobenius map Bf. /IF,, ande : G; x G, be the Tate pairing. If BOTHz; andG, are DDH-hard
groups, we say that the Symmetric external Diffie-HellmaX@sl) assumption holds for the pai1, G2).

Note that, while Verheul’s theorem does not prove that tlebEnius eigenspaces in MNT curves are DDH-hard
groups, it does rule out the only methods known to date thateaused to solve DDH in elliptic curve subgroups,
namely the use of pairings in combination with distortionpsiaTherefore, it would seem to indicate that the XDH
assumptions (symmetric and asymmetric) are reasonalrkpekations of our current state-of-knowledge about the
hardness of DDH problems.

The work of Galbraith and Rotger [21] is also directly relet/# our constructions; this latter paper expands on
Verheul’s investigations on distortion maps, providinggdical constructions of distortion maps between subgsoup
(in the cases where they exist).

B Proof of IXDH in the generic group model

We now proceed to prove that IXDH holds in the generic grouplehoThe model, introduced by Nechaev [30], and
further developed by Shoup [34], uses the artifice of comsigethe binary encodings of group elements as black
box algorithms (oracles). Therefore, the only algorithiimased in “generic groups” are those that do not exploit the
characteristics of a particular encoding.

Definition B.1 The encodingg;,i = 1,2, orT', are arbitrary mappings of elements#f to elements o&;, G, or
Gr, respectively. This encodings are moreover assumed tesept homomorphisms of the grai#,, +) to eachG;
(under its defined group law).



Generic Group Model: Assume that there exist efficient oracles to compute eacbdémg above, but otherwise
these mappings are opaque, i.e., black boxes which arenierablle to cryptanalysis and cannot be distinguished from
random oracles. The resulting computational model is theatled Generic Group Model, or Generic Model (GM).
Under such computational model, the cost of computing diedogarithms can be shown to be exponential, with the
most efficient algorithm being of the baby-step/giant-sye, such as Pollard’s rho.

Extensions of the GM: In the generic group model, the discrete logarithm problBirR), (computational) Diffie-
Hellman problem (CDH) and decisional Diffie-Hellman prabléDDH) can all be shown to require exponential effort.
The model has been extended [13] for (pairs of) groups withinggs, by adding other mappings. The pairing oracle
e(-,-) accepts as inputs encoded pairs of element&;irx G2, and returns an encoded elemenGaf. It implements
a bilinear, non-degenerate mapping, which is otherwisejopdo analysis. The net result of adding this oracle to
the model is that the co-DDH problem becomes efficiently catalple, while the co-CDH, and the DDH problem in
G;,1 = 1,2, or T, remain exponentially hard. These results are in accomlamthe current empirical knowledge of
low embedding degree MNT-type curves, within the range of éiges for which the MOV attack does not enable
faster algorithms for the DLP (see above paragraph).

We now prove that the IXDH conjecture holds in the genericigronodel:

Theorem B.2 Lety;1(1), x2(1), andxr (1) be given encodings of generators®f, G2, andG, respectively. Sup-
pose that one is also given encodinggY’) of an element iiz,, and of elementg2(X), x2(RY), x2(RZ), x2(2).
Then, the number of steps that an algorithm will need to perfon average before it may output a pair of encodings

x2(SZ), x2(SXY) with probabilitye is at Ieast\/j_p, wherep is the order of the group.

A generic algorithm maintains a list of polynomidls, ¢ = 1,2, or T', for each group. Let; ; stand for the length
of the i-th queue at step of the algorithm. Thej-th element of listF; is denoted byF; ;. Note that the lists are
initialized as:

F1 = {1,Y},T170 = 2; F2 = {1,X, RY, Z, RZ}7T2,0 = 5; FT = {1};TT,0 = 1.

At any particular step, the algorithm may use the group deraracle within one of the groups to upddte;, —
F, v £ F; v, wheret’ and¢” are smaller than. The new polynomial is then added to the list, and therefpre—
Tit—1 + 1, while the other lists do not grow. The algorithm may alsdeéas choose to consult the pairing oracle to
obtainFr, — Fy ,Fy .~ for somet’, andt” smaller thart (alsorr, < 7 ,—1 + 1). At any particular point in time,
the polynomials; ; have the following general form:

Fii= o+ 6Y
o= vm+6X+eRY+GZ+0RZ
Fri= m+uX+rkRY +MZ+ pRZ+ 1Y +m XY + ptRY2 +0:ZY +vRZY

Now, each of these polynomials correspond to one element@bbthe groups, that is computed by the generic
algorithm. The encoding oracle keeps a list of the abovermqmtyials and performs equality testing. If a polynomial
is new, it responds with a new value @ at random for the computed by the algorithm. Otherwise,dkfoup the
previously returned value, in order to provide for congistdeterministic answers.

In order to produce the answer we need to have two of thess ptepluce equal coefficients for the term XY
and the term Z, in the lisk. In other words, we need that (X, Y, R, Z) — F2 1 (X,Y,R, Z — XY) = 0, with
Four(X,Y,R, Z)—F> 1 (X,Y,R, Z) # 0. (l.e., the polynomials became identical after—not befetiee substitution
Z =XY.)

However, substitutingg = XY in the equations foF , above, and subtracting, we get:

(’Yt’ - 'Yt”) + ((St/ - 5t//)X + (Et/ - Et//)RY +(Z — (XY + 0 RZ — 0:n RXY.

If the above polynomial is to be identically then~y,, = ~, 0y = dp, andey = €+, and all other coefficients must
equal0. But that implies that the two polynomials were already étpefore the substitutioX Y «— Z.

Since the polynomials are not identicallythey cannot provide solutions in general. They may be abpedduce
solutions for some instantiations of the variablesX, Y, andZ. There are(””;“z) different pairs of elements in



the list /%, wherer; 4. is the final number of elements in the 1i8f, in particular a smaller number than the number
of steps performed by the algorithm. Moreover, the prolitgtof any such pair evaluating to equal values is at most
3/p (considering that thé, are quadratic polynomials). It follows that the above dohlutis only achieved with
probability at mosBTQQ,mm/2p. We now need to consider the possibility of the simulatiofeib This could happen
whenever two polynomials if; evaluate to the same value for an instantiation of the vk, Y, R, Z, without
being identical polynomials, and similarly for the polynias with the substitutiol? < XY. The first case happens
with probability (™5*) (2/p) ~ 73 ,,4./p, @nd the second with probabiliy> =) (3/p) ~ 373 ,,,./2p. The total
probability of adversarial success is therefore at Mas,,./p. The result follows.

Note that, in the absence of morhphisms frémto G, (as in the setting for the XDH conjecture) it is useless
to perform operations outside @f, at all, and this is reflected in that above only the polynosiialthe listF, were
useful.



