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Generating Swing-Suppressed Maneuvers for Crane

Systems with

Rate Saturation

Michael J. Agostini, Gordon G. Parker, Hanspeter Schaulbbnkth Groom, Rush D. Robinett

Abstract— Off-line crane maneuvers, resulting in zero residual
payload swing, have been explored previously using paramet
ized sets of basis functions. Assumptions usually includezh ideal
servo response and symmetric inputs. Non-symmetric maneavs,
in general, don't have closed form basis function solutionsActu-
ator dynamics further complicate maneuver generation by irro-
ducing non-linearities such as saturation. One way to circonvent
saturation is to constrain crane operation below the saturéion
levels of the actuators. This limits the set of available maguvers
and can lead to slower, more costly crane operation. This wdr
explores the effects of a common servo non-linearity, velay
saturation, on the swing-free maneuver generation processA
method is presented for maneuver generation that exploitspeed
saturation while still yielding near swing-free payload mdion. An
optimization code is used to generate basis function paraners
where the cost function includes the speed saturation effec via
a simulation of the payload dynamics. Experimental resultaising
a 1/16th scale crane are presented to illustrate the method.

Index Terms— vibration control, nonlinearities, velocity satu-
ration, basis function, crane

I. INTRODUCTION

RANES are used throughout the transportation and ¢
struction industry ranging in application from light-duty
small motion lift-assistance to multiple ton, large motiof

crane, with the goal of having zero residual swing. Bangstoa
bang acceleration profiles were explored in simulation with
out compensating for centripetal acceleration inducechgwi
excitation. Although offering an improvement over arhiyra
point-to-point operations, residual swing was presentrAig
and Troger [5] considered the time optimal and swing-free
maneuver generation for an overhead gantry crane. Analytic
and simulation results were presented for variable lifeli
operations. Maneuvers were generated by solving the time
optimal formulation using the Pontryagin maximum prineipl
Later authors considered more complicated systems, but
tended to avoid rate saturation. Hamalainen, et al. [6ppsed
swing-free and energy optimal maneuvers for an overhead
gantry crane with fixed final time constraints. Simple aaiuat
dynamics were considered, and the optimizer was consttaine
to avoid rate saturation. Noakes and Jansen [7] also iAvesti
gated residual swing-free maneuvers for an overhead gantry
crane. Bang-coast-bang basis functions were employed, as-
suming ideal actuator dynamics. Moustafa and Ebeid [8]dnve
tigated controlling swing on a two degree of freedom ovethea

Jantry crane using controller feedback. Part of their goag w

to control payload vibration during the entire maneuvet, no
just the residual swing at the end. This was accomplished by

payload placement seen in construction operations. leardusing state feedback to move the eigenvalues of the system

of size, payload control is a key to personnel and equipm

safety.

Several methods have been developed which are devote(.t:ot

controlling pendulation in crane systems. Such methods

be grouped into the two general classes of operator-in-t
loop methods and off-line maneuver generation. Operator-
the-loop methods include command shaping strategies suc
those in Parker, et al. [1] and the input shaping work of Sing
and Seering [2]. Off-line methods, more relevant to theemtrr

study, have been investigated by several authors.

Earlier authors considered several methods for contiplli
payload swing at the end of the maneuver. Sakawa a]
Nakazumi [3] proposed a method for swing control for rotar
cranes which combined an open and closed loop controller
During the course of the maneuver, the system input was
driven by a proposed set of basis functions. Near the ePr
of the maneuver, a closed loop controller damped out swinl%
Vaha, et al. [4] considered command generation for a boom
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ch that swing could decay to zero. Blazicevic and Novakovi
considered a variety of velocity basis functions applie
boom crane. Swing-free maneuvers were the goal, again
H(i ideal actuator dynamics assumed. Souissi and Koivp [10
d a model of a rotary crane which included boom inertia,

an approximate winch, and both radial and tangential sway.

il’ogeir proposed control strategy consisted of a PID control

op on the servo system with a feedback system to control
payload swing. Petterson and Robinett [11] used bang-coast
bang trajectories to control the vibration of a flexible rod.
Gravity caused a dynamic coupling between the horizontal
arad vertical bending modes. The solution to the problem was
0 set the length of each pulse equal to the system’s period of
ibration.
This work explores some of the limitations of using off-
ine optimization methods for real systems. Cranes oftéfieisu
om low maximum velocity as well as large dead zone and
sponse lags. Typically, crane operators will intentiigna
speed saturate during a maneuver so as to position a load
as quickly as possible. Constraining operation below speed
saturation when designing an off-line maneuver could tesul
in maneuvers that are slower than what is possible. This
limitation makes it impractical to directly employ the bang
coast-bang acceleration commands such as those used by Pet-
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terson and Robinett [11], where sufficient actuation cdjtgbi Zsy 21
existed.

The main contribution of this work is a procedure for
finding swing-free maneuvers while exploiting joint senann
linearities. This solution is based on the bang-coast- tasgs
function method, but relaxes the constraints that the maereu 2 <
be symmetric. Unlike previous work in off-line command
generation, the proposed approach permits fully coordthat
multi-axis crane maneuvers. The optimization process used
to generate the trajectory requires an accurate servo modygl
capable of predicting the effects of servo nonlineariti@s o ,,
payload swing. The results show that the method is a viable

s Gravity

alternative for designing trajectories for systems witthno \ #
linear actuation, with particular emphasis given to system
with speed saturation. Fig. 1. Crane System

Section Il develops the crane payload dynamic model used
for cost function evaluation. Section Ill presents the meaee ] )
generation process, including the basis function parametl® Figure 1, _but are defined such that the coordinate systems
ization and the simulation-based cost function. Section [§Pnform o right right-hand convention.

describes the experimental crane test bed and demonstratddvo different sets of swing angles are used — one for
the applicability of the approach through an example. simulation and one for comparison with measurements. For

simulation purposes the swing angles are defined relative to
the inertial frame using a rotation sequencepofbout the
negativey; axis, then a rotation of about the new negative

A crane system will be used as the test bed for the trajectotyaXis. The resulting hoist frame is denotgg, } . The rotation
generation process. The position, rate, and accelerafitmeo Matrix which transforms a vector represented{ity } frame
crane axes are the inputs to the payload dynamic equatidiﬁ‘s{f} is
Three kinematic relationships map the servo system rates
into joint rates of the crane. The models for the three crane

Il. PAYLOAD SWING DYNAMICS

) _ cosp 0 sinp 1 0 0
s_ubsyst_ems, payload_ dyngmlc_s, servo dynamics, and crar}IgR _ 0 1 0 0 cosT —sinT (1)
kinematics, are described in this section. —sinp 0 cosp 0 sinT cosT

) wherep andr are the inertial radial and tangential swing angle
A. Payload Dynamics degrees-of-freedom.

The crane is shown in Figure 1 and has two revolute joints Swing measurements are made using a 2-axis potentiometer
and one prismatic. The first revolute joint allows the towegnounted at the boom tip. New swing degrees-of-freedom,
and boom assembly to rotate about theaxis by an angle denoted),, andd,, are defined relative to ths} frame, using
a. This motion is referred to as slew. The second revolutee same Y-X rotation sequence. The resulting hoist frame
joint allows the boom to rotate by about thej, axis, and is is denoted{h,}, where the rotation matrix that transforms a
called Iuff. The lift-line extension and retraction, call@oist vector represented in thgh,} frame to the{s} frame is
and denoted ad, is the prismatic joint. The lift-line and

payload assembly act as a spherical pendulum at the boom cos 0 0 sind 1 0 0
tip attachment point, resulting in two payload swing degree s , _ " " . .

. . . . R = 0 1 0 0 cosl#; —sinb,;
of-freedom. In the remainder of this section the full noatn Csinf. 0 cosd 0 sing, cosd,
payload swing dynamic equations are derived. To this end a " " @)

detailed description of the coordinate frames is preseit®ly  Note 5, and z,, have the same orientation. The measured
with discussion about simulated versus measurable SWiBiging anglesf;, and6, are simply
degrees-of-freedom.

The origin of the inertial frame, denot€d }, lies along the
slew axis at the point where the distance from the center of 0, = 0, 3)
the boom pin to the slew axis is a minimum, as shown in 0, = 0,—8 4)
Figure 1. TheZ; axis points up. The slew frame, denotgd,
is attached to the slewing tower and boom assembly with itsSince the simulation swing angleg &nd ) are different
origin coincident with{I}. The 2, axis lies along;, the #; from the {s} frame relative angleséf and 0;), a set of
axis remains directly below the boom such that wiee zero transformation equations is required so thatand #; can be
the boom lies on the&, axis. The origin of the boom frame, computed from simulation results and compared to measure-
denoted{b} is at the center of the boom pin with ifs, axis ments. The slew axis relative angles can be written in terms
along the boom. Axe$;, 9», andg;, are not explicitly shown of the simulation swing angles by noting that
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GLR=iR-},R)- "% =0 (5)

i =aq (6 cosa — dsina) + Ly[2aBsin asin 8
where $R is the rotation matrix that transforms a vector- (éﬂ + 52) cos acos beta — éisin o cos f — Bcosasm 5} (13)

represented if} to a representation ifis} and is .
P Iy P fis) gj:ad(dQSina—dcosoz)+Lb[—2dﬁcosasinﬁ

cosa  sina 0 — (d2 + 52) sin o cos beta + ¢ cos a cos 3 — B sin asin ﬁ} (24)
R=| —sina cosa 0 (6) . )
0 0 1 =1 (—52 sin 8 + f cos 5) (15)
Substituting Equations 1, 2, and 6 into 5 yields the follogvin  The values of the test bed crane parameters used in the
transformation equations dynamic equations are provided in Table I.
o e TABLE |
tan 9,,4 _ sinasin T + COS (xsSIn p COS T CRANE PARAMETERS
COS pCOST
cosasinT — sin a:sin p cos T Parameter ~ Units  Value
tand; = p cosf,. (7) aq [m] 0.017
COS pCOST Ly m]  2.37
Ly [m] 100

where the transformation equations must be evaluated in the
order presented to accommodate the dependen@y of 6...

The main reason for using the and = swing angles for
simulation is that the swing dynamic equations can be writtd. Servo Dynamics

i_n a c_o_mpact and c_omp_utationally efficie_nt form _Without any The high-level commands to the crane are slew, luff, and
linearizing assumptions imposed. An outline of this prased hoist speeds. A set of kinematic relationships maps these

with the resulting swing dynamic equations follows. commands into servo motor speed commands and a servo-
The vector from the origin of the inertial frame to th§,q, converts them into motor currents that drive the haist a
payload, represented in the inertial frame, is luff winches, and the slew gear. In previous work on off-line
. maneuver generation these servo dynamics were assumed to
Iﬁp =15, + {”R’”Pl (8) be negligible. For small motions this may be appropriatey-ho
ever, there will always be rate saturation when the commands
where ', the vector from the origin of 7} out to the boom are too large. The ability to exploit these high rates, arel th
tip, represented i{/}, and is general effect of servo dynamics on the maneuver generation
process, is the focus of Section IV. This section describes

. —aqcos (a) + Ly cos (a) cos (8) two Servo _models used and introduces the terminology used
Ipy=2< 5y » =< —agsin(a)+ Lysin (&) cos (B) to dlStIngwsh them. _ -
e Lysin (8) The first servo model captures the bandwidth limitations and

(9) nonlinearities of the experimental crane test bed. Thergeco
and the vectof’ P, is from the origin of{/;} to the payload Modelis simply a unity transfer function between commanded

and is and realized joint rates. Most importantly for this study, i
does not capture the speed saturation present in the real ser
0 system. In the remainder of this document these two models

hip = 0 (10) are called thenonlinear andideal servo models, respectively.

—Ly 1) Nonlinear Servo Model: A generic block diagram of the

nonlinear servo model for either slew, Iuff or hoist is shown
Forming the kinetic and potential energy, and then applying Figure 2. The parametet, is the commanded speet;
Lagrange’s equations gives the full nonlinear swing dymamis a constant to account for motor amplifier bias and gravity
equations effects in luff and hoistg,, is the output motor speed;,
is a nonlinear saturation functiotf;;, is a nonlinear dead-
zone function,V,,, is the motor voltage kK ,, K; and Ky
are the servo controller gains, whil&,, and 7, are the
ZsinpsinT + §cosT — ZcospsinT (11) motor/amplifier gain and time constant respectively.

The time-domain equations for the servo model, are

Lpi = —2Lp7 — Lpp? cosTsinT — gcos psint +

LycosT?p= 2Lpprsintcost — 2LppcosT? —

g sin pcos T— Zcosp— ZsinpcosT (12) (Kp+ Ky) éc—Kp9m+K1 0. —0m)=V; (16)

where the boom tip accelerations, in terms of the slew and
luff angles, are V, = Fs (V;) a7)
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2) ldealized Servo System: The ideal servo system is sim-
ply a unity transfer function between the commanded rates
and the servo response.

0
=1 (24)
b
Fig. 2. Drive System Servo Model This system is used in the trajectory generation process to

illustrate the effects of neglecting actuator dynamicsg/stams
dominated by them.

Ve=Vo+V (18) C. Crane Kinematics

The crane’s slew, luff, and hoist joints are driven by DC
motors, however, the crane axes are not connected directly t
Vin = Fa. (V) (19) the motors. The slew axis to motor gear ratio is 1:120, rizgylt
in proportional slew and slew motor rates

. 0
T + V, (20) & 120 (25)
where the saturation functioity;, is described by Whereéms is the slew motor shaft rate.

Luff and hoist use a more complicated winch and cable
system. A side-view of the crane cabling system is shown in

Vomaz + Vomaz < Vi Figure 3 to help illustrate the kinematic relationshipsciied
Vo=1 Vi b Vomin < Vi < Vomaz  (21) in the remainder of the section.
Vo,min : ‘/1 S Vo,min
‘ —¢n
and Iy, is a nonlinear dead-zone function described by ’G”/ A
i Zs Boom
f Tip
VoVae © Vo < Ve
V=<0 Ve, < Ve < Vi (22) Ln
Ve + Vi Vo < =V :

\
A

ap v

\

-8
>

The values for the parametefs,, Kr, V4, K., and a,,,

unique for each axis of the crane test bed, are listed in Table . s Payload
oom
Pin
TABLE Il _ o _ _ _
NONLINEAR SERVO MODEL PARAMETERS FOR ALL3 CRANE AXES. Fig. 3. Side-view of crane cabling to illustrate the parametfor relating
hoist and Iuff rates to motor rates.
Name Units Axis ] ]
Luff  Slew  Hoist The Iuff rate,3 is related to the luff motor rate),,,,, by
Ky [volt/deg/sec] 0.0056 0.0053 0.0050
Ky [volt/deg/sec]  0.02 0.05 0.02
K; [ol/deg] 0.025 0.005  0.025 4= 5a; Ly cos (B — ¢z)9' (26)
Vo, min [volt] -11.3 -10 -10 r1Lel m
Vo,maw [VOlt] 11.3 10 11 ’
Viz {VOH 0 o 06323 % o where r; is the radius of the luff winchg; is the distance
Vi volt -1.85 -0. .5 f
' [degisechol] 143 145 177 from the center qf the boom pin to the center of _the upper
am [l/sec] 100 100 100 luff pulley, and¢; is the angle between the slew axis and the

line segment with length;. The varying quantityL. ; is the
L}e_ngth of cable between the upper Iuff pulley and the boom

The model was experimentally verified and accurately pr and is

dicts unsaturated and saturated servo speed behavioresih [Ip.
than 3% error, where the error was defined as,

Lei=Ja} + I —2aLysin (8- ). (27)
osim - oem . . . . . .
%Error = |22 —=21100. (23)  The lift-line rate, L, is a function of both the hoist motor rate
s 0., and the luff rates

whered,;,, and éemp were simulated and experimental joint
time histories.

Dl + 30 cos(G- 05 (29)
c,h
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wherer,, is the radius of the hoist Winch)',mh, is the hoist 1t
motor shaft ratea;, is the distance from the center of the
boom pin to the center of the upper hoist pulley, ands the

angle between the slew axis and the line segment with len¢ o

ayp. The length of the cable between the upper hoist puIIe_05
and the boom tipL. p, is '

-1

2 TR T
- s 7/7/7/7 -~ -
Apy - T S .
= i -7 RS '/
te
H — Acceleration (deg/s?) Apy 4
— - Velocity (deg/s) tp? p
— - Position (deg)
I I L L L L L L L
0 05 1 15 2 25 3 35 4 4.5 5

Lc,h = \/a% + LE — 2ap Ly sin (ﬁ — (bh) (29)

. . Fi
The values of the parameters used in Equation 26 througI
Equation 29 are provided in Table Il for the crane test bed.

TABLE Il
CRANE PARAMETERS

Parameter Units  Value
Tmp, [m] 0.0257
Ty, [m] 0.0257
aiy, [m] 0.703
a1, [m] 0.660
b1, [rad] 0.0785
bn [rad] -0.0524
aq [m] 0.017
Ly [m] 2.37

Ly, [m] 1.00

In the experiments in Section IV, the lift-line lengtt;,,
is held constant. From Equation 28 it should be noted th
the hoist motor rate is not in general zero whkn is zero.
Therefore, even when the lift-line is held at a constant fleng
the hoist servo dynamics can play a roll in the resulting
payload maotion.

Time (s)

?]. 4. Bang-Coast-Bang basis function

TABLE IV
BANG-COAST-BANG PARAMETERS

Duration of first acceleration pulse

tp,  Duration of second acceleration pulse

te Duration of coast between acceleration pulses
ty Total duration of the command

ap, Amplitude of first acceleration pulse

ap,  Amplitude of second acceleration pulse

s Resulting change in orientation

B. Optimization-Based Maneuver Generation

An optimization process is employed to select basis functio
parameters which minimize residual payload swing. It stioul
%(? noted that the numerical optimization method is used to
generate a feasible maneuver. It is not implied that theltresu
is globally optimal, and it does not need to be in practice.

A dynamic simulation called CraneSim was written in
where payload swing was computed using the nonlinear
dynamic equations described in Section II-A. The cranedpee

servos (on luff, slew, and hoist) are modeled as described in

I1l. AUTOMATED MANEUVER GENERATION

Section [I-B. A software switch enables either the nonlinea

The maneuver time history for each crane axis is defin€§"V0 system or the idealized servo system.

by a prescribed bang-coast-bang acceleration basis &mcti

The external optimization was implemented using a se-

An optimization code chooses the parameters that define fi¢ential quadratic programming method. The optimization
maneuver such that the residual payload swing is minimizegriables were the six independent time quantities,,, , and
The rest of this section describes the basis function design tp. for both the slew and luff trajectories. The final time was

optimization process.

constrained such that + 0.05 > t,, +t,, for the slew and
luff axes. Pulse amplitudes, used to drive the simulaticgrew

computed from the equations in Table V.

A. Basis Function Design

The cost function of Equation 30 was used to penalize swing

The bang-coast-bang acceleration profile shown in Figureaffer the repositioning maneuver completed at ¢ .

is used as the basis function for the two crane axesr{d

&). Of the parameters found in Table IV, , t,, andts, are
selected during the maneuver generation process. The final
positionps is a constant throughout the maneuver generation
process, having been chosen by an operator. The rest of the
parameters are constrained by the three equations shown in
Table V. Unlike previous work in off-line crane maneuver gen
eration, no symmetry constraint is imposed on the accéberat
profile.

The maneuvers are designed in the slew, luff, hoist crane
joint space. For implementation, these joint velocitieg ar
converted into motor rates using the kinematic relatiogpshi
of Equation 25 through Equation 29. Motor rates are then sent
as inputs to the joint servos modeled by Equation 16 through
Equation 22 for the nonlinear version and Equation 24 for the
ideal version.

(30)

AT
F:/\/H?A—Gf dt
ty

TABLE V
CONSTRAINT EQUATIONS

Luff Axis
ty =1p, +1ip, +tc
1 1
Ps = apytpy (5tp1 + 5tps + tC)

Time
Position

Acceleration  t,, ap, = tp, ap,

Slew Axis
tf =tp; +tp, +tc

=ap,tp, (Stp, + Stp, +1
ps p1lp1 \ 3lp1 3lpa c
lpy apy, = tlpy ap,y

Time
Position
Acceleration
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Integration of residual swing begins at the end of the maeeuv0 degreesd). The hoist cable length was held tdm which

and lasts for 4 periodd, required a non-zero hoist motor rate as described in Selttion
C. To quantify the amount of residual swing suppression, the
Ly magnitude of the residual swing was tabulated.
T= 2”\/; (31) Swing was measured using two potentiometer-based swing

. ) _ i . _ sensor located at the boom-tip of the crane. The tangential
thus penalizing residual swing without penalizing swing-dugying used a linear potentiometer and the radial swing used a

ing the course of the maneuver. lower quality radial potentiometer. This resulted in mocése

The optimization for each data set required approximately, e radial swing measurements. Voltages were converted
15 minutes on a Sun Ultra-80 with two 450MHz UItraSPARCI—mO swing angles using a Chebyshev polynomial with coeffi-

Il processors. cients obtained from a manual calibration over a range of 0 to
60 degrees. The calibration was accurate when interpglatin
IV. EXPERIMENTAL RESULTS however, it was in error when extrapolating beyond 60 degree
A 1/16th scale version of the TG3637 ship crane, used I8ince the maneuver in the experiments started at 65 degrees,
the U.S. Navy, was used for the experimental verificatiomef t there was approximately 0.5 degree error until the boom
maneuver generation approach. In general, this methodslloreached the calibration range, below 60 degrees.
the full operating regime of the crane to be exploited, idoig )
joint rate saturation, acceleration saturation, or deadzoB- Non-Saturating Maneuver Resits
The experiments presented here focus on the rate saturatiobere the nominal repositioning task was permitted to take
nonlinearity since it is one of the most limiting in real ceanup to 5.8 seconds. This resulted in joint rate commands that
operations. were below the saturation levels. Separate command héstori
Two different maneuvers were considered, one sufficientlyere generated using both the ideal and nonlinear servo
slow such that no joints reached rate saturation, the o#tstef models defined by the basis function parameters shown in

allowing rate saturation. Table VI.
The four combinations are summarized as TABLE VI
1) Non-saturating maneuver, ideal servo model during Op- Basis FUNCTION PARAMETERS FROM OPTIMIZATION PROCESS FOR
timization NON-SATURATED MANEUVERS
2) Non-saturating maneuver, nonlinear servo model during
ot Optimized using
optimization .
. . . L. Ideal Actuator Dynamics
3) Saturating maneuver, ideal servo model during optimiza- Slew  Luff
tion tp, [sec] 3.19 284
4) Saturating maneuver, nonlinear servo model during op- tp, [sec] 1.93 146
C typ [sec] 5.88 5.31
timization
Both simulation and experimental results are presentedifor _Opfimized using
f Swi . d he i Nonlinear Actuator Dynamics
our cases. Swing comparisons are made to assess the impact tp, [sec] 3.46  2.39
of including the nonlinear servo model into the maneuver tp, [sec] 199  1.69
generation process. tip [sec] 578 536
The encoder data was converted into acceleration by use of . o
the second order differentiation filter, The joint accelerations are shown in Figures 5 and 6, and the
) corresponding payload swing in Figures 7 and 8. Note that the
Ocst w?2s? (32) commanded accelerations are different but the actual eecel

Ocne 52+ 2Cwns + w? tions and resulting swing are nearly identical. For exariple
where w, = 20, ¢ = 0.8, 0., is the encoder data, andFlg:lJrzeSS the sgcond jlew at\rc;‘celertatl?n puITe ctqmm?nd betgm?
f.s; is the estimated acceleration. The servo input wasf"%\ 2> Seconds as does ne aclual acceleration. In contras
in Figure 6 the second slew acceleration pulse command

velocity signal. For comparison with the output it was fir . \ .
integrated to position before being converted to and th ggins at 4.15 seconds, but the system doesn't respond unti
roximately 4.25 seconds. Although the commands are

assing the commanded positions through the same secgaﬁ .
Erder o%fferentiation filter P g Ifferent, the crane responds the same, thus the payloaw)swi

This filter mitigates high frequency noise inherent in th8]c F|gures ! anq 8, and summarized in Table \./“’ IS nearl_y
differentiation of encoder signals and tends to round-oé t identical. The differences between the tangential andatadi
otherwise sharp transitions on the leading and trailingeedgerr(_)r for the two optimizations are at the noise level. This
of the pulses. Indicates, as expected, that assuming an ideal joint seoe®m

is appropriate when the maneuver is sufficiently constdhine
A Pt R M — to avoid servo speed saturation.

. Point-To-Point Maneuver Description

A coordinated maneuver was selected to test the effect @f Saturating Maneuver Resuilts
saturation. The test case consisted of lowering the boom fro As in the previous section, two maneuvers were generated.
65 to 35 degreess) while simultaneously slewing from 0 to One using the ideal joint servo model during the optimizatio



GENERATING SWING-SUPPRESSED MANEUVERS

:1\ 1000 - 4

o0

% o W

s — - Experimental Data

<-1000 — - Simulation Data

— Command
1 1 1 1 1 1 1 | T T
0 1 2 3 4 5 6 7 8 9 10 11

time (s)
T T

& 1000 .

Om, (deg/
o
I
gj

1000 -

— - Experimental Data
— - Simulation Data

— Command
L L L L L L L L T T
0 1 2 3 4 5 6 7 8 9 10 11
time (s)
T T
& 1000 1
%
o0
< 0
= — - Experimental Data
:5-1000 — - Simulation Data
— Command
L L L L L L L L T T
0 1 2 3 4 5 6 7 8 9 10 11
time (s)
Fig. 5. Servo accelerations where the maneuver parameters found

assuming ideal actuator dynamics, but tested in a simulatioere the joint

dynamics were modeled. Joint rates were not allowed to &atur

5F T T 3
@
2 o
<
— Simulation Data
— - Experimental Data
-5t L L L 1 I 1 I =
0 1 2 3 4 5 6 7 8 9 10
time (s)
5F T T 3
e e o
5} Ve,
= .
<
— Simulation Data
— - Experimental Data
-5t L L L 1 I 1 I -
0 1 2 3 4 5 6 7 8 9 10

time (s)

Fig. 7. Swing angles where the maneuver parameters werel fassuming
ideal actuator dynamics, but tested in a simulation wheegjadmt dynamics
were modeled. Joint rates were not allowed to saturate.

57 T T 3
2 o === =
<

—— Simulation Data
— - Experimental Data
-5& I I I 1 ! 1 ! 3
0 1 2 3 4 5 6 7 8 9 10
time (s)
5F T T =

e ,
TR ~
T

L e

& 1000 B
i
= ¥
g}D
s ) i -
o — - Experimental Data
.-1000F — - Simulation Data
— Command
L L L L L L L L T T
0 1 2 3 4 5 6 7 8 9 10 11
time (s)
T T
&> 1000+ 7
Z
o0
) 0— -
= . - Experimental Data
:<§—10007 — — Simulation Data
— Command
L L L L L L L T T T
0 1 2 3 4 5 6 7 8 9 10 11
time (s)
T T
& 1000+ b
P
] 0— -
= % — - Experimental Data
& TSR — — Simulation Data
:=—1000+
= — Command
L L L L L L L T T T
0 1 2 3 4 5 6 7 8 9 10 11

— Simulation Data
— - Experimental Data

time (s)

Fig. 6. Servo accelerations where the maneuver parametzesfaund using
a simulation that included the actuator dynamics. Joimsratere not allowed
to saturate.

TABLE VIl
RESIDUAL SWING ERROR MAGNITUDES FOR THE NONSATURATED
MANEUVERS.

Optimized using
Ideal Actuator Dynamics
Tangential Error  [deg] 0.45
Radial Error [deg] 0.70

Optimized using
Nonlinear Actuator Dynamics
Tangential Error  [deg] 0.55
Radial Error [deg] 0.60

-5& I I I 1 ! 1 !
0 1 2 3 4 5 6 7 8 9 10
time (s)
Fig. 8. Swing angles where the maneuver parameters werel fosing a

simulation that included the actuator dynamics. Jointsratere not allowed
to saturate.

process, the other using the nonlinear servo model. This, tim
joint rate commands were unconstrained, and allowed tc satu
rate resulting in shorter duration maneuvers. The basistifum
parameters for both maneuvers are shown in Table VIII. As
in the unsaturated maneuvers of Section IV-B, total maneuve
time for the slew axis is nearly identical regardless of whic
servo model is employed. However, the luff axis command
is 14% faster when the servo saturation was utilized by the
maneuver.

The velocity saturation affects the width of the servo accel
erations as illustrated in Figure 9. Note the width of thet firs
pulse is truncated on the trailing edge and the width of the
second pulse is truncated on the leading edge. In the failpwi
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TABLE VI
BASIS FUNCTION PARAMETERS FROM OPTIMIZATION PROCESS FOR
SATURATED MANEUVERS

— - Experimental Data

— — Simulation Data

— Command
I I

Optimized using
Ideal Actuator Dynamics
Slew Luff
tp, [sec] 1.67 1.84
tp, [sec] 1.92 1.68
typ, [sec] 4.56 4.04

7 8 9 10 11

Optimized using

Nonlinear Actuator Dynamics — Experimental Data

— — Simulation Data

Slew  Luff N — command
tp, [sec] 1.73 1.59 L L I I ! ! ! I I I
tp, [sec] 258  1.28 o 1 2 3 4 5 6 7 8 9 10 1

typ, [sec] 4.66 3.47 \

— - Experimental Data
,,,,,,,,,, — — Simulation Data
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0 ERSRE S time (s)

_05H — Acceleration (deg/s?) i Fig. 10. Servo accelerations where the maneuver paramete found
~ ~ Velocity (deg/s) assuming ideal actuator dynamics, but tested in a simulatioere the joint

_ (L= Peogiton (deg) ‘ ‘ ‘ ‘ ‘ ‘ ‘ dynamics were modeled. Joint rates were allowed to take grvalne.
0 0.5 1 1.5 2 25 3 35 4 4.5 5

Fig. 9. lllustration of the effects of a 0.4 deg/s velocityusation on the

basis function shown in Figure 4.
&, 1000 8
~
g o
= - Experimental Data

— — Simulation Data
— Command
I I

m

results, this effect is most noticeable on the slew axis.

The servo accelerations shown in Figures 10 and 11 he
similar pulse widths and amplitudes during the first puls
but have quite different second pulse attributes. In palgic
Figure 11 has a shorter duration but higher amplitude |L% 10007
acceleration while Figure 11 has a shorter duration butdrigr<  ©
slew acceleration. The ability of the maneuver to explo<-100 ;
the luff servo saturation is clearly evident when comparir — ‘ ‘ ‘ ‘ ‘ ‘
the commanded accelerations of Figure 10 and Figure : time (s)
When the servo model is assumed to be ideal, the comme _ ‘ ‘
leads the actual luff acceleration by 0.3 seconds as seer2
Figure 10. However, Figure 11 shows the command leadi =
the actual acceleration by 0.7 seconds, thus anticipatig :<-1000-
saturation and exploiting it sooner. Also, the simulatefi lu 1 c ¢ v 8 9 1 u
accelerations of Figure 11 perform much better in predictir time (s)
the actual accelerations, again impacting the performafice

; o : : Fig. 11.  Servo accelerations where the maneuver parametnes found
the maneuver and its ablllty to reduce residual payload gwuﬁsing a simulation that included the actuator dynamicsntJotes were

Figure 12 and Figure 13 show the payload swing for thesfowed to take on any value.
two maneuvers, and Table IX summarizes the residual swing
performance. The residual swing of Figure 13 is 4.5 times

:>—-1000

7 8 9 10 11

— - Experimental Data

— — Simulation Data

— Command
T T

8 9 10 11

=
N
w
=S
3
[o2]
~

1000

o — - Experimental Data
— — Simulation Data

— Command
T T

smaller than that of Figure 12, again illustrating the #ypidif TABLE IX
the maneuver generation process to successfully expleit th ~ RESIPUAL SWING ERROR MAGNITUDES FOR THE SATURATED
servo saturation. MANEUVERS.
Table X shows the commanded and final Iuff and slew Optimized using
angles. There is a consistent 4% error between the commanded Ideal Actuator Dynamics
and actual final luff position across all the maneuvers. This ;Zg?aelngfr'o'f”or [[éfg]] 12'1253
is most likely attributed to servo model errors used during '
the maneuver generation. The slew axis final position error ~ Optimized using
is about 2% for non-saturating maneuvers, and 5% for sat- Tg'r?g”e“r"f;réf;fatoidzé?améclgo
urating maneuvers. This is an artifact of the optimization- Radial Error [deg] 0.65

based maneuver generation process. In general, there were
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Fig. 12. Swing angles where the maneuver parameters wene fagsuming
ideal actuator dynamics, but tested in a simulation wheegjdmt dynamics
were modeled. Joint rates were allowed to take on any value.
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Fig. 13. Swing angles where the maneuver parameters wengl fasing a
simulation that included the actuator dynamics. Jointsratere allowed to
take on any value.

three competing characteristics of a maneuver — speeduadsi

TABLE X
FINAL POSITIONS

Slewa  Luff 38

Commanded Position [deg] 40.0 35.0
Non-saturating maneuver

using ideal servo model [deq] 39.6 33.9
Non-saturating maneuver

using nonlinear servo model  [deg] 39.3 33.6
Saturating maneuver

using ideal servo model [deq] 38.0 33.6
Saturating maneuver

using nonlinear servo model [deg] 38.0 33.6

V. CONCLUSION

In previous off-line maneuver generation basis function
parameters were constrained such that servo dynamics re-
mained ideal, and that the crane inputs were symmetric.
Real systems have non-linearities which make closed-form,
symmetric solutions an unreasonable expectation.

Nevertheless, the results illustrated that — at least ic#se
where saturation is the dominant non-linearity — this tiadal
maneuver generation process can be used to for sufficiently
slow maneuvers, but, the full capability of the crane is not
realized. To solve this problem, an accurate servo dynamic
model, including non-linearities, was used in the maneuver
generation process. This allowed the maneuver to expleit th
entire operating range of the crane, resulting in bettengwi
suppression and faster operation.

An interesting future project would be exploring the effect
parameter uncertainty has on the optimization process.
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