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Highlights
It is a great pleasure to present this year’s Berkeley Seismo-

logical Laboratory (BSL) Annual Report.  It is exhilarating to 
be reminded of the wide range of BSL activities, as captured in 
these pages.  The BSL today fosters both an active solid Earth re-
search program and a cutting-edge geophysical observing facili-
ty. Spanning both of these realms, BSL provides an environment 
in which the extramural research program is strengthened and 
broadened by the facility, and the facility continues to push the 
boundaries of terrestrial observations in response to research 
needs.  In addition, the BSL continues to reach out and connect 
with the consumers of our data and our science.  These include 
students, the public, and private or public sector institutions 
with a need and desire for an improved understanding of solid 
Earth processes.  The contributions to this report are divided 
along these three lines.  The research accomplishments are cov-
ered in Chapter 2, outreach efforts to broaden engagement are 
in Chapter 3, and progress in the development of our facilities is 
contained in Chapter 4.  But first, I would like to highlight some 
of this year’s activities.

Chapter 2 of the report contains 34 research summaries high-
lighting ongoing projects.  In this year’s report we have encour-
aged the submission of contributions from a broader spectrum 
of the BSL’s 18 affiliated faculty and their students.  The topics 
the summaries report on fall into five broad categories:

1.	 The mineral physics section includes experimental and nu-
merical experiments on the properties of minerals found in the 
Earth’s crust and beyond, to the cores of Mars and Mercury.

2.	 The Earth structure section includes new models of North 
America. Some focus on the old geologic and tectonic structures 
that underlie the eastern US. Others describe investigations of 
the actively deforming western US, including flow through the 
segmented Juan de Fuca plate. Other Earth structure studies 
model mantle flow beneath the oceans, including upwelling 
hotspots and anisotropy at the base of the mantle; and the struc-
ture of permafrost zones. Finally, this section also describes the 
development of new imaging techniques.

3.	 The rheology and fault mechanics section includes studies 
of lithospheric rheology based on the deformation induced by 
large earthquakes; studies of temporal changes in active geother-
mal regions; monitoring and modeling of landslide processes; 
and the detection of temporal changes in fault zone properties.

4.	 In the seismic source section, new techniques to character-
ize underground explosions are developed along with a study of 
the seismic characteristics of a sinkhole.  Earthquake sources in 
the Geysers geothermal region are also investigated.

5.	 The final group of research papers focuses on efforts to en-
hance our observational systems.  This includes the installation 
of a borehole plus surface instrument network to study trem-
or on the San Andreas Fault; a signal enhancement technolo-
gy for OBS stations; and the ongoing development of a smart-
phone-based seismic network.  Significant effort to design and 
build an earthquake early warning system is also covered in this 
section with papers on both seismic and GPS-based techniques; 
the design of optimal networks; the use of arrays to track large 
earthquakes; and a summary describing California’s demon-
stration warning system.

Many of these research efforts are stimulated and inspired by 
our facilities.  These include our geophysical networks that con-
tinuously collect a variety of data from across northern Califor-
nia, and the data center (http://www.ncedc.org/) that deliv-
ers the data to researchers around the world and within the BSL.  
More information about these networks and their development 
can be found in the Facilities Review below.  Here I would like 
to note some key developments this year.

Our instrumentation along the San Andreas Fault in central 
California continues to play a key role in studies of earthquake 
fault processes conducted by researchers around the world.  
Data from the High Resolution Seismic Network (HRSN) locat-
ed near Parkfield, California is highly used placing this network 
at the center of faulting studies. A high-profile Nature paper 
links laboratory results of fault healing to naturally occurring 
microearthquakes using data from the HRSN (McLaskey et al., 
2012). Other research efforts, both national and international, 
continue to rely on HRSN data for a variety of investigations 
including finite source modeling and scaling (BSL), tracking of 
repeating events (US Geological Survey, BSL), understanding 
the relationship between nonvolcanic tremor and low frequen-
cy earthquakes (ETH Zurich), ETAS forecasting and predic-
tion modeling of recurrent earthquakes (Japan), and testing of 
forecasts/predictions with ongoing repeating microearthquakes 
(BSL, ETH Zurich).  In response to the scientific opportunities 
presented along this section of the San Andreas Fault we are also 
expanding our network in the region with the development of 
“Tremorscope”.  This is a combined borehole and surface station 
network currently under construction by the BSL just south of 
the HRSN designed to focus in on the low amplitude seismic 
tremor that has been detected along the fault by the HRSN.  This 
year the surface stations were completed and we anticipate drill-
ing the borehole stations in the coming year.

Following the upgrade of our Bay Area Regional Deforma-
tion Network (BARD) last year, we have also made substan-
tial progress in our real-time processing of these continuous 
high-accuracy GPS stations.  For several years the data have 
been processed automatically to produce “daily time series”.  
This is a procedure in which the one sample per second data 
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are combined with other information  to provide a single av-
erage position for the day.  This allows tracking of plate move-
ment and other slow surface deformation caused by a variety of 
processes including land-use subsidence, landslides and aquifer 
inflation and deflation.  The data are now also being processed 
much more rapidly in order to provide real-time information 
about earthquakes.  Firstly, “Earthquake Rapid Response” pro-
cessing is triggered by moderate and large earthquakes.  One to 
two minutes of data are first accumulated following the earth-
quake.  They are then processed to provide high accuracy po-
sition changes which can be used in a non-linear inversion for 
the size, orientation and distribution of slip on the active fault 
plane.  This information, available within about five minutes, 
can then be used to improve the quality of ShakeMaps generat-
ed for the event.  Secondly, inclusion of GPS data in the Earth-
quake Early Warning system is well underway.  This processing 
proceeds even more rapidly so that information about large 
earthquakes can be extracted within seconds.  The development 
of the G-larmS module that uses GPS data and complements 
the ElarmS seismic-based alerts is well underway and is expect-
ed to become operational next year.

This year’s report includes a new chapter on “broadening en-
gagement”.  This reflects the increase in activities at the BSL to 
reach out and engage with a broad spectrum of society inter-
ested in the data products and research efforts at the lab.  With 
the addition of our new External Relations Officer, Dr Jennifer 
Strauss, to the BSL staff in November 2012, the lab has been 
able to increase the efforts of the Earthquake Research Affili-
ates (ERA) Program (http://earthquakes.berkeley.edu/
ERA/). This program focuses on engaging public and private 
institutions with an interest in the development of new earth-
quake information products and research.  Current members 
include the Bay Area Regional Transit (BART) District, Google, 
San Francisco’s Department of Emergency Management, the 
UC Berkeley Police Department, and Deutsche Telekom’s Sili-
con Valley Innovation Center.  BART now uses our earthquake 
early warning feed to slow and stop trains automatically during 
earthquakes, while Deutsche Telekom is working with us on 
the development of smartphone seismic networks.  The other 
groups are primarily interested in making use of earthquake 
early warning feeds and are currently in the process of identify-
ing how they would make use of the feed.  The BSL is also now 
better represented within the emergency response community 
as Strauss participates in conferences and exercises, including 
this year’s Golden Guardian exercise that focused on a major 
earthquake in Northern California.

BSL’s other efforts to broaden engagement are focused on 
the public.  During this year the BSL developed a new webpage 
that is more focused on information for the public, while still 
providing information about BSL activities for the research 
community.  The pages are now available at the URL http://
earthquakes.berkeley.edu, which is hopefully easier for the 
public to remember than our http://seismo.berkeley.edu URL 
(which remains active).  The front page shows a realtime map 
of earthquakes in California and zooms to the most recent sig-
nificant earthquake reported.  In addition, the BSL has a iOS 
(iPhone/iPad) app called MyQuake that delivers realtime earth-

quake information to users as well, and also provides informa-
tion about past earthquakes in an effort to inform the public 
about the likely impact of future events.  MyQuake is available 
for free at the iTunes store. Additional activities include public 
lectures, CalDay activities, tours, new displays at the BSL, a new 
art exhibit based on the real-time seismic data feed from the 
lab called Bloom, and new “Science on a Sphere” exhibits being 
developed in collaboration with the Lawrence Hall of Science.

Finally, during this year the BSL has been participating in the 
development of new Legislation in California relating to the de-
velopment of a public earthquake early warning system.  The 
legislation, know as Senate Bill 135, was introduced by Senator 
Alex Padilla in January 2013.  Several members of the BSL par-
ticipated in press conferences, in briefings for legislators, and 
in Senate and Assembly hearings on the legislation since its in-
troduction.  The bill passed the California Senate on May 28th, 
2013, the Assembly on September 12th, 2013 and was signed 
into law by Governor Jerry Brown on September 24th, 2013.  In 
addition to calling for a public state-wide warning system and 
naming the University of California as one of the participants, 
this is the first legislation in California that requires the state 
to play a role in monitoring earthquake activity.  There is still 
much work to be done, however, as the legislation provides no 
funding.  Instead, it calls on the Governor’s Office of Emergency 
Services to develop plans for a system and to identify sources of 
funding.  The BSL will continue to contribute to this develop-
ment.  More next year.

BSL Personnel News
Three new PhD graduate students joined the lab during the 

2012/13 academic year: Meng Cai, Avinash Nayak, and Ka-
tie Wooddell.  Also, two Postdoctoral Fellows joined: Ronni 
Grapenthin and Lingsen Meng.  Five PhD student graduated, 
their names and thesis titles were: Holly Brown, “Evaluating and 
Improving the ElarmS Earthquake Early Warning Algorithm”; 
Sanne Cottaar, “Heterogeneity and Flow in the Deep Earth”; 
Rob Porritt, “Tracing the Farallon plate through seismic imag-
ing with USArray”; Amanda Thomas, “Fact or Friction: Infer-
ring  Rheology from Nonvolcanic Tremor and Low-Frequency 
Earthquakes on the Deep San Andreas Fault”; and Kelly Wise-
mann, “The Far Reach of Megathrust Earthquakes: Evolution 
of Stress, Deformation and Seismicity Follwing the 2004 Suma-
tra-Andaman Rupture”. 

The BSL also continued to provide a range of research proj-
ects for undergraduate students.  This year’s cohort consisted 
of Rohan Agarwal, Cora Bernard, Voon Hui Lai, Kimberly Lin, 
Robert Martin-Short, Irene Munafo, and Michael Tran.

As usual, a stream of visitors spent varying amounts of time 
at the lab. These included Jamie Barron, Pierre Clouzet, Fran-
ces Leiva, Florian Rickers, and Sergi Ventosa visiting Barbara 
Romanowicz’s group; Alistair Boyce, Ahyi Kim, and Seung-
Hoon Yoo visiting Doug Dreger’s group, and Simona Colom-
belli, William B. Hawley, and Robert Martin-Short visiting my 
group.  One of our former graduate students, Aurelie Guilhem, 
returned to work with several members of the lab.  Finally, Tea 
Godoladze spent a year at the lab on a Fulbright Fellowship.
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During the year we also gained several new members of staff. 
Sarah Snyder and Nicole Crisosto joined the engineering staff, 
although Nicole departed towards the end of the year.  Jennifer 
Strauss also joined as our new External Relations Officer.  Aar-
on Enright who was on the engineering staff for several years 
departed, as did Huaiyu Yuan who was working as a researcher.

Facilities review
The Berkeley Seismological Laboratory (BSL) is an Orga-

nized Research Unit (ORU) on the UC Berkeley campus.  Its 
mission is unique in that, in addition to research and education 
in seismology, geophysics, and earthquake-related science, it 
is responsible for providing real-time earthquake information.  
This information is required by the UC Berkeley constituency, 
various local and state government and private organizations 
including emergency response, and is consumed by the general 
public. The BSL is therefore both a research center and a facili-
ty/data resource, which sets it apart from most other ORUs. A 
major component of our activities is focused on developing and 
maintaining several regional observational networks, and par-
ticipating, along with other agencies, in various aspects of the 
collection, analysis, archival, and distribution of data pertaining 
to earthquakes, while maintaining a vigorous research program 
on earthquake processes and Earth structure. In addition, the 
BSL staff spends considerable time on public relations activities, 
including tours, talks to public groups, response to public in-
quiries about earthquakes, and an informational web presence.

UC Berkeley installed the first seismograph in the Western 
Hemisphere at Mount Hamilton (MHC) in 1887. Since then, 
it has played a leading role in the operation of state-of-the-art 
seismic instruments and in the development of advanced meth-
ods for seismic data analysis and interpretation. Notably, the 
installation, starting in 1927, of Wood-Anderson seismographs 
at four locations in Northern California (BKS, ARC, MIN, and 
MHC) allowed the accurate determination of local earthquake 
magnitude from which a unique historical catalog of regional 
earthquakes has been maintained to this day, providing crucial 
input to earthquake probability studies.

Over the years, the Berkeley Seismographic Stations (BSS), 
as the BSL was then called, continued to drive technological 
improvements. The first centrally telemetered network using 
phone lines in an active seismic region was installed by BSS in 
1960. The BSS was the first institution in California to operate a 
3-component “broadband” system (1963). It played a major role 
in the early characterization of earthquake sources using “mo-
ment tensors” and source-time functions. The BSS also made 
important contributions to the early definitions of detection/
discrimination of underground nuclear tests and, jointly with 
UCB Engineering, to earthquake hazards work. 

Starting in 1986, the BSS acquired four state-of-the-art 
broadband instruments (STS-1), while simultaneously devel-
oping PC-based digital telemetry. These two developments laid 
the groundwork for the modern networks we operate today.  
As telecommunication and computer technologies made rapid 
progress, in parallel with broadband instrument development, 
paper record reading was abandoned in favor of automated 

analysis of digital data.  One paper-based helicorder does re-
main operational, primarily for the press and visitors to view.

Today, the BSL’s networks can be divided into three groups 
of instrumentation that are deployed at a total of ~70 sites 
across central and northern California.  The instrumentation 
types predominantly consist of broadband plus strong motion 
seismic, borehole seismic, and GPS equipment, and are often 
co-located when appropriate.  Data from all instrumentation 
streams continuously into the BSL’s real-time monitoring sys-
tem providing for earthquake warnings, notification and char-
acterization.  It is also delivered to the archive where it can be 
accessed immediately by researchers from around the world for 
scientific study.  

The Berkeley Digital Seismic Network (BDSN) is our region-
al seismic network of about 40 sites where both broadband and 
strong motion seismic instrumentation is installed.  This net-
work is the backbone of the BSL’s operations, feeding the neces-
sary data for real-time estimation of location, size and rupture 
parameters for earthquakes in central and northern California.  
This network has been steadily growing since the 1990’s and 
consists of very high quality, low noise sites making the data 
ideal for a range of research efforts.  The array can be used to 
study local or global earthquake sources, and provides data for 
investigation of 3D crustal structure in California and its effects 
on regional waveform propagation, which in turn affect the in-
tensity of ground shaking in larger earthquakes.  Recent addi-
tions to the network include an ocean bottom seismometer in 
the Monterey Bay (MOBB) providing real-time data via an un-
dersea cable (operated in collaboration with MBARI), and also 
the Tremorscope stations along the Cholame section of the San 
Andreas Fault just south of Parkfield, CA.

The real-time data is also Berkeley’s contribution to the Cal-
ifornia Integrated Seismic Network (CISN), which is a federa-
tion of networks that jointly provide all real-time earthquake 
information in the state.  Since 1996, the BSL and the USGS in 
Menlo Park have closely cooperated to provide the joint earth-
quake notification program for Northern California. This pro-
gram capitalizes on the complementary capabilities of the net-
works operated by each institution to provide rapid and reliable 
information on the location, size and other relevant source pa-
rameters of regional earthquakes.  The real-time earthquake in-
formation is made available through the BSL’s website (http://
earthquakes.berkeley.edu).

The BSL’s borehole networks represent the second grouping 
of instrumentation.  The High Resolution Seismic Network 
(HRSN) was installed in 1987 and now consists of 12 operating 
sites.  Additional borehole sites will soon be added as part of the 
Tremorscope project.  These instruments have led to wide-rang-
ing research into earthquake processes due to their high sensi-
tivity, low noise, and proximity to micro-earthquakes, clusters 
and tremor sources along the highly studied Parkfield section 
of the San Andreas Fault.  In the Bay Area, the Hayward Fault 
Network also includes 15 borehole instruments that have been 
installed progressively since the 1990s.  Again, the goal of this 
network is to collect high signal-to-noise data for micro-earth-
quakes along the Hayward Fault to gain insight into the physics 
that govern fault rupture and its nucleation. 
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The third instrumentation type is GPS.  The BSL operates the 
Bay Area Regional Deformation (BARD) Network consisting of 
32 primary sites, 18 collocated with BDSN seismometers.  All 
sites record with a 1 Hz sample rate and telemeter the data to 
BSL in real-time.  Continuous GPS data track the motion of the 
tectonic plates and allows us to assess the strain buildup along 
faults as well as its release either through creeping episodes or 
through earthquakes.  The application of GPS data feeds to re-
al-time earthquake information is also a relatively new devel-
opment.  Very rapid processing now generates displacement 
waveforms that in turn support the development of improved 
real-time earthquake analysis methods for significant earth-
quakes.  

The BSL’s IT group is active in the development of new soft-
ware for the collection, archival and real-time analysis of the 
various geophysical data streams that we collect.  In 2009, the 
new AQMS seismic network software package was rolled out 
following a multi-year development effort by the BSL in collab-
oration with other CISN partners.  This software provides all 
the real-time processing components needed by regional seis-
mic networks and is now being rolled-out across the US.  The 
development of real-time GPS processing software is a current 
area of focus for the lab along with development and implemen-
tation of earthquake early warning algorithms that can process 
the data quickly enough to provide alerts to people a few sec-
onds to tens of seconds before shaking is felt.

Archival and distribution of data from the BSL and other 
regional geophysical networks is performed at the Northern 
California Earthquake Data Center (NCEDC), operated at the 
BSL in collaboration with USGS Menlo Park. The data reside on 
a mass-storage device (current holdings ~70 Tb), and are ac-
cessible online (http://www.ncedc.org).  In addition to BSL 
network data, data from the USGS Northern California Seismic 
Network (NCSN), and other northern California networks, are 
archived and distributed through the NCEDC. The NCEDC 
also maintains, archives and distributes various earthquake cat-
alogs.

Finally, the field engineering team is responsible for main-
taining our existing ~70 geophysical observatories across 
Northern California, and designing and installing new sites.  Of 
particular note is the completion in 2011 of the ARRA-funded 
upgrades.  These urgently needed equipment upgrades replaced 
aging dataloggers at almost all BSL observatories providing for 
more robust and more rapid transmission of data from the sites 
to the BSL real-time system.  The group is now focused on the 
design and installation of the new Tremorscope borehole and 
surface stations just south of Parkfield along the Cholame sec-
tion of the San Andreas Fault, and on upgrading the HRSN.

All of these operations are supported by an operations and 
research staff of 9, an IT staff of 7, an engineering staff of 3, 
and an administrative support group largely shared with the 
Department of Earth and Planetary Science consisting of 7.  In 
addition, there are currently 6 Postdoctoral Scholars and 15 
PhD graduate students associated with the lab, along with 18 
affiliated faculty.

Core University funding to our ORU provides salary sup-
port for one staff scientist (shared by three researchers), one IT 

staff member, one engineer, our operations manager, and two 
administrative assistants, and represents about one fifth of the 
total infrastructure support budget.  The remaining support 
comes from extramural grants and contracts, primarily from the 
USGS, DOE, NSF, and the State of California, through its Office 
of Emergency Services  (CalOES).  Currently, grants from the 
Gordon and Betty Moore Foundation contribute significantly 
to our operations as do the contributions from the members of 
our Earthquake Research Affiliates (ERA) Program. Additional 
extramural research funding to BSL affiliated faculty and staff 
conducting earthquake science more than doubles the total an-
nual budget.
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Introduction
Plagioclase feldspars are one of the most important 

rock-forming minerals, comprising roughly 40% of the Earth’s 
crust.  Their elastic properties are essential for interpreting seis-
mic data to determine the structure and deformation history 
of the Earth’s crust, especially the seismically anisotropic lower 
crust.  This anisotropy has been largely attributed to preferred 
orientation of plagioclase and orientation patterns have been 
investigated with advanced methods (e.g., Ji and Mainprice, 
1988, Seront et al., 1993) including work at Berkeley(e.g., Xie 
et al., 2003, Feinberg et al., 2006, Gómez-Barreiro et al., 2007).  
However, to relate crystal orientation patterns to macroscopic 
seismic anisotropy, we need the elastic properties of plagioclase 
single crystals, which are not completely known.

Nearly all of the existing elastic constants for plagioclases 
(e.g., Alexandrov and Ryzhova, 1962, Ryzhova, 1964) were mea-
sured in highly twinned polycrystals, generating monoclinic 
symmetry for the truly triclinic plagioclase crystals.  Only re-
cently, Brown et al. (2006) measured velocities on untwinned 
albite and retrieved all 21 elastic constants to fully describe tri-
clinic symmetry.  

We have performed ab initio calculations using density func-
tional theory to calculate elastic constants for albite NaAlSi3O8 
(An0), andesine/laboradorite NaCaAl3Si5O16 (An50), and anor-
thite CaAl2Si2O8 (An100) in order to assess and improve upon 
the precision of existing elastic constants.

Method
We calculated the elastic constants of An0, An50, and An100 

with density functional theory using the local density approxi-
mation within the Vienna Ab-initio Simulation Package (VASP).  
We used the finite strain approach with the experimentally-de-
termined density (e.g., Militzer et al., 2011) and calculated elas-
tic constants (Cijkl) with Hooke’s Law.

The lattice vectors of the unit cells were strained 
by , where  is the identity matrix, and  is the 
strain matrix, where the three diagonal (i = 1,2,3) and three off
off-diagonal (i = 4,5,6) strain tensors are defined similarly to

 and ,
with δ = ±0.005, to define new lattice vectors .  

We estimate total errors in elastic constants to be < ±2 GPa 
based on comparison of differences between Cij and Cji values 
and observations of the effect of different values of δ on elastic 
constants.  

Results and Discussion
Most of our computed elastic constants for An0 are higher 

than those of Ryzhova (1964) and lower than those of Brown et 
al. (2006), but tend to be closer to those of Brown et al. (Figure 

Figure 2.1.1: Comparison of measured An0 (Brown et al., 2006) 
and computed An0, An50, and An100 elastic constants in gigapascals 
(GPa).  The horizontal axis shows subscripts for elastic constants in 
Voigt notation. 

2.1.1). Our calculated An50 elastic constants are compara-
ble to those of both Alexandrov and Ryzhova (1962) and Ryzho-
va (1964).

Elastic properties and mineral density may be used to calcu-
late wave velocities in different directions through a single crys-
tal.  P-wave and S-wave velocity maps (Figure 2.1.2) show 
seismic anisotropy generally decreases as An0 → An100, likely 
due to changes in bond lengths as Al substitutes in for Si, which 
in turn cause tetrahedra (with oxygen at the four corners and 
either Al or Si in the center cation position) to rotate.  Specifi-
cally, P-wave velocity anisotropy (AP) for our calculated An0, 
An50, and An100 is 39%. 26%, and 28%, respectively, where 

. In comparison, other deep crustal min-
erals such as olivine and hornblende are 22% and 28%, respec-
tively. 

Elastic constants may also be combined with the orientation 
distribution of a polycrystal to model seismic anisotropy for a 
rock with preferred orientation.  The relationship between pre-
ferred orientation and seismic velocities has been studied in 
a number of natural aggregates with high plagioclase content 
(e.g., Wenk et al., 1986, Ji and Mainprice, 1988), which found 
that P-wave anisotropy in plagioclase amounts to 2-15% de-
pending on the fabric, suggesting that an accurate and complete 
set of Cijs for the plagioclase series is important for calculating 
seismic velocities through the lower mantle. 

Summary
The 21 elastic constants were calculated for An0, An50, and 

An100 using DFT. Results for An0 and An50 agree well with 
experimental results.  In addition we calculated Cijs for An100, 
and results can be extrapolated for the entire plagioclase family.  
These Cijs can be applied to model anisotropy of plagioclase-con-
taining rocks, and are particularly useful to improving velocity 
calculations through the lower crust. 

1	 Ab Initio Calculations of Elastic Constants of Plagioclase Feldspars 
Pamela Kaercher, Burkhard Militzer, Hans-Rudolf Wenk
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Figure 2.1.2: Velocity surface maps calculated from densities and 
the elastic constants  calculated for An0, An50, and An100.  The top 
row shows are P-wave velocities, and the bottom row shows fastest 
S-wave velocities.  These are equal area projections.

Acknowledgements
P. Kaercher is grateful to Siegfried Matthies and Roman Vasin 

for help with this work.  We also thank the Carnegie/Depart-
ment of Energy Alliance Center (CDAC) for financial support.

References
Alexandrov, K.S., Ryzhova, T.V. , Elastic properties of rock-forming 

minerals: III feldspars, Bull. Acad. Sci. USSR Geol. Ser. 10, 129-131., 
1962.

Brown, J.M., Abramson, E.H., Angel, R.J., Triclinic elastic constants 
forlow albite, Physics and Chemistry of Minerals 33, 256-265, 2006.

Feinberg J., Wenk H.-R., Scott G.R., Renne P.R., Preferred orien-
tation and anisotropy of seismic and magnetic properties in gab-
bronorites from the Bushveld layered intrusion, Tectonophysics, 420, 
345-356, 2006. 

Gómez-Barreiro, J., Lenardelli, I., Wenk, H.-R., Dresen, G., 
Rybacki, E., Ren, Y., Tomé, C.N., Preferred orientation of anorthite 
deformed experimentally in Newtonian creep. EPSL 264(1), 188-207, 
2007.

Ji, S., Mainprice, D., Natural deformation fabrics of plagioclase: 
implications for slip systems and seismic anisotropy. Tectonophysics 
147, 145–163, 1988.

Militzer, B., Wenk, H.-R., Stackhouse, S., Stixrude, L., First-princi-
ples calculation of the elastic moduli of sheet silicates and their appli-
cation to shale anisotropy, American Mineralogist, 96, 125-137, 2011.

Ryzhova, T.V., Elastic properties of plagioclase, Bull. Acad. Sci. 
USSR Geol. Ser. 7, 633-635, 1964.

Seront, B., Mainprice, D., Christensen, N.I., A determination of 
the three-dimensional seismic properties of anorthosite: comparison 
between values calculated from the petrofabric and direct laboratory 
measurements, J. Geophys. Res. 98, 2209–2221, 1993.

Wenk, H.-R., Bunge, H.J., Jansen, E., Pannetier, J., Preferred orien-
tation of plagioclase – neutron diffraction and U-stage data, Tectono-
physics 126, 271-284, 1986.

Xie, Y., Wenk, H.-R., Matthies, S., Plagioclase preferred orienta-
tion by TOF neutron diffraction and SEM-EBSD, Tectonophysics 370, 
269–286, 2003.



10

Introduction
Equations of state, melting curves, mixing relations and 

solid-solid phase boundaries in iron and its alloys are the key 
equilibrium properties needed for modeling the constitution 
and evolution of planetary cores.  Silicon is one element that 
is likely to be alloyed with iron in the cores of rocky planets; 
it is abundant in the rocks found on the surfaces of Mercury, 
Venus, Earth and Mars (de Pater and Lissauer, 2010), and in the 
laboratory it is known to alloy with liquid iron at high pressures 
(Sanloup and Fei, 2004) or at low oxygen fugacity (McCoy et al., 
1999).1

Recently, the cubic ε-phase of FeSi was found to transform to 
another cubic phase, B2, at 24 GPa and high temperature (Dob-
son et al., 2002)—conditions that exist in the cores of Mars and 
Mercury. Yet several properties of the ε to B2 phase transition 
remain uncertain, including the location of the phase boundary 
in pressure-temperature space, and the entropy difference be-
tween the two phases. 

Here we present X-ray diffraction data of hot, dense FeSi. 
First, we show that it remains solid up to at least 2350 ± 200 K 
at 23 GPa and 2770 ± 200 K at 47 GPa, which means that addi-
tion of silicon does not cause a large amount of melting point 
depression (the melting temperature of pure iron ranges from 
2300 ± 100 K to 2700 ± 150 K between 20 and 50 GPa).  Second, 
the ε to B2 crystal-crystal phase transition occurs at 30 ± 2 GPa 
at all temperatures from 1200 K to 2300 K.  It results in a 5% 
density increase, which may cause an increase in the miscibility 
of silicon in iron at P > 30 GPa, with potential implications for 
the cores of small rocky planets such as Mars and Mercury.

Experimental Method
Stoichiometric FeSi was synthesized and given to us by Ravhi 

S. Kumar. It was ground to a fine powder and loaded into di-
amond anvil cells with rhenium gaskets.  The samples were 
surrounded with an argon or neon pressure transmitting me-
dium.  High-pressure samples were laser-heated at GeoSoilEn-
viroCARS (GSECARS) end-station ID-D, and simultaneous 
emission spectra and X-ray diffraction images were collected 
(Prakapenka et al. 2008).

Details of temperature and pressure measurements and of 
their uncertainties will be presented in an upcoming publica-
tion.

Results and Discussion
The solid-solid phase transition from the low pressure ε phase 

to the high pressure B2 phase of FeSi occurs at 30 ± 2 GPa, the 
weighted average of the transition pressures detected in a neon 
pressure medium (31.2 ±1.7 GPa) and in an argon medium (28 
±1.9 GPa) (Figure 2.2.1). We detected no temperature dependence

1.  Much of this report is quoted from a manuscript submitted to 
American Mineralogist: paper #4612R

Figure 2.2.1: The ε-B2 phase transition of FeSi occurs at 30 ± 2 GPa, 
with no detectable temperature dependence between 1000 and 2400 K.  
Data using an argon pressure medium are represented by squares.  Red 
symbols represent ε-FeSi, blue represents B2-FeSi, and purple indi-
cates that a mixture of the two phases is seen in the diffraction data.  
Overlapping squares of various colors results from the hysteresis of the 
phase transition, revealed by reversing the transition multiple times.  
The phase boundary and hysteresis are summarized by the loop be-
tween 23 and 30 GPa, shown at the top of the figure.  Data using a 
neon medium are represented by circles and summarized by the dou-
ble-headed arrow from 30 to 32.3 GPa that indicates no observed hys-
teresis within our pressure intervals.  Temperature uncertainties are 
indicated at each data point, whereas the typical pressure uncertainty 
is estimated to be 1.2 GPa.

of the ε-B2 transition in either pressure medium, despitecon-
trolling the temperature at 1200 ± 100 K for tens of seconds be-
fore increasing laser power: either the sample started transform-
ing immediately upon heating to 1200 K, or it did not transform 
until pressure was increased.  The ε-B2 transition was reversed 
multiple times in each pressure medium.  Examples of the X-ray 
diffraction spectra that evidence the transition are shown in 
Figure 2.2.2.  To constrain the hysteresis of the phase tran-
sition, we reversed the transition four times in a cell containing 
the neon pressure medium, and twice in a cell containing the 
argon medium.  The reversals in neon showed no evidence of 
hysteresis once they were laser-heated, but rather bracket the 

2	 Laboratory Studies of Crystalline FeSi to 47 GPa and 2800 K
Zack Geballe and Raymond Jeanloz
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transition to between 30 and 32.3 GPa.  The reversals in argon, 
on the other hand, show hysteresis—upon laser-heating, the B2 
phase is created at 32 GPa, transformed into the phase at 23 GPa 
on decompression, and transformed back into the B2 phase at 
30 GPa upon re-compression.

X-ray diffraction patterns of samples at room temperature 
provide data to constrain the P-V equation of state of both 
phases of FeSi and show that density increases by 5% during the 
phase transition at 30 GPa, which may have implications for the 
cores of Mercury (Pcore ~ 10 to 40 GPa) and/or Mars (Pcore ~ 24 
to 40 GPa) if silicon is an abundant alloying element.  Qualita-
tively, the miscibility of silicon in crystalline iron may increase 
at ~30 GPa due to the increase in the effective hard sphere ra-
dius of silicon in the FeSi lattice as its coordination changes 
from 7-fold (ε-phase) to 8-fold (in the B2 structure), thereby 
improving the similarity of the radii of silicon and iron.  Specif-
ically, the immiscibility gap documented between iron-rich and 
iron-poor iron-silicon alloys at < 50 mol% Si may be reduced at 
pressures above 30 GPa.
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Figure 2.2.2: Diffraction pattern examples show a transition from the ε to the B2 phase of FeSi at 37 GPa (left) and the reverse transition, from 
B2 to ε at 30 GPa (right).  Black curves show integrated powder diffraction data during the two heating/cooling cycles. Temperatures measured by 
spectroradiometry are shown to the left of diffraction patterns.  Red dotted lines mark diffraction peak positions of FeSi lattice planes at 37 GPa or 
30 GPa, while blue solid lines mark positions of B2-FeSi lattidce planes and green dashed lines mark positions of neon lattice planes.  Deviations of 
high-temperature diffraction peaks from theoretical peak positions are mostly due to thermal expansion of sample and pressure medium..
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Summary
The EarthScope Transportable Array (TA) deployment has 

provided dense array coverage across the continental US and 
with it, the opportunity for high resolution 3D seismic veloc-
ity imaging of both the lithosphere and asthenosphere in the 
continent. Building upon our previous work, we present a new 
3D isotropic and radially anisotropic shear wave model of the 
North American (NA) lithospheric mantle, using full waveform 
tomography and shorter-period (40 s) waveform data. Our 
model exhibits pronounced spatial correlation between major 
tectonic localities of the eastern NA continent, as evidenced in 
the geology, and seismic anomalies.  This suggests recurring epi-
sodes of tectonic events are not only well exposed at the surface, 
but also leave persistent scars in the continental lithosphere 
mantle, marked by isotropic and radially anisotropic velocity 
anomalies that reach as deep as 100-150 km.  In eastern North 
America, our tomographic images distinguish the fast velocity 
cratonic NA from the deep rooted large volume high velocity 
blocks which are east of the continent rift margin, and extend 
200-300 km offshore into the Atlantic Ocean.  In between is a 
prominent narrow band of low velocities that roughly follows 
the south and eastern Laurentia rift margin and extends into 
New England. The lithosphere associated with this low veloc-
ity band is thinned likely due to combined effects of repeated 
rifting processes along the rift margin and northward extension 
of the Bermuda low–velocity channel across the New England 
region. Deep rooted high velocity blocks east of the Laurentia 
margin are proposed to represent the Proterozoic Gondwanian 
terranes of pan-African affinity, which were captured during the 
Rodina formation but left behind during the opening of the At-
lantic Ocean.

Full waveform inversion
We present a new high-resolution 3D tomographic model of 

shear velocity in the cratonic North American mantle (Figure 
2.3.1), developed using long-period full waveform inversion. 
The new inversion shares many of the methodological features 
of our previous continental scale time-domain 3D waveform 
tomographic inversions for isotropic and radially anisotropic 
structure (Yuan et al., 2011). We largely mirror the processing 
performed in the global SEM (spectral element method)-based 
hybrid modeling approach (Lekic and Romanowicz, 2011), ex-
cept the global SEM synthetic code is replaced by RegSEM (Cu-
pillard et al., 2012).

Tomographic Results
The cratonic root has been affected by the recurring episodes 

of tectonism, however its eastern margin seems largely intact
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Figure 2.3.1: Source and station distribution for the new North 
American inversion. The black triangles show the seismic stations and 
the red stars show 136 local events in addition to our global and NA 
regional/teleseismic dataset. The thick black line indicates the mod-
el boundaries used for RegSEM forward modeling. The background 
shows the topography

west of the Grenville deformation front. The Archean litho-
sphere may have extended further outboard of the Proterozo-
ic Grenville deformation front, as indicated by a high velocity 
Archean-like structure that extruded beyond the deformation 
front. Across the continental margin, thinning of the lithosphere 
is evident in our new tomographic images as well as discontinu-
ity–sensitive receiver functions (Rychert et al., 2007) and local 
Rayleigh wave dispersion inversion (Li et al., 2003). A thinning 
process is likely further facilitated in New England by the pas-
sage of the Bermuda low velocity channel, which connects to 
the Bermuda hotspot in the Atlantic Ocean, and extends farther 
east in to the Atlantic Ocean. 

Our new tomographic image reveals deeply rooted Gondawa-
nian blocks that were captured during the North American/Af-
rican collision that closed the Iapetus Ocean, but stayed behind 
when the present Atlantic Ocean was formed (e.g., Nance and 
Murphy, 1994). These exotic terranes are clearly separated from 
the Laurentia core along the east continent margin, and extend 
greatly outboard into the Atlantic Ocean, reaching out to the 
oldest Atlantic oceanic crust.  The presence of large segments 
of fossil continents off cratonic margins is thus not uncommon, 

3	 Shear Wave Velocity Model of the Eastern North America Upper Mantle 
Using Full Waveform Tomography

Huaiyu Yuan, Scott French, Paul Cupillard and Barbara Romanowicz
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and may suggest greater roles in the global crustal-growth mod-
els (e.g., Griffin et al., 2011).
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Introduction
The USArray deployment has provided new details of the 

seismic wave-speed structure of the western United States. The 
western U.S. is generally characterized as a low wave-speed re-
gion in global models (e.g. Lekic and Romanowicz, 2011) with 
relatively thin (~70km) lithosphere (e.g. Levander and Miller, 
2012). This relatively unusual geologic context is ideally suited 
for asthenospheric mantle imaging with teleseismic travel times 
as the background 1D model is simple and only a small pro-
portion of the travel time delays can be accounted for by the 
lithosphere. Within this low velocity region, there exist several 
isolated high velocity bodies, which have been interpreted as 
either lithospheric delaminations (e.g. Zandt et al., 2004; West et 
al., 2009; Frassetto et al., 2011; Darold and Humphreys, 2013), or 
slab fragments (e.g. Obrebski et al., 2010; Schmandt and Hum-
phreys, 2011; Pikser et al., 2012; Wang et al., 2013). In this con-
tribution we explore the argument between delaminations or 
slab fragments as seen by our compressional wave-speed model, 
DNA13-P. 

Imaging
We employ the multi-channel cross correlation method 

(VanDecar and Crosson, 1990) to measure relative P wave ar-
rival times for 76,322 station and event pairs within the 0.4-0.8 
Hz band during the USArray deployment. The station coverage 
extends across the entire United States and events are chosen 
to be between 30 and 80 degrees epicentral distance from the 
station providing ample path coverage to fully image the west-
ern portion while avoiding waveform complications.  The sen-
sitivity matrix of the delays is populated using finite frequency 
kernels (Dahlen et al., 2000; Hung et al., 2000) and then solved 
for compressional wave-speed variations with a least squares it-
erative solver (Dahlen et al., 2000; Hung et al., 2000). We also 
solve for station corrections representing the vertically averaged 
lithosphere structure under a given station where crossing ray 
coverage is poor. The full model is available for download at 
the IRIS Earth Model Collaboration website (http://www.iris.
edu/dms/products/emc/).

Discussion
Figure 2.4.1 provides a broad view of the wave-speed 

structure of the U.S. The eastward dipping plane illustrates three 
main features: (1) the high velocity anomalies in the western 
U.S. are short lateral wavelength features, (2) the high veloci-
ty body in the eastern U.S. is continuous, and (3) the Isabella 
Anomaly is the only shallow high velocity anomaly south of the 
Gorda plate. Based on paleoseismic evidence, the Juan de Fu-
ca-Gorda system is well characterized as a subduction zone, but 
the limited depth extent of the high wave-speed body is incon-
sistent with ongoing subduction for the past 150+ Ma. 
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Figure 2.4.1:  (A) An east-dipping plane through DNA13-P. Color 
scale gives relative compressional wave-speed (left color-bar). Purple, 
black, and blue boxes respectively outline the Siletzia Curtain Anom-
aly and Wallowa Anomaly, Nevada Anomaly, and Isabella Anomaly. 
The scale across the top edge of the map displays the depth of the to-
mography slice. Dotted lines mark the US physiographic boundaries 
(Fenneman and Johnson, 1946). Bold dashed outline displays the area 
considered in the calculation of expected western U.S. slab. (B) Inset 
map displays the station data used in the inversion and are color-coded 
according to station correction terms of DNA13-P (right color-bar). 
Abbreviations are given for the Juan de Fuca plate (JdF), Gorda plate 
(G), Isabella Anomaly (IA), Siletzia Curtain Anomaly (SCA), Wal-
lowa Anomaly (WA), Nevada Anomaly (NA), Rocky Mountain Front 
(RMF), and Deep Farallon (DF).

However, the uplift of the modern Rocky Mountains and the 
distributed mantle high velocity anomalies suggest the slab was 
flat for a significant period of the subduction history. When we 
compare the expected amount of slab material from the coast 
to the Rocky Mountain Front (Figure 2.4.1, dashed box) 
against the observed amount of slab material, we find that ~80% 
of the expected material is observed as high velocity anomalies.  
If these anomalies are actually lower continental lithosphere in 
origin, it becomes unclear where the Farallon plate is currently. 

Continental plate delamination has also been proposed due 
to observations of anomalous shear wave splitting (West et al., 
2009), topography (Saleeby and Foster, 2004), and receiver func-
tion imaging (Zandt et al., 2004). However the regional anisot-
ropy pattern identified in West et al. (2009) as due to vertical 
flow can also be readily reproduced by flow around the Gorda 
slab edge and the North American craton (Yuan and Romano-
wicz, 2010). Additionally, the topographic expression and re-
ceiver function images for the Isabella Anomaly are identical to 
those found in the Cascadia Subduction Zone  (Bostock et al., 
2002). Therefore, the primary pieces of evidence for delamina-
tion do not provide a unique fingerprint of the process.

4	 Slab fragments in the western U.S.
Robert Porritt and Richard Allen
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Figure 2.4.2: Schematic representation of high velocity anomalies 
of the western U.S. The Monterey Microplate labeled here is also 
referenced as the Isabella Anomaly. All of the labeled blue bodies are 
interpreted here to be ocean lithosphere. 

Conclusion
Ambiguous evidence prevents determining if high wave-

speed anomalies in the upper mantle are drips or remnant slabs 
when considered as individual geologic objects. When the west-
ern U.S. is considered as a whole, the theory that continental 
lithosphere drips are the source for all of these anomalies be-
comes unreasonable. Conversely, an oceanic lithosphere origin, 
such as the western Farallon slab, provides a viable source of 
high wave-speed material. Indeed, if the observed high-wave-
speed anomalies are not interpreted as remnant slabs, we must 
identify where the Farallon slab went. Relatively young ocean-
ic lithosphere has less rheological contrast to typical astheno-
sphere and is more readily able to founder in the upper man-
tle, rather than sink into the lower mantle (Pikser et al., 2012). 
With time, the eastward progression of the Farallon ridge to-
ward North America provided younger and younger oceanic 
lithosphere into the subduction zone (Atwater and Stock, 1998). 
While the evidence does not show conclusively that these fea-
tures must all be slabs, the slab hypothesis is consistent with the 
observations and follows naturally from the 150+ Ma subduc-
tion history. Therefore, analysis of high velocity anomalies in 
the western U.S., and elsewhere, must start with the hypothesis 
of an oceanic lithosphere origin before a delamination hypoth-
esis should be invoked. 
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Introduction
The Juan de Fuca slab is a remnant of the ancient Farallon 

plate, which has been subducting beneath the North American 
continent over the past 150 million years (Eakin et al., 2010). 
Complete subduction of parts of this giant plate has split it into 
several sections. The northern unit is bounded to the south by 
the Mendocino Triple Junction (MTJ) and to the north by the 
Queen Charlotte Triple Junction off Vancouver Island (Porritt, 
2013). This unit is divided into the Gorda, Juan de Fuca and 
Explorer slabs, which descend along the Cascadia subduction 
zone. 

This subduction zone features some unusual characteristics, 
the most notable of which include a lack of earthquake activity 
below a depth of 100km (Porritt, 2013), a lack of slab materi-
al below 400km and the possibility of segmentation. Various 
models of slab-mantle interaction have been proposed to ex-
plain such observations, but more data is required to constrain 
these ideas.

This article presents the shear wave splitting measurements 
determined at 27 onshore seismometers situated along the sub-
duction zone and 43 offshore instruments deployed across the 
Juan de Fuca plate. These measurements are used to infer the 
direction and extent of aethenospheric anisotropy and thus to 
determine mantle flow geometry in the region. This study as-
sumes the existence of a type-A olivine crystal fabric, meaning 
that the anisotropy should be parallel to flow.

Method
This study analyzed waveform data from 27 onshore Trans-

portable Array (TA) instruments and 57 ocean bottom seis-
mometers deployed as part of the Cascadia Initiative between 
2010 and 2012. Shear wave splitting observations were obtained 
for all of the TA instruments and 43 of the OBS devices. 

Measurements of fast axis (φ) and delay time (δt) were car-
ried out using the Splitlab software package (Wustefeld et al., 
2008). Teleseismic events of magnitudes greater than 5.75 and 
with epicentral distances of 85-130o were utilized, and each 
event was bandpass filtered between 0.02 and 0.3Hz. 

The observations were rated ‘good’, ‘fair’ or ‘poor’ according 
to the criteria of Wustefeld and Bokelmann (2007). Average val-
ues of φ and δt for each instrument were then determined by 
stacking the error matrices resulting from a grid-search for the 
best parameter values from each observation followed by a de-
termination of the global minimum. 

In order to obtain useful results from the OBS data the orien-
tations at which these devices settled on the seabed were calcu-
lated (Frassetto et al., 2013). The splitting fast axis orientations 
were then determined relative to each station using the un-ro-
tated seismograms and then rotated by the angle provided by 
Frassetto et al. (2013).

Figure 2.5.1.  Map of the study region showing the oceanic crust 
magnetic anomoly pattern (Maus et al., 2009) in additon to all avail-
able splitting results for the area. The onshore red splits are clearly 
trench-perpendicuar, while the offshore results are sub-perpendicu-
lar to the magnetic striping pattern within about 2o  of the ridge axis, 
but then appear to be affected by the presence of the subduction zone. 
There is also some indication of a superposition of ridge perpendicular 
and radial splitting close to Cobb Hotspot, whose rough position is 
shown by the orange mark.

Results
Figure 2.5.1 shows the stacked results from this study 

plotted alongside measurments provided by previous investiga-
tions. The TA stations have a mean fast direction of   N57.4oE 
and a mean splitting time of 1.39 seconds. The pattern pro-
duced by the offshore splitting measurements is more compli-
cated. Splitting times are generally higher than for the TA sta-
tions, with a mean delay time of 1.81 seconds and a standard 
deviation of 0.52 seconds. Stations within 100km of the ridge 
generally produce fast axes that are perpendicular to this struc-
ture. The splitting patterns seen at offshore stations closer to 
the trench and acretionary prism are not uniformly trench per-
pendicular (as they are onshore). Instead, the splitting fast axes 
are rotated roughly trench parallel between 47oN and 49oN but 
rapidly switch back to trench-perpendicular below 47oN. The 
offshore spitting pattern west of Oregon is consistent with the 
onshore observations, while farther north in Washington the 
trench-perpendicular onshore splits are juxtaposed against the 
trench-parallel offshore splits. Onshore and offshore splits once 
again become consistent north of the Canadian border. 

5	 Mantle Flow Geometry Through the Segmented Juan de Fuca Plate
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Figure 2.5.2: Cartoon summarising this study’s interpretations 
in terms of mantle flow beneath and around the subducting Gorda, 
Juan de Fuca and Explorer plates. The tomography shows a depth slice 
though the DNA13-P wave model at 200km. The slab is segmented 
into at least three sections, with a third possible gap separating the 
Northern Juan de Fuca and Explorer sections. The tomography indi-
cates that the slab beneath Oregon is particularly short, while the Go-
rda segment extends to at least 600km (Porritt et al., 2013). Splitting 
results from this study indicate that eastwards flow west of the trench is 
initially ridge-parallel, but is then channelled though the Oregon slab 
gap. To the south, the cartoon shows toroidal flow around the edge of 
the Gorda slab as described by Eakin et al., (2010). The slab poses an in-
sufficient barrier to mantle flow to prevent eastwards motion beneath 
its base, as shown.  

Discussion and interpretations
The lack of variation in the splitting parameters with event 

backazimuth and the uniformity of the onshore pattern sug-
gests the presence of a single layer of anisotropy. The main 
source of the signal is interpreted to be the upper mantle, which 
is the only source thick enough to produce delay times of over 
1 second.  Figures 2.5.1 and 2.5.2 suggest that flow is 
ridge-perpendicular east of 128oW, as is consistent with the out-
wards movement of asthenospheric material.

The splitting pattern beyond 150km of the ridge is inter-
preted as being a result of asthenosphere flow responding to 
the presence of the subducting slab. With the exception of the 
trench-parallel results, splits west of the margin are seen to re-
duce in delay time towards the trench and rotate sub-parallel to 
the direction of plate motion. The reduction in delay times is in-
terpreted as a result of the increasing misalignment of aetheno-
spheric and lithospheric anisotropy, as predicted by Nishimura 
and Forsyth (1989).

The offshore measurements provide an indication of fun-
nelled aethenospheric flow into the gap within the elongate high 
velocity anomaly shown in Figure 2.5.2. This anomaly is in-
terpreted to be the result of the subducting slab (Porritt, 2013), 
implying that the relatively lower velocities beneath northern 
Oregon indicate a ‘slab gap’. This may be a tear in the subduct-

ing lithosphere which allows for unimpeded eastwards flow of 
material. 

The general pattern of trench perpendicular splitting seen in 
this study lends further support to the well established interpre-
tation of a thick layer of mantle material entrained beneath the 
subducting slab. The slab appears provide an insufficient barrier 
to mantle flow to cause the trench parallel splitting pattern seen 
at other subduction zones (Eakin et al., 2010).
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Introduction
The Hawaii hotspot and the associated chain of islands have 

been long regarded as a case example of a deep-rooted mantle 
plume and a region thought to be an ideal place for studying 
intraplate hotspots located above a deep-rooted mantle plume. 
There is an ongoing debate, however, about the origin of the 
hotspot volcanism reservoir, in particular when examining the 
depth and direction from which any plume originates.  Geo-
chemistry observations of the region indicate the Hawaiian 
Plume contains 15-20% mafic lithologies such as eclogites, and 
they also show there is a conspicuous asymmetry in the mafic 
composition of different parts of the island. Based on volcano 
lava measurements, the island is divided into two parts: LOA 
and KEA, and there is more pyroxenite in the source of the 
LOA-volcanoes. In this work we address the question: is Pacific 
Plate rejuvenation occurring under the islands, and if it is, how 
wide and how deep is the region where the plume modifies the 
lithosphere?  To answer these questions, we need to use geo-
physical, geochemical and seismological information.

Data and Method
The Hawaiian Plume-Lithosphere Undersea Melt Experi-

ment (PLUME) included a large network of four-component 
broadband ocean bottom seismometers (OBSs) occupying 
more than 70 sites and having an overall aperture of more than 
1000 kilometers. We selected ~750 S-wave relative arrival times 
(including direct S and SKS phases) on the SV component via 
multi-channel cross correlation.  Of these, we selected 75 events 
distributed in as wide a range of back azimuth directions as 
possible (Figure 2.6.1), restricting the data to events with 
epicentral distances greater than 30 degrees and magnitudes 
greater than 5.5.  The relative delays we obtain are inverted with 
a tomographic technique that uses finite-frequency sensitivi-
ty kernels that account for the frequency dependent width of 
the region to which body waves are sensitive and also accounts 
for wave front healing effects. Our tomographic method uses 
paraxial kernel theory to calculate the Born approximation for-
ward-scattering sensitivity kernels for teleseismic arrival times. 
The surface-wave data we use here comes from two different 
sources. The first is ambient noise cross-correlation measure-
ments in the period band of 10 to 25 sec. The second source 
is surface wave phase velocity measurements obtained using a 
two-plane wave tomography method in the period band of 25 to 
100 sec. Following Obrebski et al. (2011) we create a joint matrix 
of body wave relative travel time anomalies and surface wave 
phase velocity anomalies to use in a joint inversion.
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Figure 2.6.1. Map of the study area.  (a) Study area showing seis-
mometer locations (triangles) where stations deployed in the first year 
are indicated by inverted triangles and those deployed in the second 
year are marked by triangles. The station colors indicate the mean 
body-wave delays (measured at 0.04–0.1 Hz). Only stations that suc-
cessfully recorded data are shown. These locations are juxtaposed on 
the topography and bathemetry of the region.  (b) Map of earthquakes 
(red stars) used in this study and our study location (blue box).  Black 
circles are 90° and 140° from the study region.

Imaging Results
We create two models, named as follows: HW13-SV based 

on inversion of SV body wave constraints only, and HW13-SVJ 
resulting from joint inversion of the body- and surface-waves. 
Figure 2.6.2 shows vertical cross-sections through the main 
features of the models, comparing HW13-SV and HW13-SVJ 
structures. The improvement our new model provides is a high-
er resolution within the upper mantle that results from our 
inclusion of surface wave data in the inversion. In addition to 
the shallow low-velocity layer observed immediately below the 
oceanic lithosphere, we also observe a second layer at the depth 
of about ~250-400 km (see cross-section in Figure 2.6.2b)

In the vertical cross-section perpendicular to the plate mo-
tion, the model shows an apparent asymmetry in the low veloc-
ity structure of this second layer.  Larger volumes of low velocity
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material are observed on the northwest side of the island chain 
(Figure 2.6.2e). Finally, good resolution is obtained through 
the crust and lithosphere by the joint ambient noise and earth-
quake surface wave data. We conduct checkerboard resolution 
tests using boxes with alternating high and low-velocity and of 
different sizes to identify what resolution our models can pro-
vide. The inclusion of the surface-wave dataset provides im-
proved resolution in the upper ~200 km. The tests results show 
that the horizontal resolution is about 150 km in the upper 100 
km, about 300km in the upper mantle and transition zone, and 
500km in the lower mantle. The resulting structure also cor-
relates well with previous surface-wave only tomographic mod-
els (Laske et al., 2011). 

Discussion
Though seismic imaging in the past has been considered in-

conclusive with regard to whether a lower-mantle plume source 
exists, our imaging results are similar to Wolfe et al. (2009)’s re-
sult in the lower mantle. Both results reveal low velocities with-
in the mantle transition zone and in the topmost lower mantle, 
suggesting there is a deep source region for the Hawaiian plume. 

Differing from the classic plume model, which has a verti-
cal conduit feeding a thin pancake structure beneath the litho-
sphere, our model shows two layers of low velocity in the upper 
mantle.  One layer is at <150 km depth, and the second is in the 
~200 to 400 km depth range, thus forming a non-traditional 
double layered plume. Our model structure is consistent with 
a geodynamic model in which a plume composed of peridot-
ite (85%) and chemically dense eclogite (15%) generates a neu-
trally buoyant layer at a depth of 260 to 410 km from which a 
fractionated upwelling rises further to feed a shallow pancake 

(Ballmer et al., 2013). When peridotitic material from the lower 
mantle crosses the 410-km discontinuity, its density decreases.  
However, the density of eclogite does not. The combination of 
the negative chemical buoyancy when eclogite is present with 
the positive thermal buoyancy will control the ascent motion of 
a plume rich in eclogite. This dense material tends to accumu-
late at the 410km depth, forming a deep eclogitic pool (DEP), 
which would produce a velocity structure consistent with the 
second low velocity layer in our tomographic model. Another 
important feature of our model is the asymmetric low velocity 
zone that trends perpendicular to the plate motion direction in 
the DEP depth range (Figure 2.6.2e). The low velocity struc-
ture beneath the southwest side of the island chain (left side of 
the dashed blue line in Figure 2.6.2e) is larger and wider 
than the structure on the northeast side (right side of the dashed 
blue line in Figure 2.6.2e). The lateral velocity variations ob-
served, if indicative of lateral temperature variations, may rec-
oncile geochemical evidence in Hawaii that imply a larger in-
fluence from pyroxenite-derived lavas along the southwest Loa 
trend compared to the northeast Kea trend.
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Introduction
The SEMum2 model (French et al., in review) was derived 

using full long-period (60-400s) waveform inversion based on 
the spectral element method (SEM: e.g. Komatitsch and Vilotte, 
1998). Much like its predecessor SEMum (Lekic and Romano-
wicz, 2011a), SEMum2 exhibits stronger lateral heterogeneity – 
particularly low velocities in the upper 250km – than previous 
generations of global models based purely on asymptotic theo-
ries (Lekic and Romanowicz, 2011b), while still confirming the 
robust long-wavelength structure present in the latter models. 
In addition to recovering more realistic amplitudes of heteroge-
neity, the oceanic upper mantle and transition zone in SEMum2 
show a more continuous fast signature of subducted slabs with 
depth, as well as coherent conduit-like low-velocity anomalies 
extending to the lower mantle, most prominent beneath the 
South Pacific superswell and Hawaii. Further, SEMum2 exhibits 
a pattern of low-velocity anomalies in the oceanic upper man-
tle not clearly imaged in previous generations of global models: 
finger-like low-velocity bands aligned with absolute plate mo-
tion (Kreemer, 2009) between 200 and 350km depth. Here, we 
first briefly introduce SEMum2, focusing on model construc-
tion, and devote the remaining sections to discussion of these 
low-velocity finger (LVF) structures.

SEMum2: Model construction
SEMum2 represents an update to the SEMum model of Le-

kic and Romanowicz (2011a), incorporating a new crustal im-
plementation and a change in parameterization that allows for 
higher resolution images of mantle structure. Both models em-
ploy a “hybrid” waveform inversion technique, where wavefield 
forward modeling is performed “exactly” using the SEM and 
combined with sensitivity kernels from non-linear asymptotic 
coupling theory (Li and Romanowicz, 1995). Though approxi-
mate, NACT kernels are computationally light and easily recal-
culated as the mantle model evolves, and further accommodate 
finite-frequency effects in the great-circle plane as well as mul-
tiple forward scattering. Each iteration of the hybrid approach 
represents a 3x reduction in cost over adjoint techniques (e.g. 
Tromp et al., 2005), while also allowing for a quickly converging 
Newton-like inversion scheme, reducing the total number of it-
erations required. 

To further reduce cost, we use a smooth crustal model with 
a minimum Moho depth of 30km, otherwise approximately 
honoring Crust2.0 Moho topography (Bassin et al., 2000). The 
model is calibrated to match the seismic response of Earth’s 
crust, as seen through surface-wave dispersion, by introducing 
radial anisotropy – necessary to match the response of a real-
istically-layered model at long periods (Backus, 1962). By pro-
longing the SEM time step, the smooth crust reduces the cost of 
simulation an additional 3x over direct use of Crust2.0. While 

SEMum also employed a smooth crustal model, its uniform 
60km thickness could potentially complicate interpretation of 
oceanic upper-most mantle structure – thus motivating the now 
shallower, variable Moho topography. Details of the calibration 
procedure have also been improved (French et al., in review).

Following the introduction of the new crustal model, we 
performed two additional inversion iterations starting from 
SEMum. Next, we refined the VS mantle-model mesh from 4° 
to 2° node spacing and performed one further iteration.  This 
change in parameterization allowed for a relaxation of a priori 
smoothness constraints on model structure, which was further 
justified by resolution analysis (French et al., in review). While 
SEMum2 model structure appears sharper than SEMum at all 
depths and has evolved somewhat above 60km, the two models 
remain strikingly similar, validating a posteriori the approach 
taken in developing SEMum.

Figure 2.7.1:  VS anomaly structure at 250km depth in SEMum2, 
where low-velocity finger structures are immediately apparent. Dashed 
lines correspond to APM streamlines of Kreemer (2009).

Oceanic low-velocity structure
Clustering analysis (e.g. Lekic and Romanowicz, 2011b) of SE-

Mum2 oceanic upper-mantle structure between 30 and 350km 
depth reveals a class of features characterized by lower-than-av-
erage VS in the 200-350km depth range and a band like mor-
phology in map view. These features are easily seen in SEMum2 
at 250km depth (Figure 2.7.1) as elongate finger-like anom-
alies of significantly reduced VS (3-4%), separated by regions of 
slightly elevated VS. These features are most prominent in the 
central and eastern Pacific but are also present beneath other 
oceans (Indian, Western Antarctic, and North and South At-
lantic, etc…). Intriguingly, as shown in Figure 2.7.1, these 
low-velocity fingers (LVFs) in the oceanic upper mantle pref-
erentially align with the direction of present-day absolute plate 
motion (Kreemer, 2009).

In the Pacific, these APM-parallel LVFs exhibit an approx-

7	 New Oceanic Mantle Structures Revealed by Global Full-Waveform 
Inversion

Scott French, Vedran Lekic, Barbara Romanowicz



21

imate 2000km periodicity, and their presence correlates with 
enhanced low velocity anomalies in the overlying classical oce-
anic low-velocity zone (LVZ). Intriguingly, in an analysis of the 
geoid using directional wavelets, Hayn et al. (2012) discovered a 
large-scale pattern of undulations matching both the ~2000km 
wavelength and APM alignment of the LVFs in the central and 
eastern Pacific – thereby providing independent geophysical ev-
idence confirming their presence. In order to frame the LVFs in 
the context of surrounding mantle structure, in Figure 2.7.2 
we present a 3D rendering of a 60°x60° portion of the central 
Pacific to 1000km depth. We see in SEMum2 a progressive tran-
sition from structure dominated by the classical oceanic LVZ at 
shallow depths (<200km), to that dominated by the LVFs (200-
350km), to quasi-vertical conduit-like low-velocity anomalies 
(>300-400km) extending to the lower mantle that are spatially 
correlated with known hotspots or hotspot regions.

Morphology of the LVFs and their apparent interactions 
with the conduit-like anomalies below suggest channeling of 
buoyant upwellings into the asthenosphere – perhaps similar to 
laboratory experiments in viscous fingering (Snyder and Tait, 
1998). Alternatively, their periodicity may be consistent with 
APM-aligned secondary convection similar to that suggested 
by Richter and Parsons (1975). Taken together, the observed in-
teractions between the LVFs, the LVZ above, and the quasi-ver-
tical conduit-like anomalies below evoke an interplay between 
a range of geodynamic phenomena that is both pervasive in the 
oceanic mantle and has not before been imaged at these scales.
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Introduction
Seismic anisotropy, i.e. the variation of seismic wave speed 

with propagation direction, provides information on material 
flow and therefore the dynamics in the earth’s interior. Seismic 
anisotropy appears to be strong in the upper mantle and in the 
lowermost mantle (the D’’), where strains related to horizontal 
flow in the large scale mantle convection system tend to be large.

Here we show evidence for strong seismic anisotropy in 
the D’’ using waveforms of shear waves diffracted along the 
core-mantle boundary. The seismic anisotropy appears strong 
to the south of the African Large Low Shear Velocity Province 
(LLSVP). The anisotropy rotates or weakens towards the LLSVP 
boundary, and there is no apparent anisotropy inside the LLSVP.

Data and Methods
In this study, we use shear diffracted phases from a deep 

event near the Fiji islands (~621 km, Mw 6.2, 09/04/1997, Fig-
ure 2.8.1) towards stations in southern Africa at distances 
of > 120°. Diffracted phases at these distances become polarized 
along the SH component due to the coupling of the SV compo-
nent with the outer core. To et al. (2005) first pointed out the 
anomalously strong SV arrivals, which result in elliptical par-
ticle motions (Figure 2.8.2). These arrivals result from the 
splitting of the SH component due to the presence of anisotropy. 

We measure the shear-wave splitting with the rotation-cor-
relation method in SplitLab (Wuestefeld et al. 2010). The sta-
tions at smaller azimuths show a mean fast axis of -46° (defined 
to be positive away from the T component towards the R com-
ponent) and a mean splitting time of 1.0 second.

 
Figure 2.8.1: Coverage map of Sdiff phases from a deep Fijian earth-
quake (Sept. 4th 1997) observed on the Kaapvaal array in southern Af-
rica. Magenta dots mark the entry and exit points to D’’ and the green 
dots bound the diffracted parts of the paths. We interpret the apparent 
anisotropy to be where the phases turn upwards in the D’’ indicated by 
the striped patch.  The background model is SAW24B16 (Megnin and 
Romanowicz, 2000) at 2800 km depth. 

Figure 2.8.2: Particle motions for the horizontal velocity compo-
nents. Waveforms are filtered between 10 and 30 seconds. Time runs 
from blue to red over 30 seconds. On the right are the observed par-
ticle motions at stations of the Kaapvaal array.  Most striking are the 
elliptical particle motions at smaller azimuths. On the left are synthetic 
particle motions that capture most of the main features of the data (see 
Results subsection). 

The splitting in Sdiff results from the presence of anisotropy 
in the upward leg of the path after the diffracted part of the path. 
We separately measure the splitting in the SKS and SKKS phases 
to exclude an origin of the splitting in the upper mantle. There 
is little and very scattered splitting in these phases for this event. 
Other studies of upper mantle anisotropy beneath the Kaapvaal 
array (e.g., Adam and Lebedev, 2012) show different trends than 
the shear-diffracted waveforms would suggest here. 

We forward model full waveforms for anisotropic models in 
the D’’ using the ‘sandwiched’ Coupled Spectral Element Meth-
od (‘sandwiched’-CSEM, Capdeville et al. 2003). This method 
couples the spectral element solution for an anisotropic 3D ve-
locity model in the lowermost 370 km of the mantle to a 1D nor-
mal mode solution in the rest of the mantle and the outer core. 
It is computationally advantageous to apply this method for 
different models in the lowermost mantle for a single event, as 
the normal mode computation only needs to be done once. The 
background model is SAW24B16 (Megnin and Romanowicz, 
2000) saturated at +1% outside and -2.75% inside the LLSVP. 
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The saturated model captures the delay in travel time with in-
creasing azimuth (which is apparent in the change in color in 
particle motions in the second panel of Figure 2.8.2). We de-
fine the anisotropy to be in the plane orthogonal to the direction 
of propagation, as this relates to the apparent anisotropy seen 
in the waveforms, but we acknowledge that this only represents 
part of the actual anisotropic elastic tensor. With full waveform 
modeling we test the sensitivity to fast direction, strength of an-
isotropy and radial and lateral extent of the anisotropy (Cottaar 
and Romanowicz, 2013). Here we only present the best model.  

Results
The preferred model has a fast axis direction as measured in 

the data, and 8% of velocity contrast between the fast and slow 
axis. The anisotropy is constrained to the lowermost 150 km, 
although there is a strong trade-off between the vertical extent 
and the strength of anisotropy. Laterally, the anisotropy is con-
strained to the fast region (with isotropic velocity perturbations 
over 0.5%). The synthetic waveforms for this model are shown 
in Figure 2.8.2.

The synthetic waveforms capture the ellipticity of the particle 
motions at smaller azimuths. They do not capture the increase in 
amplitude at these azimuths. The amplitudes of the waveforms 
are higher than predictions for PREM. The synthetics show a 
decrease in amplitude and a postcursor due to multi-pathing 
around the LLSVP boundary. The postcursor in the synthetics is 
less delayed than in the observations (To et al., 2005), resulting 
in elliptical particle motions. The amplitudes within the LLSVP, 
at the higher azimuths, are larger due to the slow velocities. The 
SHdiff arrivals are rotated slightly out-of-plane due to refrac-
tions at the LLSVP boundary. The rotations are opposite for 
the synthetics and observations, though. Capturing the exact 
multi-pathing and refraction behavior requires corrections to 
the boundary shape, which is beyond the scope of this study. 

Conclusion
We found evidence for the presence of strong anisotropy 

to the south of the African LLSVP margin by using shear dif-
fracted phases at large distances. We can constrain the part of 
the elastic tensor that causes the splitting in the waveforms, i.e. 
in the plane orthogonal to the direction of propagation. Most 
strikingly, the anisotropy weakens towards the LLSVP bound-
ary, and appears absent within. 

This study adds an additional location where the presence 
of strong complex anisotropy appears to correlate with fast ve-
locities and possibly with the presence of slab remnants. Addi-
tionally, the presence of textured postperovskite could explain 
strong anisotropy, as its single crystals have stronger azimuth-
al anisotropy than in perovskite. The LLSVP margin might be 
acting as a mechanical boundary that rotates the present fabric 
(Figure 2.8.3). Within the LLSVP, convection is either too 
weak or small-scaled, or the material’s intrinsic anisotropy is 
too weak to observe using diffracted waves. 

Figure 2.8.3: Cartoon cross-section from south to north through 
the edge of the African LLSVP with possible flow outside the LLSVP as 
suggested by the observed anisotropy.
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Introduction
Several discontinuities (primarily the 410-km and the 660-

km) are present in the Earth’s upper mantle. Their existence and 
characteristics provide important constraints on the tempera-
ture, composition and dynamics of the mantle. To image these 
discontinuities on global and regional scales, one effective tool 
is the SS precursors (e.g. Shearer, 1991). They are the underside 
reflections at the mantle discontinuities (Figure 2.9.1). One 
major advantage of the SS precursors, compared to the other 
data types such as receiver functions and triplications, is that 
they are sensitive to the structure at the midpoint of reflection, 
and therefore provides good coverage for the vast oceanic areas.  

Despite the advantage, there are a few challenges that limit 
the resolution of the discontinuity images obtained from SS pre-
cursor studies. First of all, the precursors are weak in amplitude 
(typically 5-10% of the SS main phase), often at or below noise 
level. Stacking therefore is necessary. In practice, common-mid-
point (CMP) stacking over rather large geographic bins (radius 
of 10° or 5°) has been common (for a review, see Deuss, 2009), 
which limits the resolution. Secondly, the SS precursors suffer 
from interference from other seismic phases, such as the post-
cursors of Sdiff (or S at shorter distances) and the precursors to 
ScSScS. To avoid this issue, common practice has been to limit 
the epicentral distance of data selection to the “safe ranges,” for 
example, 95-115° and 140-145°, although theoretically speak-
ing the entire range of 80-160° is usable. This has reduced the 
amount of available data by a significant fraction and may have 
degraded the sampling density and led to loss of resolution. 

SS
SdS (precursor)

discontinuity

surface

mantlecore

shear waveshear
 wave

410
660

Figure 2.9.1.  The ray paths of SS and its precursors. The SS precur-
sors are reflected shear waves off the bottom side of the discontinuities 
in the Earth’s upper mantle.

In recent years, the deployment of the much denser USAr-
ray (station spacing ~70 km) has provided unprecedented op-
portunities for higher resolution imaging. To overcome the 
above-mentioned limitations of SS precursors, here we propose

Figure 2.9.2.  Workflow of the local slant-stack transform and fil-
tering.

the local slant-stack filter (LSSF) method. In this report, we first 
introduce the method, then present examples of application to 
USArray data.

The Local Slant-Stack Filters
Slant stacking is commonly used in seismic signal processing. 

It aims to detect the slowness(es) of coherent signal(s) present 
in a given record section by maximizing the stacked amplitude 
(or other measures of energy). The stacked amplitude plot is 
also known as a “vespagram.” The local slant-stack filters (LSSF) 
are based on the localized slant stack transform (LSST. Ottolini, 
1983; Harlan et al., 1984; Bohlen et al., 2004; Shlivinski et al., 
2005). It loops over all the traces in the entire record section, 
and conducts one slant stacking in the vicinity of each trace. The 
input record section is thus transformed from the time-space 
domain to the time-space-slowness domain. Filters are then 
applied in the latter domain to extract or mask out a coherent 
signal(s) that has a desired slowness and appears at a specified 
time and spatial location. For example, in the case of this study, 
the SS precursors have slownesses that is very close to that of 
the SS (difference < ±0.5 s/deg predicted for PREM), while the 
interfering phases (Sdiff postcursors and ScSScS precursors) have 
distinctively different slownesses (difference >2 s/deg). A filter 
can therefore be designed to preserve the SS slowness range and 
mask out the unwanted ones. Random noise has low coherence 
and can be easily removed. After the filtering, the record sec-
tion is converted back to the time-space domain through a re-
construction process. The workflow of LSSF is summarized in 
Figure 2.9.2. 

9	 The Application of the Local Slant-Stack Filters (LSSF) for High Resolution 
Upper Mantle Discontinuity Imaging
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Figure 2.9.3. Record sections of an Mw 7.8 earthquake in Fiji re-
corded at the USArray, (a) before and (b) after the LSSF filtering.
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Figure 2.9.4. Differential (S660S-SS) travel times measured by cross 
correlation, from (a) the record section before and (b) after the LSSF 
filtering. Each cross represents the measurements from one trace. 

Application to the USArray Data
Figure 2.9.3(a) shows the record section from an Mw 7.8 

earthquake recorded at the USArray. Considering the epicen-
tral distance range, it would have been rejected by conventional 
SS precursor studies. The SS main phase is clear, however the 
precursors are not visible due to the strong noise following the 
S arrival. A vespagram analysis (not shown here due to page 
limit) indicates the primary content of the noise has a slowness 

close to that of S, likely to be postcursors of S (SdsS and/or SsdS, 
i.e. the shear wave bouncing once between a discontinuity d and 
the surface, either beneath the source or beneath the receiver). 
LSSF filters are then applied to the record section. Only the sig-
nals that are within the slowness range of ±1 s/deg and that are 
spatially coherent over a radius of 1.5° are preserved. The fil-
tered record section is shown in Figure 2.9.3(b). The noise is 
significantly reduced, and the S410S and S660S precursors can now 
be clearly identified. Their arrival times are in good agreements 
with the theoretical predictions, confirming the phase identifi-
cation.  

To quantify the improvement of the record section, Figure 
2.9.4 compares the travel times of the S660S precursor mea-
sured from the record section before and after the LSSF. Be-
fore the filtering, the travel time measurements are much more 
scattered, and the slope of the trend is in agreement with the 
slowness of S, indicating the measurements are biased by the 
postcursors of S. After the filtering, the measurements are much 
more coherent, and have the correct travel time and slowness. 

Conclusions
LSSF has proven to be a powerful tool for cleaning up SS pre-

cursor record sections and bringing out the weak yet coherent 
precursor signals. Measurements (for travel time as well as am-
plitude) can now be done on each trace in the record section, 
and stacking over large geographic bins is not a necessity any 
more. Potentially, this will greatly improve the resolution of 
resultant mantle discontinuity images. The cleaned record sec-
tions can be used as input for mature array imaging techniques 
such as migration. 
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Introduction
The global seismology group at the Berkeley Seismological 

Laboratory (BSL) has a long history of expertise in the devel-
opment and application of global imaging using full waveform 
inversion, leading to several generations of global anisotropic 
3D models of the Earth’s mantle (e.g., Li and Romanowicz, 1996; 
2002; Gung et al., 2003; Panning & Romanowicz, 2004).  In re-
cent years, advances in numerical methods such as the spectral 
element method (SEM), and increasing computational power, 
have allowed us to model more accurately the entire seismic 
wavefield.  At the BSL, Lekic and Romanowicz (2011) and French 
et al. (2012) recently constructed the first global upper mantle 
models developed using the spectral element method.  Howev-
er, the heavy computations involved remain a challenge, and the 
fitted waveforms need to be low pass filtered, which results in 
an inability to map features smaller than half the shortest wave-
length, such as sharp discontinuities. 

In this way, the tomographic images can be seen only as a 
smooth representation of the true Earth.  However, they are not 
merely a simple spatial average of the true model, but rather an 
effective, apparent, or equivalent model that provides a similar 
‘long-wave’ data fit.  For example, it is well known that an isotro-
pic medium with strong gradients will be seen by a long period 
wave as a smooth anisotropic medium. 

Therefore, the observed anisotropy in tomographic models 
is a combination of intrinsic anisotropy produced by flow-in-
duced lattice-preferred orientation (LPO) of minerals, and 
apparent anisotropy resulting from the incapacity of mapping 
discontinuities associated with layering.  Interpretations of ob-
served anisotropy (e.g., in terms of mantle flow) therefore re-
quire the separation of its intrinsic and apparent components.

The Elastic Homogenization
The relations that link elastic properties of a rapidly varying 

medium to elastic properties of the effective medium as seen 
by long waves are the subject of current research (Guillot et al., 
2010; Capdeville et al., 2010a,b; Capdeville & Marigo, 2013).  
These homogenization laws have been recently used by tomog-
raphers to reduce computational costs when modeling propaga-
tion of long waves in a complex medium.  That is, given a com-
plex elastic medium, and given a minimum period for the wave 
equation, a smooth homogeneous equivalent medium can be 
constructed.  The computation of the forward problem (solving 
the elastic wave equation) can be done in this smooth model, 
which drastically releases the meshing constraint and reduces 
the computational cost. 

A simple example of homogenization (upscaling) is shown in 
Figure 2.10.1.  Here, only residuals between a reference model 
(light blue) and a ‘real’ model (black) are homogenized.  This is 
necessary because, although tomographic models are smoothly 

parameterized, they are computed relative to a reference model 
that contains discontinuities (e.g., at 410 km) (Capdeville et al, 
2013).

The Inverse Homogenization
In the 1D case, Capdeville et al (GJI, 2013) recently showed 

that a tomographic model which results from the inversion of 
low pass filtered waveforms is a homogenized model, i.e., the 
same as the model computed by upscaling the true model. 

Here we propose a method for the inverse homogenization, 
or downscaling of smooth tomographic models.  The goal is 
to constrain a discontinuous realistic Earth model, given its 
observed smooth equivalent.  Of course, the solution to the 
problem is by essence non–unique, i.e., a smooth homogenized 
effective model is equivalent to a large number of inhomoge-
neous models with discontinuities.  We therefore tackle the 
problem probabilistically and carry out a stochastic method to 
sample the ensemble of layered models equivalent to a given 
tomographic profile.  We use a transdimensional formulation 
where the number of layers is variable (Bodin et al., 2012a,b).  
Furthermore, each layer may be either isotropic (1 parameter) 
or intrinsically anisotropic (2 parameters).  The parsimonious 
character of the Bayesian inversion gives preference to models 
with the least number of parameters (i.e., least number of layers, 
and maximum number of isotropic layers). 

The homogenized model shown in Figure 2.10.1 was 
downscaled, and results are shown in Figure 2.10.2.  This 
method enables us to distinguish between intrinsic and appar-
ent anisotropy in tomographic models, as layers with intrinsic 
anisotropy are only present when required by the data.
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Introduction

Permafrost (soils and rocks that stay at or below 0 °C for at 
least two consecutive years) is an important and yet challeng-
ing target for seismic imaging techniques. The challenge lies in 
the fact that seismic velocities in permafrost are primarily con-
trolled by ice content rather than lithology. A variety of factors, 
including thermal, chemical, and hydrological cryo-alteration 
introduce large variations in ice content, a process which yields 
concomitant sharp contrasts in seismic properties. Because 
simple layering with normal velocity gradients (increasing ve-
locities with depth) seldom exists in permafrost, body wave re-
fraction imaging is often unable to effectively delineate the ve-
locity structure, particularly in the near-surface where modern 
thermal processes interface with permafrost structure.

In contrast, surface wave methods do not require abrupt ve-
locity (or impedance) contrasts or normal velocity gradients 
and thus are amenable for mapping irregular velocity structure 
in permafrost. However, irregular velocity variations often lead 
to dominant higher and leaky modes; thus conventional sur-
face-wave inversion methods are inapplicable despite the sensi-
tivity of the technique.

In this study, we apply an unconventional inversion method 
that uses the complete signal content of the wavefield. Because 
of the advantages of the full-wavefield method, we are able to in-
fer embedded low-velocity zones from inversely dispersive field 
data acquired from our permafrost study site at Barrow, Alaska. 
The low-velocity zones may correspond to embedded cryopegs 
(hypersaline unfrozen zones), in which ground remains unfro-
zen or only partially frozen under sub-zero temperatures due to 
the freezing-point depression effect of salt. The high salt con-
tent could have originated from repeated regression and trans-
gression of the Arctic Ocean around 100–350 million years ago 
(Thurston et al., 1987). Because of the available access to liquid 
water in cryopegs, cold-adapted microorganisms could main-
tain their metabolisms under permafrost conditions. The pres-
ence of extensive cryopegs at our study site, now confirmed by 
exploratory sampling, may indicate additional soil carbon deg-
radation occurring in the deep permafrost.

Background
The study site is located within the Barrow Environmental 

Observatory (BEO) in Alaska (Figure 2.11.1b). The entire 
area is underlain by continuous permafrost to depths of more 
than 300 m (Jorgenson et al., 2008).  

As part of the Next-Generation Ecosystem Experiments 
(NGEE-Arctic) project initiated by the U.S. Department of En-
ergy (DOE), we acquired multichannel surface-wave data at the 
BEO study site during the period of May 11–14, 2012. The field 
data acquired at the BEO site exhibit inversely dispersive trends 

(i.e. phase velocities increase with increasing frequencies) in 
both the space-time (x-t) and frequency-velocity (f-v) domains. 
This suggests that low frequency waves (which penetrate deeper 
into the ground because of the long wavelength) propagate with 
slower velocities, and hence the field site is likely to have em-
bedded low-velocity zones/layers.

Figure 2.11.1.  Site maps: (a) Location of Barrow area, Alaska (red 
star). (b) The location of the Barrow Environmental Observatory (BEO: 
yellow outline). The grey box indicates the NGEE-Arctic geophysics 
site. (c) The 475-meter-long seismic survey line. The black boxes (a, 
b, c, and d) denote the spatial locations that this study is focused on. 

Methods 
Conventional surface-wave inversions mostly use kinemat-

ic information (in the form of dispersion curves) carried by 
the wavefield. However, when applied to inversely dispersive 
media, the energy distribution (including the effect of higher 
modes, leaky modes, and the data acquisition and processing 
procedure), in addition to the kinematic information, becomes 
crucial for surface-wave inversion.  

We use a non-linear full-wavefield method as an alternative-
to exploit the complete signal content of surface waves. Instead 
of fitting dispersion curves, the entire dispersion spectrum is 
used to construct the objective function. The nonlinear inverse 
problem can be framed as an optimization procedure which in-
volves searching for optimal models that minimize the objective 
function. Because the objective function usually has multiple 

11	 Mapping Embedded Low-velocity Zones in Permafrost Using Full-wavefield 
Inversion of Multichannel Surface Waves
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local minima and rugged topography, many commonly-used 
algorithms that require derivative information are unsuitable. 
Instead, we adopt derivative-free approaches that only require 
values, rather than the derivative information, of the objective 
function. The optimization approach is a hybrid global/local 
technique which uses a global direct search method to find an 
approximate optimum solution and a local direct search meth-
od (Nelder-Meade) to refine the result.

Results
We apply the full-wavefield inversion method to the field 

data. The resultant models reveal pronounced low shear-veloc-
ity zones (~300–680 m/s) underlying the thin high shear-veloc-
ity top-layer (~1700–2400 m/s with thickness ranges around 
3.5–4 m). Despite the limited depth penetration of the field 
data, our inversion indicates these low-velocity zones should 
extend up to ~25 m below the surface. 

We also compare the seismic velocity models with collocat-
ed electrical resistivity tomography (ERT) profiles (Hubbard et 
al., 2012) (Figure 2.11.2). Although the boundaries between 
high- and low-velocity do not match the boundaries between 
high- and low-resistivity in an exact way, the first-order layer-
ing structures between the two are in good agreement. The con-
sistent results from two different geophysical methods suggest 
the reliability of the seismic models. These low seismic-velocity 
(and low electrical resistivity) zones may be constituted of sedi-
ments that are unfrozen or only partially frozen. 
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Figure 2.11.2:  Comparison of shear-wave velocity profiles and the electrical resistivity tomography (ERT) results (Hubbard et al., 2012). Shear-wave velocity (Vs) 
profiles (a), (b), (c), and (d) correspond to locations shown as section a, b, c, and d in Fugure 1c. The schematic on the right shows the conceptual model with em-
bedded water-rich zones.
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Introduction
The fundamental geological structure and rheology of the Ti-

betan plateau have been debated for decades. Two major models 
have been proposed: (1) the deformation in Tibet is distributed, 
and associated with ductile flow in the mantle or lower crustal 
flow (LCF); (2) the Tibetan plateau was formed during interac-
tions among rigid blocks with localization of deformation along 
major faults. On 12 May, 2008, a Mw 7.9 earthquake occurred on 
the Longmen Shan that separates the eastern Tibetan plateau 
and the Sichuan basin. The earthquake ruptured ~235 km of 
the Beichuan fault (BCF) and the entire Pengguan fault (PGF) 
(Shen et al., 2009). Geodetic inversions show more than 5 slip 
asperities and ~16 m peak slip on SW BCF (Fig. 2.12.1). All 
of the slip models show oblique thrusting along the SW BCF 
and a right-slip component gradually increases towards the NE 
end of the BCF. The postseismic displacement is a response to 
the redistribution of stresses induced by the earthquake and can 
be used to probe the deep rheologic properties underneath the 
surface (Wang et al., 2012). Here we incorporate two-year long 
geodetic measurements and numerical modeling to examine 
two end-member hypotheses to provide further evidence to the 
deep rheology in eastern Tibetan plateau.

The Postseismic Displacement
The GPS measurements show an overall NW-SE convergent 

displacement in SW BCF, and turn into right lateral strike-slip 
motion in the NE BCF. This pattern is similar to the coseis-
mic displacement (Fig. 2.12.1), but the peak displacement is 
about 40 km away from the coseismic surface rupture where the 
peak coseismic displacement is located (Shen et al., 2009). In the 
hanging wall, the amplitude of displacement increases from 0-2 
cm near the surface rupture to about the location of the Wen-
chuan-Maowen fault (WMF), and then decays from 5-7 cm at 
the WMF to 3-4 cm in the far field. Comparing this with the 
coseismic displacement (black arrows in Fig. 2.12.1), the gra-
dient of the displacement away from the fault is much lower and 
might imply either a deeper slip on the fault or viscous relax-
ation from the deeper part of the lithosphere. In the footwall, all 
of the displacement moves toward the NW and the amplitude is 
much smaller than in the hanging wall.

Model of the Postseismic Displacement
The afterslip is the continuous slip of the fault after the main 

shock and is often considered downdip of the fault rupture zone 
(Wang et al., 2012). We use a dislocation model with layered 
structures to investigate the afterslip distribution by inverting 
the geodetic data. We modify the fault geometry proposed by 
Shen et al. (2009) and extend the fault width to 65 km depth 
for afterslip at the downdip extension (afterslip model in Fig. 
2.12.1). The afterslip distributes on both shallow and deep 

parts of the BCF that represent the fit to both the near, and far 
field displacement. 

We use a 3D finite element model to construct a regional 
rheologic model composed of an elastic Tibet upper crust and 
Sichuan crust, a viscoelastic Tibet lower crust, and a viscoelastic 
upper mantle. We use the bi-viscous Burger’s rheology to rep-
resent the transient and steady state periods of the postseismic 
deformation. The Burger’s rheology is composed of a Maxwell 
fluid connected in series with a Kelvin solid to represent the 
steady state and transient viscosities (η1 and η2, respectively). 
The best-fitting model is composed of the LCF located between 
45 and 60 km in depth and can produce more far field postseis-
mic displacement.

The afterslip model can explain the postseismic displacement 
in the near field but there is larger misfit in the far field. On the 
other hand, the viscoelastic relaxation model can explain the 
far field postseismic displacement better than the near field. It 
appears that a single mechanism cannot solely explain the post-
seismic displacement. A multiple mechanism model is needed 
to fit both near, and far field displacements. We consider the 15 
km thick LCF to be the main mechanism of the far field dis-
placement, so the afterslip model may explain the misfit of the 
LCF model. The inversion (the 2nd afterslip model in the lower 
right in Fig. 2.12.1) of the LCF residual displacement shows a 
significant reduction of the deep afterslip. 

As a result, the afterslip alone model requires more than 45 
cm slip in the first year below Tibet’s Moho that may already un-
dergo ductile deformation, whereas the viscoelastic relaxation 
in a 15 km thick LCF can explain the GPS measurements. Con-
sequently, the result of the Wenchuan postseismic displacement 
supports a weak lower crustal flow underneath eastern Tibet.
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Figure 2.12.1:  The 3D representation of the rheologic model in eastern Tibet and western Sichuan basin. These two geologic structures are sep-
arated by the Longmen Shan. The co- and postseismic GPS displacements are shown in the black and red arrows, respectively. The two possible 
mechanisms of the postseismic deformation are: (1) deep afterslip (the light blue region), and (2) lower crustal flow (the purple layer). The coseis-
mic slip is inverted from the coseismic GPS measurements. In the lower left, the postseisic displacement during the first year is compared with the 
two end-member mechanisms. The two afterslip models in the lower right are inverted from the one year postseismic GPS measurements and from 
the LCF model residual, respectively. The deep afterslip in the multiple mechanism model is largely reduced (see text).
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Introduction
On March 11th, 2011, the surprisingly large Mw9.0 Tohoku 

earthquake ruptured the interface of the subducting Pacific 
Plate over an area approximately 400 km long and 200 km wide  
and produced a devastating tsunami.  As a result of the earth-
quake, five marine GPS-acoustic stations recorded more than 
50 meters seafloor displacements near the trench (Fujiwara et 
al., 2011).  This was a first.  Inversions from land and seafloor 
geodetic data, as well as teleseismic data, show that portions of 
the megathrust slipped as much as 80 meters (e.g., Ozawa et al., 
2011; Iinuma et al., 2012) (solid contours in Figure 2.13.1a).  
Viscoelastic relaxation in the upper mantle of the shear stresses 
induced by the earthquake, and aseismic afterslip of the megath-
rust both contribute to the very rapid crustal deformation ob-
served since the earthquake.  Land GPS stations have recorded 
more than one meter postseismic displacements in two years 
since the earthquake (red arrows in Figure 2.13.1a).  The geo-
detic data in NE Japan, with unprecedented high spatial and 
temporal resolution, provide a unique opportunity to explore 
the rheological structure of the upper mantle and behavior of 
the megathrust in earthquake cycles. 

In this ongoing research, we integrate the wealth of geodet-
ic data from NE Japan and modeling experiences developed at 
other margins (Hu and Wang, 2012; Wang et al., 2012) to inves-
tigate the effects of mantle rheology on postseismic deforma-
tion following the 2011 earthquake.

Finite Element Model
Newtonian-Maxwell rheology has been widely used to de-

scribe slow viscoelastic relaxation of the mantle in earthquake 
cycle deformation models and studies of postglacial rebound.  
In this work, we assume that the upper mantle is represented 
by the bi-viscous Burgers rheology that is able to describe slow, 
long-term deformation as well as very rapid, short-term tran-
sient deformation.  A bi-viscous Burgers element consists of a 
Maxwell element (steady-state viscosity) in parallel with a Kel-
vin element (transient viscosity) (Bürgmann and Dresen, 2010).

 We use a three dimensional (3D) finite element model 
(FEM) that is able to incorporate the complex slab geometry 
and tectonic structure in the real Earth.  The model shown in 
Figure 2.13.1b consists of an elastic upper plate, an elastic 
subducting plate, a viscoelastic continental mantle wedge, and a 
viscoelastic oceanic upper mantle.  Reference rock properties of 
each tectonic unit are also labeled in Figure 2.13.1b. 

A common approach of studying afterslip is to invert the 
postseismic surface displacements, or the residual between 
observations and mantle-relaxation-model predicted motions, 
for distributed slip on the subduction thrust in an elastic half-
space.   In reality, however, afterslip is stress driven and time 
dependent.  The conventional approach neglects the significant 

 
Figure 2.13.1:  (a) Horizontal (red arrows) and vertical (colored 
contours) two-year postseismic displacements observed at land GPS 
stations in NE Japan. Marine GPS data (red arrows) are one year post-
seismic displacements.  Solid contours are coseismic slip distributions 
at 10-meter intervals (Iinuma et al., 2012).  Labeled dashed lines rep-
resent the depth of the subduction interface. (b) Schematic diagram of 
finite element model (after Hu and Wang, 2012).  Each tectonic unit is 
labeled with its rock properties. (c) Central part of the finite element 
mesh. Red and black dots represent locations of land and marine GPS 
stations, respectively.  Thick white lines denote the coastline. 

relaxation of the upper mantle due to the afterslip itself and the 
contribution of mantle relaxation to driving afterslip.  In this 
work, we use a narrow weak shear zone with low viscosity that 
is attached to the subduction interface to simulate the afterslip.  
Because coseismic slip of the fault induces shear stress in the 
shear zone, subsequent viscoelastic relaxation of the shear zone  
gives an approximation of the stress-driven afterslip of the fault.

Following the approach of developing the FEM mesh in Hu 
and Wang (2012), we manually derived thirty-two latitude-par-
allel profiles based on published slab geometry data (e.g., Naka-
jima and Hasagawa, 2006), relocated seismicity, and locations 
of the trench and the arc.  These profiles were then used to con-
struct the finite element mesh.  The central part of the mesh is 
shown in Figure 2.13.1c.

Model Results
In our preliminary model, based on results deduced from 

post-2004 Sumatra earthquake deformation (Hu and Wang, 
2012), steady-state and transient viscosities of the continen-
tal mantle wedge and the oceanic mantle are shown in Figure 
2.13.1b.  Steady-state and transient viscosities of the shear 
zone are 1017 and 1016 Pa s, respectively.  The shear zone is at-
tached to portions of the fault where the coseismic slip is less 
than five meters, and the afterslip zone terminates at 120 km 
depth.

Our model successfully reproduces the first-order pattern of 
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the observed horizontal (Figure 2.13.2a) and vertical (Figure 
2.13.2c) displacements one year since the 2011 earthquake.  
In particular, the model predicts the order of magnitude of 
displacements at five marine GPS sites well (Figure 2.13.2a).   
The model has indicated that afterslip of the fault slows down 
logarithmically with time.  The fault undergoes continuous af-
terslip of up to about three meters in the first six months since 
the earthquake and up to about four meters in two years (results 
not shown). 

We have also studied the effects of two elastic subduction 
slabs in the south by taking into account the subducting Phil-
ippine Sea Plate and weaker lower crust below the volcanic arc. 
Such structure heterogeneity has minimum effects on the post-
seismic deformation of the 2011  Tohoku earthquake (results 
not shown).  We are also using repeating earthquakes that peri-
odically rupture the same segments of the megathrust (Uchida 
and Matsuzawa, 2013) to improve the constraints on the loca-
tion and rheology of the shear zone. 
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Introduction
The Geysers Geothermal Field in California is one of the 

most seismically active zones in North America. We investigate 
the temporal change of the stress field within this region, by an-
alyzing the small perturbations of the velocity structure through 
the correlations of ambient seismic noise. The cross correlation 
of ambient noise recorded between two stations over a period of 
time is used to extract the impulse response or the Green’s func-
tion between the stations (Shapiro and Campillo, 2004), which 
can then be used to detect temporal changes in seismic velocity. 
We are particularly interested in detecting temporal perturba-
tions associated with seismic velocity structure accompanying 
tectonic events and fluid injections.

Methodology
For this study, we follow closely the ambient noise data pro-

cessing procedure described in Seats et al. (2012). Our proce-
dure consists of three phases: (1) preparation of single station 
seismic record, (2) cross-correlation of the data between two 
stations and temporal stacking, and (3) measurement of the 
travel time shift.

Preparation 
Vertical components of the continuous record of seismic 

noise for over 12 months are obtained from an array of seismic 
stations operated by the Lawrence Berkeley National Laborato-
ry (LBNL). This network contains 30 seismic stations distrib-
uted over the entire Geysers geothermal field with an average 
station distance of 2 to 3 km. This translates into 435 possible 
pair combinations of the stations in which some pairs have 
overlapping paths that allow us to verify the consistency of the 
Green’s function along the same path. 

The instrument response, mean, and trend are removed from 
the raw data, and a 0.1-0.9 Hz band-pass filter is applied. Final-
ly, a whitening procedure is applied to broaden the frequency 
band of ambient seismic noise. For the output data, we test a few 
different sampling rates (20, 50 and 100 Hz) and determine that 
20 Hz is the most optimum rate, with the greatest amplitude for 
the Green’s function extracted in a frequency range of 0.1 Hz to 
0.9 Hz (see Figure 2.14.2).

Cross-correlation and Stacking
We compute hourly cross-correlations of the seismic noise 

between two stations and stack the correlations into 1-day and 
subsequently 30-day stacks to obtain a reference Green’s func-
tion (RGF) with high signal to noise ratio. Overlapping time 
windows are used to reduce any dependencies or effects of high 
amplitude transient signals (Seats et al., 2012). 
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Figure 2.14.1: The mean correlation coefficient (R-value) of a 
month-long RGF against the stacked correlation in different numbers 
of consecutive days. The result shows  the stacked correlation achieves 
a very high R-value (0.999) and begins to stabilize after a short period 
of 9 cumulative days.

Measurement
We estimate the relative travel time shift between the RGF 

and the 30-day stacked correlations in the frequency range from 
0.1 to 0.9 Hz by computing a local travel time shift between the 
two Green’s functions and measuring the slope of the travel time 
shifts as a function of lapse time. If the structure experiences a 
spatially homogeneous relative seismic velocity change due to 
tectonic events or fluid injections, the relative velocity change 
will be the opposite value of the relative travel time shift (Bren-
guier et al., 2008). The relative velocity change is typically small 
(less than 1%).

Discussion 
On occasion, continuous data may contain gaps due to vari-

ous technical problems such as failed data loggers and telemetry 
dropouts. As a result, these data that contain gaps are removed 
from the analysis. To ensure the reliability of our correlations, 
we perform a synthetic noise analysis by calculating the mean 
correlation coefficient (R-value) of a month-long RGF against 
the stacked correlation in different numbers of consecutive 
days. We find that the resulting R-value exceeds 0.999 with a 
9-day stack of Green’s functions (Figure 2.14.1). This shorter 
time window would allow us to examine time-varying seismic 
structure with a high temporal resolution. We plan to follow up 
with a more rigorous analysis to better reflect the actual data 
condition that includes rejected hourly data in random days in 
the month.
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We also observe several gaps in the hourly data that span less 
than a minute. An alternative to minimize the loss of rejected 
data is to reduce our time window by preparing 30 minute-long 
data instead of hourly data. However, there will be a trade-off 
between retaining data and computational time. 

The relative seismic velocity change within the structure after 
tectonic events (e.g., Brenguier et al., 2008) and fluid injection 
can provide information about stress changes in seismogenic 
zones such as the Geysers. As a follow up to this study, we will 
revisit important assumptions, in particular the ambient seis-
mic noise source, in order to have a greater confidence in our 
result.
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Introduction
A high-resolution Vp/Vs ratio estimate is one of the key 

parameters needed to understand spatial variations in com-
position and physical states within the Earth.  Lin and Shearer 
(2007) recently developed a methodology to obtain local Vp/Vs 
ratios in individual similar earthquake clusters, based on P- and 
S-wave differential times.  A waveform cross-correlation ap-
proach is typically employed to measure those differential times 
for pairs of seismograms from similar earthquake clusters, at 
narrow time windows around the direct P- and S-waves.  This 
approach effectively collects P- and S-wave differential times 
and requires the robust P- and S-wave time windows that are 
extracted to be based on manually or automatically picked P- 
and S-phases.  We present another technique to estimate P- and 
S-wave differential times by exploiting temporal properties of 
delayed time as a function of elapsed time on the seismograms 
with a moving-window cross-correlation analysis (e.g., Snieder, 
2002; Niu et al., 2003). 

Methodology
Following Lin and Shearer (2007), Vp/Vs ratio within simi-

lar earthquake clusters can be expressed as
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δ ts  are the median values of 

the P and S differential times from all stations. 
We use a moving-window cross-correlation analysis to mea-

sure S-wave differential time.  In this analysis, we evaluate time 
evolutions of delay times from a pair of similar earthquakes. 
Two seismograms aligned by the direct P-waves yield that de-
layed times become zero around the direct P-wave.  In contrast, 
delayed times obtained from time windows including the direct 
S-wave have a non-zero value. 

Our approach, in principle, is capable of measuring both P- 
and S-wave differential times from single-component seismo-
grams.  In an ideal case, the temporal evolution of delayed time 
becomes a step function with its discontinuity at the onset of 
the direct S-wave.  The offset or constant delay time (dt) in the 
resulting step function would be the S-wave differential time, 
relative to the P-wave differential time as the two waveforms are 
aligned by the direct P wave.
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Figure 2.15.1: Map view of the Geysers similar event clusters (mul-
tiplets) identified in our analysis.  Green squares and purple diamonds 
are the multiplets with longer (≥1 hour) and shorter (< 1 hour) re-
currence intervals, respectively. The Black triangles are the LBNL and 
USGS seismic stations. The Blue triangle is station GDXB. Broadband 
data from station GDXB were used to identify the Geysers multiplets. 
Black circles are locations of relocated earthquakes in this area during 
1984 to 2008 (Waldhauser and Schaff, 2008). Circle sizes are propor-
tional to earthquake rupture sizes. 

Analysis
We apply our moving-window cross-correlation technique to 

the two different data sets collected at: 1) the Wakayama district, 
Japan and 2) the Geysers geothermal field, California (Figure 
2.15.1).  Both of the target areas are characterized by earth-
quake swarms that provide a number of similar event clusters. 

We use the following automated procedure to systematical-
ly analyze the two data sets: 1) identifying the direct P arrivals 
on the vertical component data by using an Akaike Informa-
tion Criterion based on a phase picking algorithm introduced 
by Zhang et al. (2003), 2) performing the waveform alignment 
by the P-wave with a waveform cross-correlation to obtain the 

P-wave differential time, 

	
  

€ 

δtp
i , 3) the moving-time window 

analysis to estimate the S-wave differential time, 

	
  
δ ts(Figure 

2.15.2). 
Kato et al. (2010) have estimated the Vp/Vs ratios for a few 

similar earthquake clusters from the Wakayama data set, by a 
conventional approach to obtain differential times. As shown 
in Figure 2.15.3, we find that the resulting Vp/Vs ratios from 
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our approach for the same earthquake clusters are comparable 
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Figure 2.15.2: S-wave differential times measurement with a 
moving-window cross-correlation analysis.  (a) Observed seismo-
grams recorded at station AR03 in the east-west component for two 
Wakayama local earthquakes (evnet-ids 138 and 172).  Waveforms are 
aligned by the direct P-wave. The resultant P-wave differential time is 
-0.0239 s. Amplitudes are normalized by their maximum amplitudes. 
(b) Delay time and (c) cross-correlation value from a moving-win-
dow cross-correlation analysis. Red line shown in (b) is the best fit 
step function with the offset of 0.0123 s.  Using equation (15.2), the 
resulting S-wave differential time is -0.0116 s.  

with those obtained from Kato et al. (2010). We also find that 
the moving-window cross-correlation technique effectively 
measures both P- and S-wave differential times for the seismo-
grams in which the clear P- and S-phases are not observed. 
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Introduction
Space geodetic techniques, particularly GPS and Interfero-

metric Synthetic Aperture Radar (InSAR), have become vital 
tools for earthquake and crustal deformation studies, in recent 
years.  Data measured using these techniques have been widely 
used for inversion of coseismic, postseismic and interseismic 
slip, as well as for inferring best-fit source parameters of geo-
physical phenomena.  A number of optimization methods exist 
for modeling and interpretation of geodetic data (e.g. Menke, 
2012; Tarantola, 2005).  Each approach has pros and cons for 
solving the geodetic inversion problems, but we mostly rely on 
the different forms of least squares methods for both linear and 
nonlinear problems.  This is vital for geodetic data interpreta-
tion because InSAR provides extremely high horizontal res-
olution, with a few to tens-of-meter pixel size for most of the 
satellites, such as the Envisat satellite from the European Space 
Agency (ESA) or the TerraSAR-X satellite from German Aero-
space Center (DLR).  The high resolution, with unprecedent-
ed deformation measurement precision, requires that InSAR 
data be inverted with efficient  algorithms.  This is a challenge 
for geophysical studies and emergency responses, because the 
problems are strongly nonlinear when geodetic data are linked 
with geophysical models.  

A class of inversion approaches for geodetic data relies on 
probabilistic inversion methods, which describe the inversion 
problem as an a posterior probability density function (PDF) 
sampling process.  The a posterior PDF is composed of a prior 
PDF of unknown parameters and a likelihood function con-
necting data with theoretical models.  The prior PDF is updated 
using the likelihood function according to Bayes’ theorem.  The  
a posterior PDF is sampled with a Markov Chain Monte Carlo 
(MCMC) method.  This is the Bayesian inversion method for 
geodetic inverse problems.  Fukuda and Johnson (2008) devel-
oped the Fully Bayesian inversion method, which treats every 
unknown parameter as a nonlinear parameter and inverts in a 
MCMC process, without using the least squares inversion.  This 
method is theoretically advantageous for solving the problem 
for all of the unknown parameters in a unified framework and 
one process.  However, it also complicates the parameter search 
in a high-dimension nonlinear space with large amounts of 
observations, such as InSAR data. Fukuda and Johnson (2010) 
developed another a posterior PDF for geodetic inversion prob-
lems, which uses linear least squares inversion with a MCMC 
sampling process for nonlinear parameters, called Mixed lin-
ear-nonlinear Bayesian inversion method.  This is a reasonable 
treatment to geodetic problems because they have both linear 
and nonlinear properties.  The least squares solution for linear 
parameters greatly reduces the computation cost compared to 
the solution of treating all parameters as non-linear. 

A Maximum A Posteriori Probability Model
The Bayesian methods are still far less efficient than the pop-

ular global optimization methods, such as simulated annealing, 
genetic, or neighborhood algorithms.  However these methods 
are not optimized for uncertainty estimates.  In addition, the 
two Bayesian inversion methods risk to be trapped in low-prob-
ability regions, or might never sample disconnected regions 
of the parameter space, leading to divergence of the inversion.  
This can occur because the structure of parameter space is un-
known, and we cannot guarantee that a random walk is able to 
explore the global parameter space.  It is quite possible that the 
collected models close to the mathematical maximum of the a 
posterior PDF are not geophysically reasonable. 

Our solution to these problems is to use the fast global op-
timization algorithm—Adaptive Simulated Annealing (ASA) 
(Ingber, 1993)—to search the parameter space, while using 
constraints for both linear and nonlinear parameters to guar-
antee that physically reasonable models are collected (Sun et al., 
2013).  This falls in the well known class of Maximum-A-Pos-
teriori (MAP) methods.  The ‘mode’ of the a posterior PDF will 
be searched through the global optimization inversion.  The pa-
rameter uncertainties are not obtained as conveniently as in the 
Bayesian methods.  However, by analyzing the models collected 
at the later stage of the inversion, or starting an independent  
Bayesian inversion after the MAP inversion, it would be easy to 
estimate the parameter uncertainties, because the efficiency of 
the MCMC method depends on how far the initial solution is 
from the ‘mode’ of the posterior PDF. 

We use the a posterior PDF from Fukuda and Johnson (2010)  
as the optimization objective.  By using this a posterior PDF, 
some of the important advantages of the Bayesian method are 
inherited, e.g., objective smoothing of slip solutions, a unified 
solution for all of the parameters in one process (regularization 
factor, data weights, unknown fault geometry parameters and 
fault slips).  This is in contrast to using a uniform slip assump-
tion in a prior step.  Currently, we mainly use the MAP method 
for coseismic slip inversions, including both highly nonlinear 
parameters and a large number of fault-slip parameters, with 
high-resolution geodetic observations, such as GPS and InSAR 
data.  However, the method is not limited to coseismic slip in-
versions, and other geophysical problems with both linear and 
nonlinear properties can be addressed with this method in a 
more efficient manner if the nonlinear properties are weak.  The 
MAP method we developed here gains high efficiency due to 
using the very fast global optimization method ASA. It normal-
ly takes only a few minutes to obtain a solution for one-segment 
slip models of a blind fault, even with a large number (> 1000) 
of data points.  For multiple fault-segment models, the com-
putation cost depends on the number of nonlinear parameters 
and the matrix size of the least squares inversion.  However, the 
MAP inversion can quickly converge to the vicinity of the a pos-
terior PDF mode in the initial stage, with the following itera-
tions refining the solution step by step.  This is particularly use-
ful in rapid-response applications, where a first-order model is 
needed; e.g., for stress transfer assessment after an earthquake.  

16	 Infering a Maximum A Posteriori Probability Model from Geodetic Data
Jianbao Sun
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Figure 2.16.1: One of the L-band InSAR interferograms of the 2010 
Yushu, China earthquake produced from ALOS PALSAR data.  The 
white lines show the surface rupture from field investigations and the 
white rectangles highlight areas of high displacement gradients.  The 
right star is the location of the maximum surface slip, and the left one 
is the epicenter from USGS solution.  Note that the fringe between 
33.5°N and 34.0°N, is likely due to atmospheric delay, rather than 
earthquake deformation. 

Moreover, it is promising to use this method to construct a 
database of geophysical models from geodetic data in a unified 
form, so that the underlying deformation mechanisms of the 
lithosphere can be inferred. 

A MAP Model Case of a Large earthquake
The slip model of the April 14, 2010 Mw 6.9 Yushu, China 

earthquake is a modestly difficulty case, composed of three seg-
ments with a sinistral strike-slip dominated mechanism.  There 
are 3537 subsampled InSAR data points on three tracks used in 
the inversion (Figure 2.16.1).  We failed to get the inversion 
to converge using Bayesian inversions of the three tracks of In-
SAR data; however, the inversion stably converged to the model 
shown in Figure 2.16.2 using the MAP method. 
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Introduction
This project focuses on improving the understanding of the 

physical mechanisms controlling landslide motion by studying 
the landslide-wide kinematics of the Slumgullion landslide in 
southwestern Colorado using interferometric synthetic aper-
ture radar (InSAR) and GPS.  Factors which may control the 
landslide motion include pore-water pressure, inertia, the ge-
ometry of the landslide boundaries, and material properties 
such as strength, viscosity, hydraulic conductivity, diffusivity, 
and density (Schulz et al., 2009b, Schulz et al., 2009a).  Our task 
is to examine the relative importance of each of these factors 
by understanding how they manifest themselves as observable 
modulations of the slide deformation under different external 
forcing such as rainfall, snowmelt and atmospheric pressure 
variations.

The deformation field derived from InSAR will provide the 
necessary observations to interpret and identify the spatial 
scale-dependent processes by providing the important length 
scale observations necessary to go beyond kinematic slide mod-
els and use this slide as a large granular shear experiment to 
push our current understanding of granular media. 

By utilizing the temporal resolution of real-time GPS ac-
quired during a temporary deployment from July 22nd through 
August 2nd with the landslide-wide coverage of the InSAR-de-
rived deformation, we hope to elucidate the landslide response  
to environmental changes such as rainfall, snowmelt, and atmo-
spheric pressure, and consequently, the mechanisms controlling 
the dynamics of the system. 

The results of this study will also allow us to test the agree-
ment and commensurability with Uninhabited Aerial Vehicle 
Synthetic Aperture Radar (UAVSAR) derived deformation with 
real-time GPS observations and traditional satellite-based SAR 
interferometry from the COSMOSkyMed system.  We will not 
only help mitigate the hazards associated with large landslides, 
but also provide information on the limitations of current geo-
detic imaging techniques.  This unique opportunity to compare 
several concurrent geodetic observations of the same defor-
mation will provide constraints and recommendations for the 
design and implementation of future geodetic systems for the 
monitoring of earth surface processes.

The Slumgullion Natural Laboratory 
The Slumgullion landslide provides an ideal setting in which 

to study landslide mechanics because of its rapid deformation 
rates of up to 2 cm/day and large spatial extent in which to ex-
amine the complex interaction of different kinematic elements 
within the slide (3.9 km long with an estimated volume of 20x106 
m3, Parise and Guzzi, 1992).  The slide has also shown sensitivity 
to rainfall, snowmelt, and atmospheric pressure variations from 
passing storm fronts and the solid earth and ocean tides (Schulz, 

 
Figure 2.17.1: The colors above show the line-of-sight (LOS) dis-
placement inferred from a pair of UAVSAR images collected one week 
apart on April 16th and 23rd 2012.  The red circles and corresponding 
black vectors show GPS derived horizontal motion.  The Slumgullion 
landslide is located in the San Juan Mountains of southwestern Colo-
rado (inset) and has been moving for approximately the last 300 years 
(Crandell and Varnes, 1961) with total displacement on the order of 
hundreds of meters (Coe et al., 2003). 

2009).  The clearly measurable response of the slide motion to 
environmental forcing makes Slumgullion a perfect natural lab-
oratory. 

Fleming et al. (1999) performed detailed mapping of the 
landslide and showed that the landslide has about a dozen ki-
nematic units.  These units are generally separated by narrow 
zones across which most differential displacement occurs. 
Fleming et al. (1999) measured average annual velocities of (0.5-
2.0 cm/day) with lowest velocity at the landslide head (0.3 cm/
day), low velocity at the toe (0.5 cm/day), and greatest veloc-
ity  (2 cm/day) where the landslide is narrowest and steepest.  
They found that velocity varies seasonally, presumably due to 
changes in pore-water pressures.  Coe et al. (2003) performed 
periodic surveying of surface monuments distributed across the 
landslide and hourly monitoring at two locations of landslide 
displacement, air and soil temperature, snow depth, rainfall, 
soil-water content, and groundwater pressures within an ap-
parently perched aquifer.  They found that the landslide moved 
fastest during spring and summer and slowest during winter.  
The time between rainfall and the landslide velocity response 
was less than several weeks. 

Schulz and others (2009a,b) performed further sampling, 
field testing and monitoring at one location on the side of the 
landslide for three years.  They found the landslide motion ac-
celerated when pore-water pressure increased within the land-
slide body, but the pore-water decreased along the landslide 
margin.  The decrease in pore pressure at the slide margins 
probably occurred in response to shear-induced soil dilation. 
Consequently, the decreased pore-water pressures increased 
effective stress and caused the landslide to decelerate.  This hy-
pothesis is supported by large-scale ring-shear tests on shear 
zone soils, precise leveling across part of the bounding shear 
zone, in situ hydrologic testing, and laboratory measurements 
of soil porosity (Schulz et al., 2008). 

17	 Exploring Landslide and Granular Mechanics from Geodetically Derived 
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Current Research 
The NASA/JPL UAVSAR airborne repeat-pass SAR inter-

ferometry system imaged the Slumgullion landslide from four 
look directions on eight flights in 2011 and 2012.  Combining 
the four look directions allows us to extract the full 3-D veloci-
ty field of the surface. COSMO-SkyMed(CSK) high-resolution 
Spotlight data was also acquired during time intervals overlap-
ping with the UAVSAR one-week pairs, with intervals as short 
as one day.  Interferograms made from pairs of CSK images ac-
quired in 2010, 2011 and 2012 reveal the slide deformation on 
a longer timescale by allowing us to measure motion on a scale 
of meters and see the average rates over year-long intervals us-
ing pixel offset tracking of the high-resolution SAR amplitude 
images.  The spatially complex deformation field derived from 
InSAR will provide the necessary observations to interpret and 
identify the spatial scale-dependent processes present by pro-
viding the important length scale observations necessary to go 
beyond kinematic slide models. 

Additionally, TerraSAR-X repeat-pass interferometry data 
was acquired in 2011–2012 and TanDEM-X bistatic (single-pass 
interferometry) data was acquired in 2011.  The TanDEM-X bi-
static data will enable construction of a high-resolution InSAR 
digital elevation model.  These observations were taken to com-
plement and overcome the spatial limitations of ongoing yearly 
GPS observations from 18 monitoring points and in situ obser-
vations of pore-pressure and atmospheric parameters acquired 
by collaborator Bill Schulz from the USGS.  The high resolution 
topography derived from our Tandem-X BiStatic data will be 
used to correlate the slide topology with its complex spatial de-
formation, which will allow me to extract the roles played by 
composition and geometry.  We continued to build upon this 
work by beginning an independent field investigation consist-
ing of the deployment of seven continuous GPS stations along 
the length of the slide from July 22nd to August 2nd, 2012. This 
time period was concurrent with the acquisition of several SAR 
images including a pair of four-pass UAVSAR flights July 24th–

August 1st 2012.  COSMO-SkyMed high-resolution Spotlight 
data was also acquired over the landslide during time intervals 
overlapping with the UAVSAR one-week pairs and GPS deploy-
ment, with time intervals as short as one day. (five CSK acqui-
sitions total, three descending track and two ascending track).  
Additionally, the topographic data will also act as a unique and 
independent dataset allowing for quantitative geomorphomet-
ric analysis.

We believe that the synthesis of these observations will re-
sult in a more robust estimate of the total slide displacement, 
and yield a robust estimate of the systematic and random errors 
present in these observations. The temporal resolution of the 
real-time GPS will compliment the landslide-wide spatial cov-
erage of the InSAR-derived deformation to provide full cover-
age of the surface displacement. The spatiotemporal overlap of 
the various geodetic datasets in this study provide a unique op-
portunity to quantify information on the limitations of current 
geodetic imaging techniques, and their application to studying 
earth surface processes. 

3D Displacement Vectors

 
Figure 2.17.2: The image above shows the magnitude of the 3D dis-
placement vectors which were estimated from four UAVSAR one-week 
interferogram pairs spanning April 16th–April 23rd 2012 (one of these 
images used is shown in Figure 2.17.1).  The slide velocity increases 
with warmer colors.  The narrow, rapid portion of the slide reaches the 
2 cm/day previously measured by Coe et al., 2003 and others.  Note that 
the largest velocity magnitudes of 2.7 cm/day are restricted to a small 
isolated region near the toe of the slide, and appear to be a smaller slide 
piggybacking on the larger flow.  The coincident acquisition of these 
images along four independent flight paths allowed us to extract the 
true physical displacement of the image ground surface.  This proce-
dure overcomes the ambiguity in determining the slide motion present 
in a single interferogram, which only yields deformation information 
in the ‘look direction’. 
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Introduction
Technologies such as continuous Global Positioning Systems 

(GPS) and Interferometric Synthetic Aperture Radar (InSAR) 
are now capable of measuring active surface displacement with 
as much as sub-centimeter precision and accuracy.  While GPS 
has become such a fundamental tool that tracking discrete 
points in real time is common and reliable, its finite spatial ex-
tent is a shortcoming.  Alternatively, the introduction of InSAR 
has allowed widespread surface deformation tracking, though 
it is still far from being real time.  Evidently, these technologies 
are complementary and lend themselves to numerous geologi-
cal engineering applications including the characterization and 
tracking of subsidence, seismically induced crustal deforma-
tion, or in our case, landslides.  Thus, the objective of this work 
is to characterize, by a careful observational program, active 
slope deformation resulting from various static and dynamic 
conditions across the Lawrence Berkeley National Laborato-
ry (LBNL) site and the San Francisco East Bay hills (Berkeley 
Hills).  Through the instrumentation of individual landslides 
with a comprehensive network of continuous GPS stations, and 
regional monitoring of slope surface deformation by InSAR 
time series analysis, this study focuses on the effects and char-
acterization of precipitation triggered slow moving landslide 
displacements.

InSAR Time Series Analyses
A review of three independent InSAR time series analyses 

of the Berkeley Hills, from separate satellite acquisitions over 
different time intervals from 1992-2011, shows remarkable con-
sistency (Hilley et al. 2004, Quigley et al. 2010, Giannico et al. 
2011).  In each case, a clear precipitation dependent behavior 
of landslide displacement has been observed, with similar mean 
downslope velocities of approximately 30 mm/year and periods 
of higher velocities during each wet season.  Furthermore, these 
studies suggest that internal deformation of each slide mass 
is noticeable when divided into groups of coherently moving 
masses (Quigley et al. 2010, Cohen-Waeber et al. 2013).  In fact, 
improved InSAR methods which allow higher spatial resolution 
have allowed preliminary conclusions on the mechanics of dis-
placement within these landslides as different sections of the 
deformable slide mass mobilize separately.

The InSAR time series analysis of permanent scatterers per-
formed by Hilley et al. (2004) first showed the use of InSAR for 
seasonal landslide displacement tracking using European Space 
Agency satellites ERS-1 and ERS-2 data acquisitions from 1992 
to 2001.  The study observed that periods of landslide accel-
eration were closely related to seasonal precipitation, though 
non-linear in that precipitation related displacement did not 

occur immediately, with lag times of up to 3 months, and did 
not predictably increase with larger events.

Similarly, Quigley et al. (2010) examined seasonal precipita-
tion-related displacement, supplementing the same ERS data 
set with the Canadian Space Agency’s RADARSAT-1 acquisi-
tions from 2001 to 2006.  Landslide displacement was shown 
not only to be of the same magnitude as for the ERS data, but  
was also clearly seasonal and sensitive to variations in rainfall 
patterns as well.  Detrended and stacked (by month) observa-
tions plotted against average monthly precipitation exhibited a 
clear 1 to 3 month displacement response lag time and a posi-
tive correlation to the intensity of precipitation. 

An important limitation of the Permanent Scatterer InSAR 
method used in these examples is the presence of stable co-
herent targets.  To improve spatial resolution, a new algorithm 
(SqueeSARTM) developed by Tele-Rilevamento Europa (TRE) 
utilizes both the Permanent and Distributed Scatterer methods 
(Ferreti et al. 2011).  Thus, a third InSAR time series analysis 
was performed over the Berkeley Hills by Giannico et al. (2011) 
applying the SqueeSARTM method to the German Space Agen-
cy’s TerraSAR-X data acquisitions from 2009-2011.  Once again, 
landslide related displacements were clearly identifiable with 
similar velocities and with periods of precipitation-related ac-
celeration, though with better spatial coverage (Figure 2.18.1, 
top).

The higher spatial resolution afforded by the SqueeSARTM 
method allows closer observation of the landslide mechanisms 
as expressed at the ground surface, much like in Quigley et al. 
(2010).  In this case, the downslope displacements of different 
areas within the Berkeley Hills landslides reveal that they are in 
fact moving as bodies of smaller coherent masses, much like a 
flow slide, with what could be called an “accordion effect” (Co-
hen-Waeber et al. 2013).  Differencing the average downslope 
displacements of the top, middle and bottom of the landslides 
reveals a pattern of apparent landslide extension, followed by 
a landslide shortening as the precipitation progresses.  During 
wet seasons, the lower portions of the landslides accelerate ear-
lier than the upper portions while toward the end of wet seasons 
and into dry periods, the lower portions of the landslides slow 
and the upper portions catch up (Figure 2.18.1, Bottom). 

Continuous GPS Tracking
With the installation of seven continuous GPS stations on 

several LBNL and Berkeley Hills landslides, ground surface dis-
placements are being tracked at a data collection rate of 1 Hz, 
since January 2012.  While historical ground surface displace-
ments related to these landslides have yet to be fully character-
ized and quantified, a clear signal from daily solutions at several 
of these stations is already apparent.  Through two mildly wet 

18	 Geodetic Tracking and Characterization of Precipitation Triggered Slow 
Moving Landslide Displacements in the Eastern San Francisco Bay Hills, 
California, USA

Julien Cohen-Waeber, Roland Bürgmann, Nicholas Sitar, Alessandro Ferretti, Chiara Giannico, Marco Bianchi



43

Figure 2.18.1: Average downslope range-change displacement (top) 
and differential of average downslope displacements from TRE Squee-
SARTM analysis of TerraSAR-X data acquisitions (2009-2011, bottom) 
in areas of Blakemont Landslide, versus cumulative precipitation (right 
axes). 

seasons, GPS measurements have confirmed InSAR observa-
tions with well-defined precipitation triggered slope movement 
at similar average velocities and the same “accordion effect”.

Preliminary Conclusions
Overall, InSAR has demonstrated its capability to record and 

characterize landslide motions that otherwise would not have 
been observed with such level of detail.  Records of landslide 
related surface displacement from several independent studies 
have similar precipitation triggered down-slope velocities, and 
comparable internal mechanisms exhibiting progressive accor-
dion-like downslope failure typical to slow moving flow slides.   
While both methods of observation have not yet been compared 
on one landslide over the same period, they are complimentary 
and these observations have been verified by continuous GPS 
data. Improved InSAR spatial coverage and observations over 
longer periods will provide important insight on the triggering 
mechanisms and internal landslide behaviors described.  No-
tably, further work is planned to explore the possibility of seis-

mically induced landslide motions.  Despite recent moderate 
earthquakes in the region, these have not yet been documented, 
(Hilley et al. 2004, Cohen-Waeber et al. 2013) primarily due to  
the lack of temporal resolution with InSAR.
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Introduction
An historic catalog of micro-earthquakes and digital seismo-

grams from the Northern California Seismic System (NCSS) 
extending back through 1984 enable a spatially and temporally 
extensive view of active faulting processes at depth using repeat-
ing earthquakes along a ~ 200km long section of the central San 
Andreas Fault (SAF) zone. We analyzed seismic data along this 
section to identify new repeating earthquake (REQ) sites and to 
update known REQ sites (Nadeau and McEvilly, 2004; Turner 
et al., 2013) through April of 2011.  This information was then 
used to infer the evolution of aseismic fault slip at seismogenic 
depth along the fault section in order to investigate the general 
underlying architecture and mechanics of the faulting process at 
the location and to assess the relationship of the REQ behavior 
with respect to the occurrence of larger (> M4) earthquakes in 
the region. This provides insights into the evolution and role 
of transient aseismic fault slip in earthquake occurrence that 
should ultimately lead to improved models of the earthquake 
cycle and aid in the development of more accurate earthquake 
forecasts.

Results
We searched for and updated REQs in the study zone using a 

waveform cross-correlation/cross-coherencey method (Nadeau 
and McEvily, 2004). The resulting REQ catalog consisted of 870 
REQ sites comprised of 6011 repeated events (Figure 2.19.1).  
The REQ search region also included several 10s of km both 
northwest and southeast of the 200km section, but yielded lit-
tle evidence of REQ activity in these presumably locked fault 
regions.

Deep fault creep inferred from the REQs (Nadeau and McEv-
illy, 2004) occurring on the SAF-proper show a clear decrease 
in rates (below the Pacific-North American relative plate mo-
tion rate of 3.3 cm/yr) to the northwest of the juncture of the 
San Andreas and Calaveras faults at about 90 km NW (Figure 
2.19.1).  Deep creep occurring off the SAF (i.e., to the north-
east) is also observed along the sargent fault (~140 to 160 km 
NW) (Turner et al., 2013) and on the Paicenes-San Benito faults 
(~80 to 87 km NW).  With the exception of the region from ~ 65 
to 80 km NW, more complex spatial and temporal deep-creep 
behavior is also observed in regions of moderate to large earth-
quake activity (>M4.0).  

In the Parkfield area, for example, a significant increase in 
the rate of creeping is observed following the M6.0 earthquake.  
Before the M6.0 event, cumulative creep was well behind that 
expected for freely creeping fault keeping pace with the relative 
plate motion rate of 3.3 cm/yr. However, by the end of the study 
period in April of 2011, the accelerated accumulation of creep 
resulting from the post-seismic creep released from the M6.0 
appears to have resulted in a cumulative creep over the study 

period that is consistent with the expected long-term accumu-
lation of creep from tectionic plate motion, at least between +5 
km and -15 km northwest.

Though a post-seismic increase in creep accumulation fol-
lowing the M6.0 is observed southeast of -15 km, it continues 
to lag behind the plate rate, indicating an increase in slip deficit 
of ~ 50-60 cm since the end of 1984 at the southeastward end of 
the study segment.  This and the absence of identifiable REQs 
farther to the southeast is consistent with classification of the 
Cholame segment of the SAF as a type-A locked fault segment 
capable of rupturing in an ~ M7.0 or larger earthquake (UCERF 
2, 2007).

Two prominent along-strike dips in the cumulative deep 
creep contours are also observed centered at about 73 and 85 
km NW. The 85 km dip appears to correspond well with the 
location of the off-SAF sequences, suggesting relative plate mo-
tion that is to be accommodated by deformation on at least two 
sub-parallel fault zones.  The dip at 73 km has no correspond-
ing off-fault REQ activity, but the spatial distribution of low-
rate REQs appears to outline a low-repeat-rate seismicity hole, 
possibly indicating a zone of slip-deficit accumulation above ~ 
6km that has dimensions of about 15 km along-strike and 5 km 
in depth.  The slip deficit in this area is on the order of 40 cm,  
since 1984 and if an earthquake were to rupture over this area 
and release this accumulated deficit it could generate an M5 or 
larger earthquake.
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Figure 2.19.1:  REQ inferred cumulative deep-creep through time (top) and Double-difference relocations (DDRT, Waldhauser and Schaff, 
2008; Waldhauser, 2009) of 870 REQ sites along the ~ 200 km long study region (middle, bottom).  Cities of Parkfield and San Juan Bautista are 
located at -9 and +135 km, respectively. The REQ events range in magnitude from ~ M1.4 to 3.5.  Top:  Contours of cumulative deep-creep from 
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curring during this period and centered on the nearest 0.2yr contour. Red region is expected cumulative creep since 1984 assuming a tectonic rate 
of 3.3 cm/yr.  Middle: Along-fault map view of SAF REQs color-coded to their average inferred slip rates over the entire 1984 - April 2011 study 
period.  M4+ seismicity is shown as black circles.  Bottom: Along-fault depth section of the same sequences.  Off-SAF repeaters on the sargent fault 
(~140 to 160 km NW) and on the Paicenes-San Benito faults (~80 to 87 km NW) were not used in the slip contour calculations. 
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Introduction
An improved understanding of time history of fault slip at 

depth is an essential step toward understanding the underlying 
mechanics of the faulting process.  We investigate spatially- and 
temporally-varying fault slip along the northernmost creeping 
section of the San Andreas fault near San Juan Bautista (SJB), 
California, by systematically examining spatiotemporal behav-
iors of characteristically repeating earthquakes (CRE).  

Characteristically Repeating Earthquake Catalog
We have constructed the CRE catalog through a waveform 

cross-correlation analysis.  We analyzed about 12,000 local 
events that occurred within a 15 km radius of the 1998 Mw 5.1 
SJB earthquake.  We evaluate the waveform similarity for a pair 
of seismograms in the vertical component with an 8-24 Hz 
bandpass filter based on the waveform cross-correlation coeffi-
cient and the phase coherency.  To minimize the false detection 
of repeating earthquakes, we identify a pair of earthquakes as 
CREs if both the cross-correlation coefficient and the coherency 
are greater than 0.95 obtained from at least two stations.  Our 
cross-correlation and coherency thresholds are comparable to 
those used in previous studies (e.g., Zhao and Peng, 2009).  Our 
analysis identifies about 600 sequences with magnitudes rang-
ing from -0.1 to 3.5 that are distributed in a depth range of 3 km 
to 10 km (Figure 2.20.1). 
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Figure 2.20.1: Spatial distribution of CREs near the 1998 Mw 5.1 SJB 
earthquake. Color scale indicates the CRE proportion of total seis-
micity.  Circles are local earthquakes (1984-2012) analyzed to identify 
CREs, and their sizes are proportional to the rupture size.  The yellow 
star is the 1998 SJB Mw 5.1 earthquake. 

Following Nadeau and Johnson (1998) and Chen et al. (2007), 
we first explore a relation between the recurrence interval (Tr) 
and seismic moment (M0) for the CREs identified in the SJB re-
gion.  As the Tr of CREs were significantly perturbed following 
the 1998 Mw 5.1 SJB earthquake, we estimated the median Tr 

and M0 in individual sequences from the CRE activity in 1990-
1997.  As shown in Figure 2, the Tr-M0 relation from our study 
is in good agreement with those from Nadeau and Johnson 
(1998) and Chen et al. (2007).  This would indicate that the SJB 
CRE can be used to infer temporal evolutions of the fault slip (d) 
near the CRE rupture area, with the empirical relation between 
d-M0 introduced in Nadeau and Johnson (1998): 
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Figure 2.20.2: Recurrence interval (Tr) as a function of seismic mo-
ment (M0) from Chen et al. (2007) and this study. Red circles are the 
SJB CRE sequences.

Temporal behaviors of fault slip are determined from CREs 
with equation (20.1) on the characteristic fault path where 
CREs occurred.  We discretize a 28 km long, 12 km deep plane 
with 1 km x 1 km segments in the strike and dip directions, re-
spectively.  In each segment, we used CRE sequences that oc-
curred within a 3 km radius from the center of the segment, and 
computed average fault slips when at least 3 sequences are avail-
able (Figure 2.20.3). 

Spatial Variation in Interseismic Slip Rate 
We evaluated the spatial distribution of the interseismic slip 

rate from CREs that occurred before the 1998 Mw 5.1 SJB earth-
quake at individual segments.  Our analysis identifies a low-
creep (0.1-0.2 cm/year) or locked asperity near the 1998 Mw 5.1 
SJB earthquake (Figure 2.20.4).  The geodetic slip rate in this 
area is about 2.3 cm/year (e.g., Johanson and Bürgmann, 2005). 
This suggests a considerable slip deficit was accumulated in the 
low-creep rate zone. 

20	 Variability of Fault Slip Behaviors along the San Andreas Fault in the 
San Juan Bautista Region, Inferred from Characteristically Repeating 
Earthquake 
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Spatiotemporal Evolution of Postseismic Slip fol-
lowing the 1998 SJB Mw 5.1 Earthquake

In the postseismic period following the 1998 Mw 5.1 main-
shock, the CRE activity was significantly increased in a zone 
at a depth of 5-10 km about 2-7 km northwest of the 1998 SJB 
mainshock (Figure 2.20.5), which indicates a triggering of 
substantial aseismic slip induced by the 1998 SJB mainshock.  
The largest accumulated postseismic slip is about 6 cm at this 
zone in the first 1000-day postseismic period.  It appears that a 
considerable aseismic slip release occurred in the low-creep rate 
zone shown in Figure 2.20.4. 

The spatial migration of the postseismic slip was inferred 
from CREs activities (Figure 2.20.6). Initial postseismic mi-
gration within the first 100 days was dominantly along the

Figure 2.20.5: Spatial variation in posts sic slip in the first-1000 day 
postseismic period. 

strike of the San Andreas fault, toward the northwest fault 
segment.  After this postseismic period, another migration of 
postseismic slip was initiated, which was propagated into the 
southeast fault segment from the hypocenter of the 1998 Mw 5.1 
SJB earthquake. 
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Figure 2.20.6: Cumulative postseismic slip inferred from CRE 
sequences. 

Acknowledgements
We thank K.H. Chen for providing us with the CRE data, 

and the Northern California Earthquake Data Center for data 
collection and distribution for the seismic data in the north-
ern California.  This work is supported by the National Science 
Foundation grant EAR-0951430. 

References
Chen, K.H., R.M., Nadeau, and R.J. Rau, Towards a universal rule 

on the recurrence interval scaling of repeating earthquakes?, Geophys. 
Res. Lett., 34, L16308, 2007.

Johanson, I. A., and R. Bürgmann, Creep and quakes on the north-
ern transition zone of the San Andreas fault from GPS and InSAR 
data, Geophys. Res. Lett., 32, L14306., 2005.

Nadeau, R.M., and L.R. Johnson, Seismological studies at Parkfield 
VI: Moment release rates and estimates of source parameters for small 
repeating earthquakes, Bull. Seismol. Soc. Am., 88, 790–814, 1998.

Zhao, P., and Z. Peng, Depth extent of damage zones around 
the central Calaveras fault from waveform analysis of repeating 
earthquakes, Geophys. J. Int., 179, 1817-1930, 10.1111/j.1365-
246X.2009.04385.x, 2009.



48

Introduction
Stress perturbations produced by large-magnitude earth-

quakes impact seismicity at regional and global distances by 
altering the stress on a fault plane and advancing or delaying 
earthquake nucleation.  Regional changes in seismicity are ob-
served in aftershock locations with areas of increased or de-
creased activity correlating to areas of positive or negative Cou-
lomb stress changes, respectively (Stein, 1999).  At distances 
beyond two fault lengths, i.e. the region experiencing significant 
static Coulomb stress change, seismic waves from large magni-
tude earthquakes have been shown to trigger small earthquakes 
(Gomberg et al., 2001).  This dynamic transfer of stress from 
seismic waves is also observed to trigger microseismicity and 
tremor in regions of geothermal activity as well as non-volcanic 
tremor in deep fault zones immediately during the passage of 
the waves and in the hours to days following (Brodsky, 2006; 
Peng et al., 2010).  Less frequently, immediate triggering of 
small earthquakes ranging from 3 > M < 5 are detected during 
the surface wave train (Husker and Brodsky, 2004; Tape et al., 
2013). Above M>5, dynamic triggering is not observed at dis-
tances beyond the 2-3 fault lengths of a large-magnitude event 
(Parsons and Velasco, 2011).  An exception to this finding is the 
MW 8.6 2012 east Indian Ocean event that resulted in above-av-
erage global seismicity for events > M5.5 in the six days fol-
lowing the mainshock and is an example of delayed dynamic 
triggering which suggests that the stress perturbations experi-
ence during the teleseismic surface waves were large enough to 
advanced the earthquake cycle of multiple >M5 events (Pollitz 
et al., 2012).  As a result, questions remain regarding the dy-
namic triggering of large earthquakes at global distances and 
the influence of earthquake nucleation times following dynamic 
stress perturbations on active faults.

Subsequent to the global increase of seismicity as a result 
of the 2012 east Indian Ocean event is a 95 day period of qui-
escence for M≥6.5 events (Pollitz et al., Submitted).  The ob-
servable rate decrease following the 2012 Indian Ocean event 
prompted this study to examine if a magnitude threshold exists 
for seismic quiescence following a period of dynamically trig-
gered earthquakes.  Here we investigate the idea of global “dy-
namic shadowing” in order to determine if a spatial and tem-
poral relationship to large magnitude events exists for periods 
of reduced global seismicity.  This study builds on the previous 
work by Parsons and Velasco (2011) who concluded that an in-
crease in M>5 seismicity is confined to the region within 2-3 
fault lengths of the rupture and activity returned to background 
rates within 36 hours following a M>7 event.  Using a simi-
lar methodology we explore the suppression of global activity 
with respect to background earthquake activity following large 
magnitude events.  The goal of this study is to determine if a 
dynamic shadow results in a reduction of seismicity at a distin-
guishable level below the background seismicity over various 
temporal and spatial ranges. 

Figure 2.21.1: All events from 1977–2013 are considered between 
5 > M < 7.9 for the analysis.  The top panel indicates a return to mean 
rates at a distance of ~1000 km.  The bottom panel indicates increased 
activity for >100 days following a M≥7.9 event.  Significant activity be-
low the mean rate is not observed.

Methods
Establishing a change in earthquake rates requires a robust 

background rate for subsequent comparisons.  Utilizing 35 years 
of earthquake catalog data obtained from the Advanced Na-
tional Seismic System (ANSS), we analyze seismic rate changes 
following large magnitude earthquakes.  Similar to Parsons and 
Velasco (2011) we compile earthquake catalogs within select 
magnitude ranges, one containing the range of magnitudes that 
possibly experience a rate change and the second catalog con-
taining all remaining larger events.  For each magnitude range 
considered, a spatial and temporal stacking of the events is used 
to calculate an earthquake density.  The background rate is de-
termined by randomly combining the event times using differ-
ent locations within the compiled catalog of smaller events in 
order to scatter the foreshock and aftershock activity.  By vary-
ing the magnitude range and time intervals around the large 
earthquakes, we will establish if a relationship exists between 
suppressed seismicity and very large magnitude events.

21	 Seismic Quiescence Following Large Magnitude Earthquakes
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Figure 2.21.2: All events from 1977–2013 are considered between 6.0 
> M < 7.9.  Similar to the lower magnitude range, no increased activity 
is detected beyond ~1000 km.  The bottom panel indicates a return to 
background rates within 25 days.  Brief periods of activity below the 
mean are observed but the significance is not supported when consid-
ering the third catalog.

Initial Results
Catalog data from 1977–2012 includes 36 M≥7.9 events and 

three catalogs are compiled containing all other events within 
5.0 > M < 7.9, 6.0 > M < 7.9, and 6.5 > M < 7.9.  Using a time 
window of 200 days and distances extending to 18,000 km, an 
earthquake density is computed by stacking all events relative 
to the large events in 12 hr bins at 100 km interval. T he mean 
density is calculated using the preceding 200 days of events in 
each catalog.  Each magnitude range indicates a return to back-
ground rate within ~1000 km of the mainshock.  This is con-
sistent with a 2-3 fault length aftershock zone.  The temporal 
increase in activity resembles an Omori decay with 6.5 > M < 
7.9 activity returning to background rates with in three days 
and activity for M > 5 is increased for ~100 days.  No magnitude 
range demonstrates an extended decrease in activity below the 
mean rate.  Continued examination of different magnitude, spa-
tial, and temporal ranges is to be completed.  
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Figure 2.21.3: No significant suppression of activity is observed for 
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and three days without a period of reduced activity.
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Introduction
Improving our understanding of the factors controlling spon-

taneous shear rupture nucleation on a frictional fault would help 
better define the important physical processes contributing to 
earthquake rupture and faulting.  Our current laboratory inves-
tigations (Selvadurai and Glaser, 2013) quantify the local stress 
states on a laboratory fault, which control the transition from 
stable (quasi-static) to unstable (dynamic) sliding.  We propose 
that the initiation of the unstable phase occurs at the displace-
ment incongruities where compliant, ‘creeping’ segments of the 
fault transition into stiff, ‘locked’ sections.  These transition re-
gions can exhibit swarms of smaller earthquakes, localized in 
time and space, prior to the larger subsequent earthquake.  Sim-
ilarities between our laboratory results (specifically the acous-
tic emission measurements), and those observed in geological 
settings are briefly described here.

Laboratory Facilities
The laboratory model consisted of two sandblasted 

Poly(methyl methacrylate) (PMMA) surfaces pressed together 
by a normal stress (σf) and then sheared at a constant velocity 
(vp) in a direct shear configuration.  Figure 2.22.1 provides 
a general view of the direct shear apparatus where the PMMA 
base plate and slider block measured 950 x 950 x 60 mm and 
400 x 80 x 10 mm, respectively.  A non-contact eddy current 
sensor array, mounted near the interface, measured the slow, 
quasi-static motions near the fault and, in nature, are evident in 
GPS and InSAR data.  To measure the relatively quick dynam-
ic stress changes, an array of 16 piezoelectric acoustic emission 
(AE) sensors were placed along the underside of the base plate; 
drawing parallels to seismometers deployed in the field.  The AE 
sensors have been accurately calibrated using known source-
time functions induced by glass capillary fractures. During the 
application of the normal pressure, contacting asperities are 
formed due to the interaction between the two randomly rough 
surfaces.  These interactions are believed to be consistent with 
processes occurring on natural geological faults.  A pressure 
sensitive film (FUJITM prescale 12-50 MPa) was used to initial-
ly localize, quantify, and measure the heterogeneous normal 
stresses resulting from the population of asperity contacts.

Laboratory Procedure
Details of the experimental facilities, procedure and materi-

al properties of the PMMA are given by Selvadurai and Glaser 
(2013).  Briefly, the fault was firstly characterized using the pres-
sure sensitive film by compressing it throughout the interface 
using a known nominal stress (σf) for a controlled amount of 
time (thold) at a known reference location.  Using the electro-me-
chanical shear actuator, the rigid loading platen was driven at 
a set-point velocity (vp) to simulate far-field tectonic actions.  

Current experimental suites employed constant velocities rang-
ing from 0.010 to 0.030 mm/s but only the results from the fast-
er loading rate, vp = 0.030 mm/s, will be presented here.  Shear 
stress (τf), normalized over the nominal interface area, measured 
between the loading platen and shear actuator, increased gradu-
ally and slow, aseismic ‘creeping’ displacements were observed 
using the non-contact sensors until a ‘mainshock’ occurred.  
The mainshock was characterized by a sizable decrease in the 
bulk shear force (~50-70% drop from maximum) coupled with 
rapid, coseismic displacements in the direction of applied shear.

Experimental Observations: Foreshocks Preced-
ing the Mainshock 

Detectable physical changes, such as ground deformations 
associated with the premonitory movements are difficult (if 
not impossible) to detect using current geodetic and seismic 
sensing tools.  On some natural faults, smaller earthquakes 
have occurred within a region tens of kilometers of the even-
tual hypocenter of the larger earthquake, weeks to seconds be-
forehand.  The physics and mechanics of these ‘foreshocks’ are 
not well understood with respect to their influence on the larger 
mainshock. 

In Figure 2.22.2, while loading the fault slowly (vp = 0.030 
mm/s) prior to the mainshock, we observe small dynamic emis-
sions detected using the AE array.  

During these ‘foreshock’ emissions, there was no discernible 
drop in the bulk shear force (τf) sustained by the fault, but they 
must represent changes in local stress states due to some physi-
cal phenomena which we are currently investigating.  

Spatio-temporal distributions can also be analyzed.  Location 
and timing of the foreshocks were determined from first arriv-
al P-waves using multiple AE sensors and are shown in Figure 
2.22.3.  The size of the circular region represents the spatial 
error associated with the p-wave location algorithm.  Locations 
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Figure 2.22.1. General schematic view of the overall direct shear ap-
paratus including general locations of the sensors arrays.
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of the foreshocks have been superimposed over the initial con-
tact measurements provided from the pressure sensitive where 
the hotter (red) colors indicate contact and the cooler (blue) 
represents zero stress or no initial contact. 

Preliminary Discussion 
Observational seismology has, in some cases, observed 

foreshock sequences preceding larger mainshock events (e.g., 
Dodge et al., 1995) not dissimilar to our preliminary laboratory 
results.  While the scale of the two results are distinctly different 
(in both space and time) we have currently begun an investiga-
tion that employs similar techniques and models to characterize 
our experimental findings.  These techniques may help develop 
scaling relations from the laboratory to the field that have been 
difficult to characterize in the past.  These foreshock bursts may 
be useful contributors to short-term earthquake probability es-
timates (Chen and Shearer, 2013).
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Figure 2.22.2. Acoustic emission measurements for nine foreshocks 
(FS1-FS9) creating a sequence that preceded a larger mainshock event 
(vp = 0.030 mm/s).  The recurrence time, tr, between FS1 and FS2 is 
shown as an example.

 
Figure 2.22.3.  Locations of the foreshocks shown in Figure 2.22.2 
determined using P-wave travel times from multiple sensors.  The loca-
tions were superimposed on the pressure measurements obtained from 
the pressure sensitive film.  Locations exhibiting higher normal stress 
appear red while the blue background assumes no normal stress was 
transferred (i.e., no contact occurred).  The inlay shows an enlarged 
view of the movement of the foreshock sequence where the distribu-
tion appears to be random in space.
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Introduction
The use of regional distance long-period, complete waveform 

data to determine the seismic moment tensor and discriminate 
the source-type of earthquakes, underground cavity collapses 
and nuclear explosions has been demonstrated for events in the 
western United States (Dreger et al., 2008; Ford et al., 2008; Ford 
et al., 2009a), and for the recent 2006 and 2009 North Korean 
nuclear tests (Ford et al., 2009b; Ford et al., 2010). In these stud-
ies populations of earthquakes, underground cavity collapses 
and nuclear explosions are found to separate when considered 
on a Hudson et al. (1989) source-type diagram. Ford et al. (2010) 
utilized the Hudson et al. (1989) source-type representation to 
develop a network sensitivity solution (NSS) to determine the 
best fitting solution, the uncertainty in the solution, and the ca-
pabilities of the method given the station topology. The regional 
distance moment tensor inversion, coupled with NSS analy-
sis and first motion constraints, enables the discrimination of 
source-type in conditions of relatively sparse regional distance 
monitoring.

Data and Methods
In this study we investigate the September 14, 1988 US-So-

viet Joint Verification Experiment (JVE) nuclear test at the 
Semipalatinsk test site in Eastern Kazakhstan, and two nuclear 
explosions conducted at the Chinese Lop Nor test site. These 
events were very sparsely recorded by stations located within 
1600 km, and in each case only 3 or 4 stations were available 
in the far-regional distance range (Figure 2.23.1) for moment 
tensor analysis. Following the results of Ford et al. (2009b) we 
incorporated first-motion data from regional stations, as well as 
teleseismic stations to provide additional constraint in the NSS 
analysis. The results show that unique discrimination of these 
events is possible under these extremely sparse monitoring 
conditions when long-period regional waveforms and P-wave 
first-motion polarities are combined.

To assess the confidence of the moment tensor solution, we 
implemented the Network Sensitivity Solution (NSS) technique 
developed by Ford et al. (2010). The technique presents the level 
of fit between data and the different theoretical solutions de-
scribed by the source-type diagram for a given station config-
uration, Earth model, and frequency band. From the NSS of a 
given event we can determine whether or not the best fitting 
full moment tensor solution from the inversion is well resolved 
to make useful interpretations about the source. We included 
regional and/or teleseismic P-wave first motions in addition to 
waveform data in the NSS analysis (Ford et al., 2012) to better 
constrain the moment tensor solution by comparing observed 
P-wave polarities to predicted P-wave polarities.
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Figure 2.23.1.  Event locations (star) and seismic stations (triangle 
and square) used in the moment tensor analysis. The two Lop Nor 
events are located very closely hence the overlapping stars. Black tri-
angles represent the stations used in the analysis of the May 15th, 1995 
Lop Nor explosion and the June 8th, 1996 Lop Nor explosions, and 
white squares are the stations used in the September 14th, 1998 Soviet 
JVE. Focal mechanisms of local earthquakes used in the velocity model 
calibration are also plotted. Gold is the solution from this study and red 
is the Harvard GCMT solution.

Network Sensitivity Solutions (NSS)
Here we present the combined waveform and first motion 

analysis for the three explosions (Figure 2.23.2). For the 1988 
JVE, the regional waveforms only the NSS solution shows a 
similar trend compared to other nuclear explosions (Ford et al., 
2010), with the best-fitting full moment tensor solution plot-
ting near the theoretical opening crack. The colors of the shaded 
contour regions correspond to different scaled variance reduc-
tion (sVR), in which the sVR is scaled to the moment tensor 
solution in the NSS that has the maximum VR. In the case of 
using just the waveform data, source mechanisms without a 
significant explosive component can fit the observed data just 
as well as a dominantly explosive mechanism. However, when 
regional and teleseismic P-wave first motions are included in 
the computation of the NSS a solution that is predominately ex-
plosive is obtained. The NSS results show significant improve-
ment in discrimination capabilities when we include additional 
constraints from P-wave first motions, especially for moment 
tensor solutions fitting better than sVR of 90%.

The two Lop Nor explosions illustrate that when good te-
leseismic data is not available, using only regional P-wave po-
larities also improves monitoring capabilities. Waveform-only 
NSS for the 1995 Lop Nor event show a wide range of possible 
sources fitting ≥ 90% of the best fitting moment tensor solution, 
which is largely the result of the large Love wave amplitudes and 
the sparse station coverage. However, if we use both waveform 
data and P wave polarities observed at regional distances we see 
the combined analysis significantly reduces the distribution of 
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solutions with high sVR (≥ 90%) and uniquely discriminates 
the event as consistent with other nuclear explosions and incon-
sistent with earthquakes and collapses (Figure 2.23.2).

Similarly, waveform-only NSS for the 1996 Lop Nor event 
cannot uniquely discriminate the event as a explosive source 
due to strong Love waves, sparse station coverage, and possible 
Rayleigh wave reversal. However, after incorporating regional 
P-wave first motions, the NSS results now show similar trends 
as observed in the 1995 Lop Nor test and the 1988 Soviet JVE, 
though contours showing solutions with sVR ≥ 90% are more 
extensive and cross slightly over to the horizontal deviatoric line 
(Figure 2.23.2). Although the combined waveform and first 
motion NSS does not give a unique discrimination, it identifies 
the source as non-DC. Unlike earthquakes, the distribution of 
moment tensor solutions is not situated around the pure DC 
mechanism but shifted along the vertical volumetric axis and 
towards an opening linear vector dipole. 

Conclusions
We have performed seismic moment tensor inversions for 

the 1988 Soviet JVE test and two Lop Nor nuclear tests. These 
cases represent sparse monitoring conditions. In each case we 
have shown that the use of long-period waveform data com-
prised mostly of regional surface waves results in solutions with 
large isotropic components that are consistent with solutions 
for other studied nuclear tests (Ford et al., 2009a; Ford et al., 
2009b; Ford et al., 2010). Using only regional waveforms, the 
distribution of solutions on the source type diagram of Hud-
son et al. (1989) do not cleanly discriminate the event either 
because of the known explosion negative compensated linear 
vector dipole (CLVD) tradeoff (case of the JVE event) or due to 

large observed Love waves (cases of the two Lop Nor tests). In 
each case, however, the inclusion of regional P-wave polarities, 
and ideally observations from teleseismic arrays when available, 
reduces area of solutions that provide a good level of fit to the 
data, providing good separation from double-couple solutions 
and solutions on the deviatoric line.
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Introduction
Napoleonville Salt Dome is located near Bayou Corne, 

Assumption Parish, southeast Louisiana. Caverns in salt 
domes such as this one are used for brine mining and storage 
of hydrocarbons and industrial waste. Beginning in June 2012, 
residents of Bayou Corne reported unusual gas bubbling in 
surface waters and frequent tremors. The parish requested the 
assistance of the United States Geological Survey (USGS) to 
monitor the continuous seismic activity. A temporary network 
of broadband seismic stations was established which revealed 
a complex and rich sequence of numerous seismic events. On 
August 3, 2012, a large sinkhole (Figure 2.24.1) was reported 
close to the western edge of the salt dome leading to an 
emergency declaration and evacuation of nearby residents. The 
sinkhole, filled with a slurry of water, crude oil and debris, has 
since swallowed Cypress trees and has been growing in surface 
area ever since (presently > 20,000 m2). Subsidence, bubbling 
of natural gas and intermittent seismicity have been observed 
in the region. Preliminary investigation suggests that sidewall 
collapse of a cavern, OXY GEISMAR #3, might be a possible 
cause of the sinkhole. Readers are referred to public briefings 
reports on the Department of Natural Resources, Louisiana 
website for further details (http://dnr.louisiana.gov/index.
cfm?md=pagebuilder&tmp=home&pid=1051).  

Figure 2.24.1: Google Earth image (dated – March 12, 2013) of the 
study region showing locations of USGS stations (triangles), sinkhole 
(balloon) and approximate contours (solid lines) of the edge of Napo-
leonville salt dome at 1,000 feet and 10,000 feet depth.

This region (-91.16°E to -91.13°E, 30°N to 30.025°N,) has 
been previously aseismic, with no events reported in the Na-
tional Earthquake Information Center catalog between January 
1973 and April 2012. Therefore, the sudden intense seismici-
ty occurring simultaneously with development of the sinkhole 
indicates that the two phenomena are probably related. In this 
study, we implement an approach for automatic detection, lo-
cation and moment tensor inversion of seismic events at the 
sinkhole. 

Figure 2.24.2: Velocity waveforms of a representative event.

Data and Methodology
Figure 2.24.2 shows velocity waveforms of a seismic event 

on August 1, 2012 as recorded at five USGS stations. The records 
primarily show that strong surface waves and waveforms of 
multiple events are quite similar to each other, indicating close-
ly spaced hypocenters and a repetitive source process. Three of 
these stations, LA01, LA02 and LA08, are on the sedimentary 
strata surrounding the sinkhole and show similar waveforms, 
but are quite different from waveforms at stations LA03 and 
LA09, which are on sedimentary deposits over the salt dome. The 
difference in waveforms is reflected in the available seismic ve-
locity models (William Ellsworth, personal comm.), which show 
the salt dome to be a fast half-space, overlain and surrounded 
by slow layers of sediments with velocities smoothly increas-
ing with depth. To study source mechanisms of these events, we 
perform six-component point source seismic moment tensor 
inversion allowing for both deviatoric mechanisms and volume 
changes (Minson and Dreger, 2008). Due to the uncertainties in 
travel-time locations and depths owing to lack of clear seismic 
phases in waveforms and presence of numerous seismic events, 
we employ the grid search approach of Kawakatsu (1998) which 
continuously scans the seismic wavefield and performs moment 
tensor inversion of low frequency waveforms assuming virtual 
sources distributed over a 3D grid.  For a given window of data, 
the source location and moment tensor solution which give the 
best Variance Reduction (VR), a measure of normalized fit be-
tween observed and synthetic waveforms, is assumed to be the 
true seismic source. We assume that seismic paths to stations 
LA01, LA02 and LA08 conform to sediment velocity model and 
seismic paths to stations LA03 and LA09 conform to salt dome 
velocity model. Fundamental Green’s functions for the 1D ve-
locity models are computed using FKRPROG (Saikia, 1994). 
Displacement records are bandpass filtered between 0.1 to 0.2
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Figure 2.24.3: Observed (solid lines) and synthetic (dashed lines) 
waveforms and the moment tensor solution for one event. 

Figure 2.24.4. Figure showing distribution of VR in horizontal di-
rections at best depth and distribution of best VR with depth (inset).

Hz, which simplifies the waveforms while maintaining the sig-
nal to noise contrast for larger events. The same causal filter is 
used for Green’s functions. Then, the moment tensor inversion 
is performed for each grid point using 25-seconds data win-
dows with time steps of  0.25 seconds. Here we discuss results 
for 5 hours of data from 17:00 hours to 24:00 hours on August 
01, 2012. We were able to detect 23 events using a threshold 
of 70% VR during this time period. The details of the moment 
tensor solution and corresponding waveform fits for one of the 
events are shown in Figures 2.24.3. This event was located 
at -91.1422°E, 30.0112°N, depth 0.47 km and centroid time 
20:52:39.00 hours. The solution fits the data very well at 84% 
VR and can explain most of the strong radial and vertical com-
ponents. We find a dominant volume increase component in 
the solution (Isotropic > 70%).  The distribution of VR in space 
(Figure 2.24.4) shows that our location is well constrained. 
All solutions are quite similar showing a dominant volume in-
crease component (Isotropic 64-74%) and are concentrated at 
a depth of ~ 470 m at the western edge of the salt dome, very 

close to the present location of the sinkhole. Magnitudes range 
from Mw 1.3 to 1.7.   

Discussions
The moment tensor solutions are opposite to what one would 

expect in a collapse environment, if the energy release were 
purely due to gravity-driven tectonic collapse alone. However, 
the presence of large volume increase components as well as oc-
currence of harmonic tremors and long period events in the re-
gion indicates the role of fluids in controlling the seismic source 
processes, which can be inferred to be due to tensile failure of a 
near-vertical crack, or a crack-double-couple on a normal fault 
in the salt. Future work will include studying sensitivity of mo-
ment tensor solutions to velocity models, modeling waveforms 
at higher frequencies and possible explanations of the source 
mechanisms in terms of physical processes and their relation-
ships with the sinkhole.

Acknowledgements
We thank William Ellsworth (USGS) for preliminary velocity 

models, data, mapping resources and helpful discussions. We 
also thank Aurelie Guilhem (ETH Zurich) and Seung Hoon Yoo 
(BSL) for helpful discussions.  A. Nayak wishes to acknowledge 
the BSL Byerly/Tocher grant in supporting this work.

References
Kawakatsu, H., On the realtime monitoring of the long-period 

seismic wavefield: Bull. Earthq. Res. Inst., 73, 267-274, 1998.
Minson, S.E., and D.S. Dreger, Stable Inversion for complete mo-

ment tensor: Geophys. J. Int., 174, 585-592, 2007.
Saikia, C.K., Modified frequency-wavenumber algorithm for 

regional seismograms using Filon’s quadrature: modeling Lg waves in 
eastern North America: Geophys. J. Int., 118, 142–158, 1994.

 



56

Introduction
The Geysers Geothermal Field is one of the most seismically 

active regions in North America. There have been previous ef-
forts to study the source parameters of these earthquakes with 
magnitude greater than Mw 3.0 in this region by computing the 
deviatoric and full moment tensor solutions for these events 
(Boyd, 2013). However, for earthquakes that have a small volu-
metric term, statistical analysis such as the F-test is insufficient 
to provide good measure of significance to the full moment ten-
sor (FMT) solutions. Hence, we incorporate first motion polar-
ities to provide the additional constraint to the FMT solutions.   

Methodology
Five earthquakes are chosen for further investigation. The 

first motion polarity data takes into account four parameters: 
station azimuth from the epicenter, takeoff angle, polarity (up 
or down) of first P arrivals, and a weighing factor. An average 
of 150 seismic stations from Northern California (NCSN), 
Berkeley Digital (BDSN), and Lawrence Berkeley National Lab 
(LBNL) Seismic Networks are used to ensure good azimuthal 
coverage. Both azimuth and takeoff angle for each station are 
obtained from the Northern California Earthquake Data Center 
(NCEDC) catalog and the polarities of the vertical component of 
each station are visually reviewed using Seismic Analysis Code 
(SAC) and Jiggle, developed by U.S. Geological Survey (USGS). 
A weighting is introduced to account for the uncertainties in 
determining the first motion polarities, which primarily stem 
from: (1) emergent signals which are common for head waves 
(or Pn phase), (2) low signal to noise ratio and (3) acausal ring-
ing for stations that use an acausal filter and are situated close 
to the epicenter. Impulsive signals are assigned higher weight to 
reflect higher confidence in picking; lower weights are assigned 
to emerging polarities. Ambiguous polarities are removed from 
the analysis.

The first motion polarities are then incorporated into the 
Network Sensitivity Solutions (NSS) developed by Ford et al. 
(2010). NSS calculates the variance reduction (VR) for each 
synthetic source and plots it as a function of source-type pa-
rameter on a source-type plot. Using NSS, we first compute 200 
million possible moment tensor solutions using the waveform 
data. Solutions with positive values of VR are then tested against 
the first motion data, and a combined VR is computed. The 
maximum VR fit surface is plotted on the Hudson et al. (1989) 
source-type diagram.

Results and Discussion
For events occurring on March 1, 2011 and February 24, 

2008, we observe that using the combined dataset, the region 
representing the best-fit source model with VR greater than 

95% in the source-type diagram (see Figure 2.25.1b) is sig-
nificantly reduced in area. For the March 1, 2011 event, the best-
fit source model is composed of 79% double couple (DC), 3% 
+compensated linear vector dipole (+CLVD) and 18% isotropic 
(ISO) components. For the February 24, 2008 event, the best-fit 
source model is composed of 22% DC, 30% +CLVD, and 48% 
ISO components. For both events, the constrained FMT solu-
tion shows consistency on the ISO component compared to the 
unconstrained FMT solution.

 For both events, the first motion constrained FMT solu-
tion provides superior fit to the first motion polarities, close-
ly followed by the unconstrained FMT solution (see Figure 
2.25.1). In contrast, the deviatoric solution does not fit well 
the polarity data as demonstrated by the negative fit value. In 
conclusion, there is a higher confidence in the FMT solution as 
it fits better with the first motion polarities. The polarity data is 
also useful in determining the source parameters for an earth-
quake by providing a good constraint to the FMT solution. The 
preferred source mechanism for the earthquake is the best-fit 
source model obtained from NSS using both waveform data 
and first motion polarities. 
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Figure 2.25.1:  Source type plots for the NSS result using (a) waveform data and (b) the waveform constrained with first motion polarities. 
Warmer colors represent higher VR for the best-fit source model for each event. The plots show the VR scaled to the maximum fit value for each 
case. We also compare (c) the synthetic waveform computed using the constrained full moment tensor (FMT) soltuion (indicated by red dash line) 
with the observed waveform data (indicated by the black solid line) and show that they compare reasonably well with high variance reduction, 
particularly for March 1, 2011 event which its VR equals to 74.1%. Focal mechanisms of (d) deviatoric solution, (e) unconstrained FMT solution 
and (f) constrained FMT solution overlaid with the polarity information are also shown here. Red shaded region represents compressional which 
is dominated by “up” first motions (shown by black “+” signs) while the white region represents represent dilatation, dominated by “down” first 
motions (green “+” signs). The weighting corresponds to the size of the “+” sign where the bigger “+” sign means higher confidence in picking. The 
“+” signs in the inner circle typically represent head-wave arrivals at stations with small takeoff angle and are useful to constrain the nodal planes

Mar 01 2011 Waveform only

 

 

−CLVD

Dipole
Crack

+CLVD

Dipole
Crack

Explosion

DC

Implosion

−1.5 −1 −0.5 0 0.5 1 1.5

−1

−0.5

0

0.5

1

50

55

60

65

70

75

80

85

90

95

March 1 2011 Waveforms and First Motions

 

 

−CLVD

Dipole

Crack

+CLVD

Dipole

Crack

Explosion

DC

Implosion

−1 −0.5 0 0.5 1

−1

−0.5

0

0.5

1

50

60

70

80

90

N

P

T

(d) (e) (f )

Focal mechanism
(d) Deviatoric solution:
 Fit = - 5.68 %
(e) Full Moment Tensor (FMT) solution:
 Fit = 24.82 %
(f ) Constrained FMT solution:
 Fit = 71.82 %

(c)(a) (b)NSS (Waveform only) NSS (Waveform and First Motion Data)

MARCH 1, 2011 (EVENT ID: 71530230)

FEBRUARY 24, 2008 (EVENT ID: 51197011)
Feb 24 2008 Waveform

 

 

−CLVD

Dipole
Crack

+CLVD

Dipole
Crack

Explosion

DC

Implosion

−1.5 −1 −0.5 0 0.5 1 1.5

−1

−0.5

0

0.5

1

50

55

60

65

70

75

80

85

90

95

Feb 24 2008 Waveforms and First Motions

 

 

−CLVD

Dipole
Crack

+CLVD

Dipole
Crack

Explosion

DC

Implosion

−1 −0.5 0 0.5 1

−1

−0.5

0

0.5

1

50

60

70

80

90

NSS (Waveform and First Motion Data)NSS (Waveform only)

(d) (e)

(a) (b)

N

P

T

Focal mechanism
(d) Deviatoric solution:
 Fit = - 30.05 %
(e) Full Moment Tensor (FMT) solution:
 Fit = 19.87 %
(f ) Constrained FMT solution:
 Fit = 37.60 %

(f )

(c)



58

Introduction
Until recently, active fault zones were thought to deform via 

seismic slip during earthquakes in the upper, brittle portion of 
the crust, and by steady, aseismic shear below.  However, in the 
past decade, this view has been shaken by seismological obser-
vations of seismic tremor deep in the roots of active fault zones.  
First recognized on subduction zones in Japan and the Pacific 
Northwest, tremor has also been found to be very active on a 
short section of the San Andreas Fault to the southeast of one 
of the most densely monitored fault segments in the world, near 
Parkfield, CA (Nadeau and Dolenc, 2005).  This deep (~20-
30 km) zone of activity is located right below the nucleation 
zone of the great 1857 Fort Tejon earthquake, estimated to be an 
M7.9 event.  Thus, learning more about the temporally and spa-
tially complex faulting processes in this zone may help us better 
understand the conditions that lead to such large ruptures. 

The Project Plan and Implementation
The tremor source region is southeast of existing seismic 

networks around Parkfield, along the San Andreas Fault.  We 
are adding eight seismic stations—the TremorScope (TS) net-
work—in this area to complement existing instrumentation. 

Now, all sites for the TS network have been permitted and all 
four surface stations have been installed, two in this past year.  
Figure 2.26.1 shows the installation of the seismometer vault 
at station TRAM, just above the centroid of the tremor sources.  
Surface installations have a broadband seismometer, an accel-
erometer and a digitizer.  Station TRAM will also host one of 
the four boreholes.  The borehole sites, with a hole about 300 m 
deep, will have an accelerometer at the surface.  Seismometers, 
accelerometers and geophones will be installed at the bottom 
of these boreholes, where the levels of environmental and hu-
man-induced noise are much lower than at the surface, so the 
weak tremor signals will be more easily detected and analyzed. 
We defined the specifications for the boreholes, including tar-
get depth and casing options. In late-June, we  hosted a pre-bid 
walk-through for prospective drilling companies to introduce 
them to the drilling sites in preparation for their bids.  Down-
hole will be a three-component set of gimballed, 2 Hz geo-
phones.  Three boreholes will also be equipped with a Guralp 
downhole sensor package, consisting of a three-component 
broadband seismometer, a three-component accelerometer and 
a digitizer.  At all locations, data will be logged onsite and for-
warded to Berkeley for real-time processing.  The data will be 
used in real-time earthquake monitoring (see Operational Sec-
tion 3.1) as well as for tremor studies.  Data are now being 
archived and analyzed from the four surface stations.  

Figure 2.26.2 shows non-volcanic tremor in the Parkfield 
region on May 8th, 2013.  This type of tremor is hard to detect 
at just one station because it has a low diffuse signal that lasts 
for minutes.  The TS network is located very near the source of 
these tremors and we can clearly pick up the signal  on multiple  

Figure 2.26.1. Installation of the seismic vault at TremorScope sta-
tion TRAM.  

Figure 2.26.2: Non-volcanic tremor as seen on the TS network in the 
Parkfield, CA region on May 8th, 2013.  The concurrence of the signal 
on the lower three seismograms shows that this is not locally generated 
noise.  Station RAMR, however, is farther away and does not pick up 
the tremor.  

stations (THIS, TRAM, TSCN) and confirm that this is indeed 
tremor.  In contrast, station RAMR is located about 50 km away 
from the source region and no identifiable tremor signal is vis-
ible.  

Results
Figure 2.26.3 depicts a map of the Parkfield, California area.  
The stars are locations of tremor bursts occurring 90 days prior 
to June 9th, 2013.  Red stars are the five most recent tremor 
bursts.  The solid and dotted lines in both panels represent the 
locked and creeping portions of the San Andreas Fault, respect-
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Figure 2.26.3: Map showing the 90 days of tremor prior to June 9th, 
2013.

ively.  The white triangles are sensitive borehole stations of the 
High Resolution Seismic Network (HRSN) used in the detec-
tions, and the Tremorscope stations are shown as blue triangles. 
The towns of Parkfield and Cholame are the labeled squares. 
The bottom panel shows the locations of the tremor episodes 
in depth section along the fault.  The pink horizontal line rep-
resents the Moho in the area.  To look at the most recent tremor, 
go to http://seismo.berkeley.edu/research/recent_trem-
or.html 

Perspectives
Data from the TremorScope project will improve earthquake 

tremor monitoring in the region south of Parkfield.  Insights 
from the project will also contribute to an understanding of 
tremor and slip in other regions of the world where such phe-
nomena have been observed, but are not nearly as accessible.  
Should a great San Andreas earthquake occur during this ex-
periment, the network would also provide unprecedented and 
exciting insights into the seismic rupture process.  In addition, 
the BSL received the go-ahead from the university to submit 
a “major research initiative”, or MRI, proposal to the Nation-
al Science Foundation for tracking fault processes on the deep 
San Andreas with a high-sensitivity seismic array of borehole 

stations.  This project would use the TremorScope instrumen-
tation as leverage to increase and improve seismic monitoring 
throughout the area and improve our understanding of the 
transition in fault behavior between the locked San Andreas 
Fault in the Fort Tejon/Carizo Plains segment and the creeping 
section to the northwest of Parkfield.
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Introduction
The Monterey Ocean Bottom Broadband (MOBB) seismic 

station is located 40 km offshore in the Monterey Bay, CA, at a 
water depth of ~1,000 m (Romanowicz et al., 2003; 2006).  Since 
2009, data have been available in real time via cable connection 
to the nearby MARS (Monterey Accelerated Research System) 
node (http://www.mbari.org/mars) (Romanowicz et al., 
2009).  So far, MOBB is the only offshore permanent broadband 
station in central California besides the island-based Farallon 
Islands station (FARB).  It therefore provides important com-
plementary azimuthal coverage for seismicity on the San An-
dreas Fault system. 

However, the usage of MOBB seismic data for purposes 
such as regional moment tensor (MT) determination has been 
greatly restricted due to severe noise from seafloor deformation 
forced by ocean infragravity (IG) waves.  Given the water depth 
at MOBB, the IG-induced noise on the vertical component seis-
mogram peaks in 20-200s (Dolenc et al., 2005), which overlaps 
with the band (10-100 s) for regional MT analysis. 

Fortunately, MOBB contains a Differential Pressure Gauge 
(DPG) which provides continuous water pressure recordings at 
a sufficiently high sampling rate (1 sps).  It has been noticed 
that a strong correlation exists between seafloor vertical ground 
motion and pressure in the IG band (Dolenc et al., 2005).  A 
transfer function (TF) between the two components can there-
fore be defined and utilized to remove the IG noise from vertical 
component seismogram (Webb and Crawford, 1999; Crawford 
and Webb, 2000; Crawford et al., 2006; Dolenc et al., 2007).  If 
the TF is time invariant, then it can be pre-computed and used 
in a real-time fashion for noise removal.

Method
Following Webb and Crawford (1999), the transfer function 

T(ω) can be expressed as 

𝑇𝑇(𝜔𝜔) = 𝛾𝛾(𝜔𝜔) √𝐺𝐺𝑆𝑆𝑆𝑆(𝜔𝜔)/𝐺𝐺𝑃𝑃𝑃𝑃(𝜔𝜔)
where GSS(ω) and GPP(ω) are the one-sided auto-spectral den-
sity functions for the vertical component seismic and the pres-
sure records, respectively, and γ(ω) is the coherence between 
the two components defined as (Bendat and Piersol, 1986):

𝛾𝛾(𝜔𝜔) = 𝐺𝐺𝑆𝑆𝑆𝑆(𝜔𝜔)/√𝐺𝐺𝑆𝑆𝑆𝑆(𝜔𝜔)𝐺𝐺𝑃𝑃𝑃𝑃(𝜔𝜔)
with GSP(ω) being the one-sided cross-spectral density function 
between seismic and pressure records.  Following Crawford and 
Webb (2000), we estimate GSS(ω), GPP(ω), and GSP(ω) from S(ω) 
and P(ω), the spectrum of the seismic and the pressure record:

𝐺𝐺𝑆𝑆𝑆𝑆(𝜔𝜔) = ( 2
𝑁𝑁𝑁𝑁) ∑ |𝑆𝑆𝑖𝑖(𝜔𝜔)|2𝑁𝑁

𝑖𝑖=1

𝐺𝐺𝑃𝑃𝑃𝑃(𝜔𝜔) = ( 2
𝑁𝑁𝑁𝑁) ∑ |𝑃𝑃𝑖𝑖(𝜔𝜔)|2𝑁𝑁

𝑖𝑖=1

𝐺𝐺𝑆𝑆𝑆𝑆(𝜔𝜔) = ( 2
𝑁𝑁𝑁𝑁) ∑ 𝑆𝑆𝑖𝑖

∗(𝜔𝜔)𝑃𝑃𝑖𝑖(𝜔𝜔)𝑁𝑁
𝑖𝑖=1

where i is the index of the data segment that enters the average, 
N the number of data segments, and L the length of each seg-
ment.  In this study, we calculate the G terms for each day by 
breaking 1 day’s data into 8 non-overlapping 3-hour segments 
and taking the average.  We have tried other values of N and L 
and determine that this set is optimal.

The part of energy that is coherent with the pressure record is 
then subtracted from the seismogram: 

𝑆𝑆′(𝜔𝜔) = 𝑆𝑆(𝜔𝜔) − 𝑇𝑇𝑖𝑖∗(𝜔𝜔)𝑃𝑃(𝜔𝜔)
Then an inverse Fourier transform of S’(ω) is taken to obtain 

the corrected seismogram in the time domain. 
The success of the method relies upon the high coherence be-

tween the seismogram and the DPG in the IG band.  In a related 
study (Taira et al., 2013), the authors have confirmed that the 
coherence is indeed high (γ2(ω) median > 0.995 in the period 
range of 30-200s) for MOBB.

Results 
We systematically calculate the TFs from each day from Apr 

2009–Feb 2010 and July 2011–June 2012 when data are avail-
able (the gap in between was due to a cable trawl incident).  We 
have also examined the time before 2009, however these data 
have many issues.  These 1-day TFs are then compared to exam-
ine their temporal variability (Fig. 2.27.1).  We discover that 
the TF is generally stable over time, except for an abrupt change 
from 2010 to 2011, which was due to a DPG replacement in July 
2011.  One reference TF is obtained for 2009-2010 and 2011-
2012, respectively. As a side note, despite nominally being iden-
tical, different DPGs have notably different calibrations, which 
may be a relevant concern for other OBS deployments and relat-
ed studies.  The reference TF needs to be recalibrated every time 
the instrument is replaced. 

We then utilize the reference TF for noise removal.  Fig. 
2.27.2 shows an example of an Mw 4.3 local earthquake.  The 
method proves successful. We then include the cleaned MOBB 
data for MT inversion.  As shown in Fig. 2.27.3 for several 
local earthquakes, significant improvements in variance reduc-
tion are achieved.  This noise removal method has been incor-
porated in the MT determination code of the Northern Califor-
nia Seismic System.   
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Figure 2.27.1: Amplitude (a,c) and phase (b,d) responses of the 
1-day transfer functions (TFs) in the time intervals 2009-2010 (left) 
and 2011-2012 (right).  In each plot, the individual TFs are the cluster 
of gray curves; the solid curve shows the median, and the two dashed 
curves show the higher and lower 5th percentiles of the ensemble. 
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Figure 2.27.2: MOBB waveforms for an Mw 4.3 local earthquake. 
From top to bottom: the vertical component seismogram before the 
noise removal using the reference TF for the time interval of 2009–
2010; the vertical component seismogram after the noise removal; the 
DPG record (sign flipped).  All traces are filtered in 20-100 seconds.  
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Introduction
We are continuing to explore the use of the accelerometer 

in smartphones to detect earthquakes and the potential scien-
tific applications of using such a dense network. Although the 
smartphone network does not exist at this point, we are starting 
to think about how we could use the data for scientific research 
and applications by using an analogous dataset. We are using 
the Nodal Seismic Array deployed by the NodalSeismic Com-
pany. This array has a nominal station spacing of about 120 m 
and was designed for active source exploration of petroleum re-
sources. It occupied over 5200 sites with 10 Hz vertical compo-
nent seismometers in the heavily urbanized area of Long Beach, 
CA. The dimensions of the array are 7 km by 10 km. 

Methodologies

(1) P-wave arrival time residual
We first picked the P-wave arrival time of a magnitude 2.4 

earthquake (2011-05-14 04:19:15) for each of the stations using 
the STA/LTA algorithm (Allen 1978) combined with manual 
picking. Then we extracted a 1D structure model from the 3D 
velocity model for southern California (Magistrale et al. 1996). 
We used TauP package (Crotwell et al. 1999) to predict the ar-
rival time of the P wave using the extracted velocity model. We 
then subtracted the observed travel time from the predicted 
time. Removing the linear trend produced the residual travel 
time map in Figure 2.28.1 

(2) Helmholtz Tomography 
We implemented the Eikonal/Helmholtz tomography meth-

od first proposed by Lin et al. 2009. This method uses the Eikon-
al equation (e.g. Wielandt 1993; Shearer 1999)

1
𝑐𝑐!(𝑟𝑟)!

= |𝛻𝛻𝛻𝛻 𝑟𝑟!, 𝑟𝑟 |! −   
𝛻𝛻!𝐴𝐴!(𝑟𝑟)
𝐴𝐴!(𝑟𝑟)𝜔𝜔!  

which is derived directly from the Helmholtz equation. In this 
equation, ci is the phase speed for traveltime surface i at position 
r, ω is the frequency and A is the amplitude of an elastic wave at 
position r. From this equation, we can directly relate the travel 
time of the waves with the phase velocity at each station point 
without doing an inversion. Using the above equation to get 
the phase velocity is called Helmholtz tomography. If high fre-
quencies are used, or the spatial variation of the amplitude field 
is small compared with the gradient of the travel time surface, 
then the second term on the right-hand side can be dropped.  
This forms the basis of Eikonal tomography. Lin applied this 
Eikonal tomography to ambient noise of this dense array and 
then inverted this into a 3D structure. We apply this Helmholtz 
tomography method to the same earthquake we used above, 
and get a phase velocity structure as shown in Figure 2.28.2.

Initial results and future work
From the two figures, we can see some evidence of the 

shallow structure in this area (the depth of the earthquake is 
11.9 km, and the distance from the epicenter to the edge of the 
array is about 6.5 km). Some obvious structures associated with 
the faults can be seen. With only one small earthquake, it is 
hard to tell the real structure in this area. But this shows the 
potential of using the dense network, like the smartphone net-
work, to study the earth structure. We are now developing our 
2nd generation application for the smartphones for collecting 
earthquake data, and building a prototype smartphone network 
with Deutsche Telecom (Silicon Valley Innovation Center). A 
network consisting of these smartphones may work as a supple-
ment network to the current traditional network for scientific 
research and real-time application.

P wave arrival residual
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Figure 2.28.1.  P-wave arrival time residual from the magnitude 2.4 
earthquake. Red dots show the observed arrival time later than the pre-
icted time, and the blue dots are the stations at which the observed 
p-wave arrival time is earlier than the predicted time. Black lines are 
the faults in this area.
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Figure 2.28.2.  P wave phase velocity computed from the Helmholtz 
tomography. The red areas are slow velocities and the blue areas are fast 
velocities. The black lines are the faults in this area.
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Introduction
Earthquake Early Warning (EEW) is a method of rapidly 

identifying an earthquake in progress and transmitting alerts 
to nearby population centers before damaging ground shaking 
arrives.  The first few seconds of the initial P-wave arrivals at 
one or more stations are used to detect the event, and predict 
magnitude and peak shaking.  Detections from several stations 
are combined to locate the event.  A warning of imminent shak-
ing can be used to activate automatic safety measures, such as 
slowing trains, isolating sensitive equipment, or opening eleva-
tor doors.  Warnings can also be sent directly to the public via 
cell phone, computer, television, or radio.

With support from the United States Geological Survey 
(USGS) and the Gordon and Betty Moore Foundation, the Cal-
ifornia Integrated Seismic Network (CISN) now moves into 
Phase III of the ShakeAlert project.  This move transitions the 
focus from creating an end-to-end demonstration system for 
real time EEW solely in California, to developing a prototype for 
a West Coast EEW system.  The University of Washington now 
joins the collaboration with the Berkeley Seismological Labo-
ratory (BSL), the California Institute of Technology (Caltech), 
and the Swiss Institute of Technology Zürich (ETH).  Phase III 
of the ShakeAlert development will provide a blueprint for fu-
ture public alerts.

Project Status
The ShakeAlert system combines the best aspects of the three 

methods from the proof-of-concept project.  Caltech’s OnSite 
algorithm uses P-wave data from the single station nearest the 
epicenter to provide extremely rapid estimates of likely ground 
shaking.  The BSL’s ElarmS algorithm and ETH’s Virtual Seis-
mologist use data from several stations around an event epi-
center to produce a slightly slower, but more reliable estimate of 
magnitude and location.  Often, ElarmS is the first to send out 
an alert due to constant improvements to the algorithm made 
possible in part by Ivan Henson’s system performance tools.  
Combining the three methods produces an algorithm, which 
has the speed of a single-station method, but is augmented by 
the confirmation and updated adjustments as additional station 
data become available. 

When an identified event exceeds a defined combination of 
magnitude, ground shaking intensity, and statistical likelihood, 
information is broadcast to system users.  Currently, during the 
demonstration and prototype phases, only project participants 
and a small cadre of beta users receive event information.  Re-
cipients include the state’s emergency operations center at the 
California Office of Emergency Services (CalOES), Bay Area 
Rapid Transit (BART), Google, and the San Francisco Depart-
ment of Emergency Management (SFDEM).  A schematic dia-
gram of the end-to-end system can be found at: http://www.
cisn.org/eew/EEWProject.html.

ElarmS Development
The newest version of ElarmS (ElarmS2) began publishing 

alerts in March 2012 for the entire state of California.  The im-
proved algorithm in the new production-grade version of the 
code maximizes the performance, given the current seismic 
network configuration, and hardware and software capabilities, 
improving both the speed of the early warning processing and 
the accuracy of the result.  ElarmS2 successfully detected 26 of 
the 29 earthquakes (M>3.5) across California and only issued 
two false alarms in a five-month period.  Since April 2012 (for 
the BK network), and August 2012 (for the CI network), the 
stations are now equipped to send data in one-second packets 
to the waveform processing centers and be processed directly, 
shaving up to 6 seconds off of alert times.  Event filters were also 
added to minimize the publication of false events.  With all of 
these enhancements integrated, an alert can now be issued by 
ElarmS2 within 12.37 ± 5.21 sec of the origin time (see Figure 
2.29.1).  The tail in the alert time histogram is mainly caused 
by events offshore of Cape Mendocino and events located in 
poorly instrumented areas such as the northern and northeast-
ern regions of California. 

G-larmS Development
This year, the BSL has ramped up development of real-time 

GPS-based approaches to EEW through the use of displacement 
time series for rapid source parameter estimation. The G-larmS 
module uses data from GPS stations throughout Northern 
California to provide estimates of earthquake size and rupture 
length within seconds following a large (M>7) event.  G-larmS is 
complementary to seismic EEW methods, providing precision 
for higher magnitude estimates where seismic methods tend to 
saturate and in turn relies on seismic data to provide event trig-
gering. Preliminary testing of the offset determination module 
using simulated real-time GPS data from the 2010 MW7.2 El 
Mayor-Cucapah earthquake found that the offset estimate sta-
bilized quickly, even in the presence of earthquake shaking, and 
that the method provides results within 1-2 cm of the expected 
values. Work continues on the G-larmS module that will invert 
for fault slip and update magnitude estimates; it should be ready 
for operation by the end of this year.

Perspectives
This year we are continuing Phase III of the EEW project in 

collaboration with our partners at Caltech and the University 
of Washington, with funding from the USGS and the Moore 
Foundation.  We look forward to continuing to maintain, oper-
ate, and improve the system as it transitions from a demonstra-
tion product to a working prototype.  Phase III will highlight 
the increased importance of the EEW users and their interac-
tions with the system.
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Figure 2.29.1: Latencies reflecting the difference in time between the 
first alert publication and the origin time of the earthquake in the Ad-
vanced National Seismic System (ANSS) catalog tallied for earthquakes 
detected by ElarmS2 from October 2, 2012 to February 15, 2013.  The 
histogram is color coded by the epicenter’s regional location: Bay Area 
(blue), LA Area (cyan), Offshore (yellow), and all others (red). 
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Introduction
One of the challenges with Earthquake Early Warning Sys-

tems (EEWS) is minimizing the “blind zone”—the region 
around an earthquake epicenter where no warning is possible 
because the strong shaking has already occurred by the time the 
alert is generated.  There are factors that influence the radius of 
the blind zone area that are simply out of our control.  For exam-
ple, we cannot dictate exactly where and when earthquakes oc-
cur and how far individuals are from the earthquake epicenter.  
However, there are many things we can do to reduce the size of 
the blind zone.  For example, improvements can be made to in-
crease the warning time by some seconds by: a) using the most 
advanced telecommunication technologies that can potentially 
decrease the current telemetry delay; b) decreasing data pack-
et size to less than 0.5 seconds; c) improving event detection 
and alert filtering algorithms; and d) well developed seismic 
networks with improved station density deployed across seis-
mogenic zones.  The degree to which these improvements can 
be made depends on how close the seismic stations are to the 
earthquake epicenter, as well as the distance between the warn-
ing site and the earthquake epicenter, the depth of earthquake, 
the density of the seismic network, the telemetry delay, and the 
time needed for decision making in regards to the type of warn-
ing that should be issued.  For any practical use, the blind zones 
will be larger depending on the time required for a specific ac-
tion.

We estimate how the average blind zone radius changes with 
varying interstation distances by examining inter-station dis-
tances from 1 km to 100 km (Figure 2.30.1).  In our calcula-
tions, we first model typical California earthquakes, which, on 
average, have a relatively shallow depth of 8 km.  We find that 
by increasing the station density 10 times (interstation distances 
from 100 to 31 km), the radius of the blind zone decreases by 
57% from 73 km to 32 km.  Increasing mesh density an addi-
tional 10 times (interstation distances from 31 to 10 km), the 
blind zone radius drops by another 37% from 32 km to 20 km. 
Increasing the station density by another factor of 10 (intersta-
tion distances from 10 to 3 km) reduces the radius by only 15% 
from 20 km to 17 km.  We can also compute these estimates for 
the spatial extent of the blind zone area.  A decrease of 57%, 
37%, and 15% in blind zone radius corresponds to an 80%, 60% 
and 28% drop respectively in total blind zone area 

We explored the distribution of interstation distances with-
in the California Integrated Seismic Network (CISN).  At each 
of the California stations we assign an average interstation dis-
tance value, which is computed from the average distance to the 
three closest stations.  From these values we create a contour 
map of interstation distances using a linear interpolation be-
tween stations (Figure 2.30.2a).  

We find that ~50% of California have an average interstation 
distance of 50 km or more (Figure 2.30.2a, primarily yellow  

Figure 2.30.1: Relationship between network density (or, equivalent-
ly interstation distance) and blind zone radius (or, equivalently area) 
computed for earthquakes of different depths. The smaller 8 km depth 
(solid line) is consistent with the average depth of earthquakes in Cali-
fornia and the larger 50 km depth (dashed line) is consistent with what 
might be expected beneath the on-shore regions of the Pacific North-
west of the US from a subduction zone earthquake. 

regions), whereas highly populated areas, such as the San Fran-
cisco Bay and the Los Angles regions have less than 30 km spac-
ing (Figure 2.30.2a, green colors). 

An EEWS should be devised to be the most robust at issu-
ing alerts in regions identified as having high shaking potential 
from earthquakes, in combination with a large population base 
from the standpoint of probabilistic seismic hazard.  For Cali-
fornia, we assess which regions have both a high shaking poten-
tial (Figure 2.30.2b) and a large population density (Figure 
2.30.2c).  The seismic networks have been designed to have 
higher station densities in the regions of higher population.   
Qualitatively, regions that have both large populations as well 
as a high likelihood of experiencing strong shaking include: the 
extended Los Angeles and San Francisco Bay regions, and the 
southern part of the San Andreas Fault.  

For the southern part of the Central San Andreas Fault (SAF), 
between San Jose and Los Angeles, we find there are an inade-
quate number of stations.  In this critical part of California, the 
interstation distance varies from 30 to 50 km

Based on quantitative estimates of the current CISN/EEWS 
infrastructure, we conclude that the blind zone radius through-
out California is very heterogeneous.  The minimum blind zone 
radius is ~16 km for typical California earthquakes with 8 km 
depth when a system requires at least four station detections 
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and there is a four second processing/communications delay.  
Therefore, based on current constraints, there will be no time to 
issue a warning for any location within 16 km of a large earth-
quake. This limit of 16 km could be decreased if we address 
technical and algorithmic issues such as reducing the telemetry 
delay, decision-making time, etc. 

The blind zone radius increases with larger interstation dis-
tance.  Throughout most of the greater San Francisco Bay area 
and the Los Angeles area, blind zone radius is less than 30 km. 
These regions would likely get warnings for earthquakes that 
occur at distances greater than 20 km.  In other regions of Cal-
ifornia, particularly in Northern California where the station 
spacing is much sparser (e.g., interstation distances of > 70 km), 
the blind zone radius is much larger.  Our results show that suc-
cessful warnings could only be issued for earthquakes at dis-
tances of 50 km from the earthquake location. 

Three key factors which affect the optimization of intersta-
tion distance and station distribution are: I) budget, II) pop-
ulation/property distribution, and III) probability of expected 
earthquakes (past seismicity/known faults).  In our budget-lim-
ited reality, however, optimum performance is also not achieved 
by even station distribution.  Stations should be (1) densest 
(~10 km) in the urban areas that are above hazardous faults, 
(2) fairly dense (~20 km) along hazardous faults away from ur-
ban centers, and (3) least dense in other regions.  Based on the 
current distribution of stations and hazards in California, the 
areas between San Jose and northern LA, and between Eureka 
and the San Francisco Bay Area need immediate attention if we 
would like to enhance EEWS in California.
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Introduction
The California Integrated Seismic Network (CISN), fund-

ed by the USGS, is developing an Earthquake Early Warning 
(EEW) system for California.  Within this “California Shake-
Alert” project, three algorithms are being tested, one of which is 
the network based Earthquake Alarm Systems (ElarmS) EEW.    
Over the last 3 years, the ElarmS algorithms have undergone a 
large-scale reassessment and have been re-coded to solve tech-
nical and methodological challenges.  The improved algorithms 
in the new production-grade version of the code (E2) maximize 
the current seismic network’s configuration, hardware, and soft-
ware performance capabilities improving both the speed of the 
early warning processing and the accuracy of the result. E2 is 
designed as a modular code and consists of a new event moni-
tor module with an improved associator that allows more rapid 
association with fewer triggers, while also adding several new 
alert filter checks that help minimize false alarms. 

Performance of E2
The performance statistics we present here are for the on-

line real-time E2 system, versions E2.3.1 and E2.3.2, which 
have been running in real-time since October 2, 2012 (Figure 
2.31.1.).   The changes made in E2.3.2 only affect the perfor-
mance speed, so we are maximizing the time window and num-
ber of events by considering performance for both versions.  We 
find that E2 detected 26 of the 29 Advanced National Seismic 
System (ANSS) earthquakes which had MANSS ≥ 3.5.  We also 
investigate the performance in the most populated and the most 
instrumented regions of the state, the San Francisco Bay Area 
and the Los Angeles region and find that in these regions, all 
events were detected and there was only one false event.  E2 also 
successfully detected most earthquakes just outside the CISN 
networks, including offshore of Cape Mendocino in Northern 
California and south of the California/Mexico border.  Howev-
er, the estimates for earthquakes that are at the edge or outside 
of our network have larger errors than is typical of detections 
within the network footprint. 

E2 issued five false alert messages, none of which were in the 
highly populated San Francisco Bay Area or Los Angeles region. 
Instead, these false alerts were caused by events outside of Cali-
fornia.  One event was the Mw 6.3 earthquake off the west coast 
of Baja, California on December 14, 2012.  This was more than 
300 km from the network, yet triggered many Southern Cali-
fornia stations. These triggers were associated into four simul-
taneous separate/split events because the offshore event had a 
poor initial estimate of location (false events 1a, b, c, d in Figure 
2.31.1).  The other false event was from a Mw 5.1 earthquake 
72 km west of Tonopah, Nevada on December 13, 2012.  The 
closest station to this Nevada event was 80 km away, resulting in 
a significant initial mislocation.  The E2 system did adequately
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Figure 2.31.1: All detected California events (29), false events 
(squares, 2), and missed events (circles, 3) with MANSS≥3.5 that oc-
curred between October 2, 2012 and February 15, 2013.  ANSS epicen-
ters (filled stars) and the corresponding E2 epicenters (open stars) are 
connected with a line.

locate this earthquake in later iterations; however, later station 
triggers also
generated another event (false alert 2 in Figure 2.31.1).   

The differences between ANSS and E2 source parameters are 
calculated for MANSS ≥ 3.5 and MANSS ≥ 3.0 events.  We compute 
errors in earthquake magnitude, origin time and location by 
subtracting the E2 results from ANSS results (Figure 2.31.2).  
For MANSS ≥ 3.0 events we find the median magnitude error is 
-0.05 ± 0.39, where the negative -0.05 value indicates that on 
average E2 slightly overestimates the magnitude by 0.05 mag-
nitude units.  For only the larger events (MANSS ≥ 3.5) the error 
is 0.09 ± 0.46. 

Errors in origin time and location are both strongly influ-
enced by the location algorithm.  The origin time errors are not 
normally distributed, instead the mean and standard deviations 
of the origin time errors are -0.29 ± 1.16 for M>3 and -0.10 ± 
1.59 for M>3.5.  The median error in the epicentral location 
(i.e., distance between true and estimated epicenters) of E2 is 
3.78 km.  The median location error decreases to 2.01 km for 
larger events (M>3.5). 

On Nov/Dec 2012, we made some small changes to the wave-
form processor that makes E2 a little faster:

-No longer process the data aligned on second boundaries. 
Simply process packets as soon as they arrive. 

31	 Designing a Network-Based Earthquake Early Warning System for 
California: ElarmS–2
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Figure 2.31.2: Histograms of magnitude, time and location errors for 
E2.  The lighter histograms are errors for all events with MANSS≥3.0 and 
darker histograms are for events with MANSS≥3.5.

-No longer wait for a half second before sending a trigger 
(this was to compute τp

max). Now send triggers immediately. 
-Reduce trigger buffer from 0.5 to 0.05.

These changes probably decreased trigger latencies by 1.0 to 1.5 
seconds on average.

In June 2013, the speed of the E2 location algorithm was im-
proved by using four processing threads to do the grid search, 
instead of one.  This makes E2 about three times faster for of-
fline processing.  The online performance from October 2, 2012 
to February 15, 2013 shows, on average, E2 currently issues an 
alert 8.68 ± 3.73 s after the first P-wave detection for all events 
across California.  This processing latency, is calculated by the 
alert time minus the time of the first P-wave arrival at the closest 
stations (Figure 2.31.3).  Currently, E2 processing latency is 
the smallest in the Los Angeles Area with a median of 6.72±3.96
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Figure 2.31.3: E2 processing latency, which is alert time minus the 
time of the first P-wave arrival at a seismic station.  This shows the total 
time the network and E2 require to issue an alert for an event. The me-
dian is 8.68 ±3.73 seconds. Alerts are faster for the San Francisco Bay 
(blue) and Los Angeles area (cyan).

seconds, which is almost two seconds faster than the latency in 
the San Francisco Bay Area.  This is due to the additional delays 
from NC stations, which make up a large fraction of the stations 
in Northern California.
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Introduction

In an effort to improve earthquake parameter estimation in 
Earthquake Early Warning (EEW) for large earthquakes (such 
as moment magnitude and finite fault geometry), the BSL is 
working to integrate information from real-time GPS, and now 
generates and archives real-time position estimates using data 
from 62 GPS stations in the greater San Francisco Bay Area. 
This includes 26 stations that are operated by the BSL as part 
of the Bay Area Regional Deformation (BARD) network, 8 that 
are operated by the USGS, and 29 stations operated by the Plate 
Boundary Observatory (PBO). 

Data from these sites are processed in a fully triangulated 
network scheme in which neighboring station pairs are pro-
cessed with the software TrackRT (Herring et al., 2010).  Posi-
tioning time series are produced operationally for 172 station 
pairs (Figure 2.32.1); additional station pairs will be added as 
more real-time stations become available. 

50 km

BARD
PBO
PBO RT
PBO (USGS received)
USGS
CORS

Figure 2.32.1: Map of the greater San Francisco Bay Area with high-
rate GPS stations.  Lines connecting the stations indicate station pairs 
(172) we use in the processing.  White circles are non real-time PBO 
stations.

G-larmS, the geodetic alarm system, sits on top of real-time 
GPS processors such as TrackRT and analyzes real-time po-
sitioning time series, determines and broadcasts static offsets 
from these, and will ultimately derive fault and magnitude in-
formation (not fully implemented).  This prototype Python im-

plementation is tightly integrated into seismic alarm systems as 
it uses their P-wave detection alarms to trigger its processing.

Architecture and Data Processing
The G-larmS architecture and process flow are depicted in 

Figure 2.32.2.  Most notably, G-larmS consists of two inde-
pendent modules for offset estimation and earthquake param-
eter estimation.  Within these, the actual methods to get the 
respective values are easily exchangeable and could be easily 
exported to other agencies in other geographic regions. 

A list of 172 station pairs (baselines) forms the basis of the 
Bay Area network.  Each of these baselines is processed by an 
individual TrackRT process to generate position time series.  For 
event response and quality assessment, we consider the most re-
cent 10 minutes of data.  Multipath and other noise treatment 
will be implemented in the future.  We categorize time series as 
‘good’ or ‘bad’ based on a few metrics such as standard devia-
tion over the 10 minute time window.  These quality parameters 
are passed along with the derived offsets. 

The GPS system listens to CISN ShakeAlert (Hellweg et. al., 
2013) to get earthquake alarms.  Once the seismic system is trig-
gered, we estimate and publish the offset evolution for a subset 
of baselines (see below).  In parallel, the parameter estimator 
prepares to ingest these offsets to invert them for rupture length 
and magnitude. 

Offset Estimation
Offset estimation is triggered by the seismic system, which 

broadcasts messages containing location, and preliminary mag-
nitude information.  The magnitude estimate is used to deter-
mine a cut-off radius around the alerted epicenter.  This defines 
an area for which we expect static offsets.  We limit our analysis 
to the stations in this region to manage computing resources.

To estimate co-seismic offsets from the east, north, and ver-
tical component of each baseline time series, we implement the 
following algorithm:  

1.	 Determine pre-event position by averaging time series 
over 10 minute time window.

2.	 Estimate S-wave arrival (shaking and static offset arrive).

3.	 Average each new datum after predicted S-wave arrival to 
determine post-event position.

4.	 Update static offset by subtracting average pre-event posi-
tion from average post-event position.

32	 G-larmS—Integrating Real-Time GPS into Earthquake Early Warning  
I: Implementation
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Outlook
The plan for the near future includes the finalization of the 

earthquake parameter estimation module (similar to Colombelli 
et al., 2013) and the implementation of a mechanism to broad-
cast the results.  Once this is in place, G-larmS will be run in 
test-mode for careful performance evaluation.  

In the mid to long term we intend to include sidereal filtering 
and other methods to eliminate noise in the time series, which 
will improve the detection limits and likely enable autonomous 
transient detection.  The latter would turn G-larmS into a valu-
able asset in volcanic environments. 
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Introduction

Testing the results of real-time GPS for Earthquake Early 
Warning (EEW) under realistic conditions, and for scenarios 
that are relevant to the San Francisco Bay Area’s tectonic envi-
ronment, is a major step toward having our work accepted for 
integration with an operational EEW system.  While North-
ern California has many small earthquakes (i.e., Mw<4) that 
are used to validate the seismic system, it is only for very large 
earthquakes (Mw >6.5) that real-time GPS is expected to provide 
a significant contribution.  This is because for larger events, seis-
mic systems need additional information to correctly estimate 
magnitude and finite fault extent, and because real-time GPS 
suffers from a lower signal-to-noise ratio than post-processed 
data. 

Here, we follow two strategies to test G-larmS (see Research 
section 2.32): (1) add simulated static offsets to real-time 
time series, and (2) replay archived data that contain static and 
dynamic motion due to a real event.  We test the prototype sys-
tem for the Bay Area using synthetic data for a Mw 6.9 Hayward 
Fault Scenario and with data for the 2010 Mw 7.2 El Mayor-Cu-
capah earthquake.  Because the earthquake parameter module 
is in development, tests are limited to offset estimation.

To facilitate testing of the full software stack, we include 3 op-
tions in G-larmS: (1) a replay of archived data, (2) adding sim-
ulated offsets to replayed or real-time data, and (3) simulate the 
receipt of CISN ShakeAlert messages, i.e. an earthquake alarm. 

Mw 6.9 Hayward Fault Scenario
Due to the accumulated slip deficit since the last large earth-

quakes along the Hayward-Rodgers Creek fault zone, its earth-
quake probability is the highest of any fault in the San Francisco 
Bay Area (e.g., Bürgmann et al., 2000).  We use this region to 
test G-larmS’ ability to recover static offsets from time series 
because this is where our network is the densest.

We use Okada’s (1985) equations to simulate static offsets 
(Figure 2.33.1) due to 1 m of slip along the entire Hayward 
Fault (Mw 6.9) and convert the absolute offsets into offsets along 
baselines (see Figure 2.32.1).  Using G-larmS’ replay mode, 
these relative offsets are added to archived real-time position-
ing time series after the simulator in G-larmS generates a CISN 
ShakeAlert alarm.  This contains time and location information 
for the theoretical earthquake.  G-larmS estimates the expect-
ed S-wave arrival time for each baseline at which the simulated 
offsets are added to the respective time series.  The offset es-
timation algorithm is triggered in the same way as for a real 
event.  We repeat this offset recovery experiment 224 times and 
recover offsets close to the simulated values within the variation 
of real-time noise (±1-2 cm, Figure 2.33.2), which gives us 
confidence that the algorithms work as expected.
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Figure 2.33.1: Simulated co-seismic offsets due to a Hayward Fault 
scenario of 1 m of slip along the entire fault (the black line is the fault 
model).  The displacements are given with respect to station CMBB 
(red circle).  The blue line marks baseline DIAB-BRIB for which we 
show the offset evolution below.
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Figure 2.33.2: Time series of offset recovery (blue lines) after adding 
simulated offsets to archived real-time time series along baseline DI-
AB-BRIB (see Figure 2.33.1).  Time series are with respect to expect-
ed S-wave arrival time, though the simulated offsets do not contain any 
dynamic deformation.  The red lines show the simulated offset.  224 
offset time series based on randomly selected data between Nov 2012 
and Apr 2013.  The spread of the results is within data variance; no 
‘bad’ time series have been removed for this experiment.
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2010 Mw 7.2 El Mayor-Cucapah
The Mw 7.2 El Mayor-Cucapah earthquake (e.g., Hauksson et 

al., 2011) occurred on April 04, 2010 at 22:40:47 UTC (USGS) 
south of the US border in Mexico.  This event was well sampled 
by a dense network of high-rate GPS sites (Figure 2.33.3).  We 
process these data (obtained from SOPAC), which contain static 
offsets and dynamic motion due to surface waves, with Track-
RTr (Herring et al., 2010) and predicted IGS orbits to simulate 
a real time situation.  The resulting time series are analyzed in 
G-larmS’ replay mode.  We generate a CISN ShakeAlert mes-
sage with the final USGS parameters for origin time, location 
and magnitude for the event.  This triggers the offset estimation 
for the network as detailed above. 

Figure 2.33.4 shows the evolution of co-seismic offset 
estimates along the two blue baselines in Figure 2.33.3 and 
provides a comparison to the final co-seismic offset estimates 
from SOPAC (red line).  While the dynamic motion impacts 
these sites to some degree, the results converge quickly to the 
co-seismic offsets.
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Figure 2.33.3: Subset of baselines used for the El Mayor-Cucapah 
earthquake.  Arrows show absolute offsets, the star marks the epicen-
ter.  White circles mark G-larmS’ threshold radius for Mw 6.0 and 7.2.  
The blue lines mark baselines P493-P494, and P494-P497 for which we 
show offsets in Figure 2.33.4.

Conclusions and Outlook
The tests suggest that G-larmS’ offset estimation is imple-

mented correctly and the strategy recovers quickly from dy-
namic motion due to S-waves.  The impact of these results on 
magnitude estimation will have to be tested in the future.  Oth-
er future work will include the use of more realistic static off-
set estimations for the Hayward fault (provided courtesy Brad 
Aagaard, USGS) and investigate the timing of GPS contribu-
tions to earthquake early warning in the Bay Area.
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Figure 2.33.4: Offset time series (blue) estimated from displace-
ments (black) shown with respect to event origin time for baselines 
P493-P494 and P494-P497 (Figure 2.33.3).  Red lines are the final 
co-seismic offset derived from GPS solutions provided by SOPAC.  
Our results quickly converge to the final solutions even through the 
dynamic motion.
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Introduction
Earthquake early warning (EEW) systems are essential in 

mitigating seismic hazard by issuing warnings prior to the ar-
rival of strong ground shaking during an earthquake.  Many of 
the currently operating EEW systems work on the basis of mag-
nitude-amplitude/frequency scaling for a point source, which 
is invalid for magnitude estimation of M >7.5 earthquakes.  
This issue is particularly highlighted in EEW performance of 
the M9.0 Tohoku-Oki earthquake (Hoshiba et al, 2011).  Failing 
to take into account the finite rupture propagation, the magni-
tude estimated by the Japanese EEW system saturated at M8.1.  
The Japanese Meteorological Agency (JMA) issued warnings of 
strong seismic intensity only for the Tohoku region.  Howev-
er, the Kanto region experienced much larger ground motions 
than that predicted by JMA.  The example of the Tohoku-Oki 
earthquake demonstrates the need for characterizing the finite 
fault dimension in real time for EEW systems of large earth-
quakes to be successful.

Among the ongoing efforts to determine the finite fault ex-
tent in real time, GPS approaches provide more reliable static 
displacements and thus, magnitude, than do seismic methods 
(Colombelli et al, 2013).  The FinDer approach is also proposed 
to determine linear fault geometry based on the amplitude dif-
ference in near/far field seismic waveform, provided dense sta-
tion coverage.  

Alternatively, we explore the concept of imaging the rup-
ture process of large earthquakes in real time using clusters of 
dense seismic arrays located near an active fault.  Back tracing 
the waveforms of earthquakes recorded by such arrays allows 
the estimation of the rupture directivity, size, duration, speed, 
and segmentation, which enables the EEW of M>6 earthquakes. 
The principle is analogous to the location and tracking of mov-
ing sources by antennas in a variety of military and civilian 
applications.  Figure 2.34.1 illustrates the concept of seismic 
array processing for EEW.  Strong, high-frequency (HF) seis-
mic waves usually radiate from the rupture front.  Tracking the 
source of the HF seismic waves during large earthquakes recov-
ers the movement of the rupture front.  The trajectory of the 
rupture front marks the fault extent involved in the earthquake.

Method
The direction of the incoming HF waves can be determined 

by analyzing the phase of coherent seismic signals across an ar-
ray with various array-processing techniques.  For small-scale 
arrays, the impinging wave front can be approximated as a plane 
wave.  The back azimuth of the plane wave is then projected 
onto an assumed fault plane to resolve the location of the rup-
ture front.  Here, we adopt the correlation stacking technique 
to perform the array analysis.  The correlation stacking beam-
formes the normalized cross-correlation coefficients instead of 
the waveforms to improve robustness against scattering and 
multi-pathing in the shallow crustal  environment (Fletcher et 

 
Figure 2.34.1: 3D schematic of imaging seismic rupture with a small 
scale array.  The color contours mark the rupture front with high slip 
velocity.  The red and yellow “bang” symbols represent surface projec-
tions of the rupture front.  The green triangles are the stations.  The 
pink curve is the ray path of the incoming seismic waves.  The dashed 
lines mark the spatial extent of the rupture. 

al., 2006).  The stacked correlation ccij can be calculated by :
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the length of the travel path and its accurate timing, enabling
the use of relative differences in arrival time across the array
to determine the azimuth of approach and apparent velocity
of incident seismic waves.

The locations in Table 1, (referred to here in as “new
locations”) determined using a GPS unit during removal of
the array, supersede the locations given in table 1 of Fletcher
et al. (1992) (referred to here in as “old locations”). The new
locations differ from the old ones because of random mea-
surement errors, a 0.13� error of assumed north in the old
locations, and an error of a difference in mean elevation.
Mean horizontal offsets between old and new locations, after
removing the rotational offsets, are about 2.5 m. Mean ver-
tical offsets are about 2.0 m, after removing a constant ele-
vation difference. All calculations performed in this article
used the old locations. Over the 700-m aperture of the array,
the 2.5-m horizontal errors are negligible; we believe that
the vertical errors are also negligible, as explained subse-
quently.

Data and Method

Accelerograms from the 28 September 2004 earthquake
(Fig. 2) for the fault-parallel component show coherence
around the main direct arrivals but are not similar otherwise.
Wang et al. (2006) discuss the spatial variation of motion in
the UPSAR data extensively. Although both north- and east-
component accelerations were recorded, the fault-parallel
component showed the highest correlation between stations.
The P wave arrives at 28 sec (time is in sec after 1715 co-
ordinated universal time [UTC] on 28 September 2004) fol-
lowed about 2 sec later by the hypocentral S wave. While
the P wave is small and emergent on the horizontal com-
ponents, the S wave is more prominent. The largest phase
arrives 4 sec after the hypocentral S wave. This phase has a
maximum amplitude of about 0.3g. Although timing is pre-
cise across the array, arrivals may suffer site-specific delays
caused by differing S-wave velocities across the array and
by station elevation errors. Consequently, a station-specific
time correction was developed as follows. Five aftershocks
that were spaced over the length of the rupture zone were
used. For each aftershock the relative time delays were mea-
sured by cross correlating the S wave at P01 with the S wave
at all other stations. A plane wave was fit to these arrival
times using least squares. A set of residuals was obtained
for each event by comparing the expected arrival times for
the best-fitting plane wave to the actual arrival times. The
expected arrival times of the plane wave included delays or
advances caused by variations in station elevation, using a
best-fitting surficial S-wave speed of 326 m/sec. The direc-
tion of the plane wave was not constrained, allowing for
possible lateral refraction of the aftershock S waves. A set
of site delays was obtained by averaging the residuals for all
five events. These site delays include the effects of site-to-
site variation in S velocity and the effects of station elevation
errors. For this reason, the effects of elevation errors in the

old station locations were nullified by use of the site delays.
Use of these site corrections in the correlation analysis in-
creased the values of correlation for the central peaks cor-
responding to the dominant seismic phases.

We use a moving-window, cross-correlation method to
determine the azimuth and apparent velocity (capp � c/sin
h, where c � 326 m/sec is the surface shear-wave velocity
and h is the angle of incidence) of the seismic arrivals start-
ing at the hypocentral S wave. This technique transforms
acceleration time series from multiple stations into average
correlation versus vector slowness (s � l̂/c, where l̂ is a unit
direction vector and c is shear-wave velocity) in successive
0.5-sec time windows each advanced by 0.25 sec from the
start of the previous window. The window length is based
on the approximate duration of the major arrivals in accel-
eration and the offset by our desire to have closely spaced
values in time. Average correlation versus slowness is cal-
culated using the method of Frankel et al. (1991), which
correlates time series from a pair of stations, one time series
lagged according to a given slowness and interstation sep-
aration. A final correlation diagram is obtained by averaging
the values of correlation for all pairs of stations. Correlation
is determined over a grid of slowness values, typically from
�0.7 to 0.7, in 0.01 sec/km increments. The time lag for a
pair of stations is given by:

t � s • r � dt � dt ,ij ij i j

where rij is the vector pointing from station j to i, dti is the
site delay determined for station i, s � (sE, sN, sZ) is slow-
ness, sE and sN are the slowness component in the east and
north directions, respectively, and ,2 2 2s � 1/c � s � s�Z E N

where c is the surface shear velocity obtained during the
determination of site delays.

Correlation is then calculated by averaging

1/2
x (t)x (t � s )� i j ij

tcc � (1)ij 2 2� �x x� i � j
t t

over all pairs of stations i and j, where the sum over t means
the sum is over all samples that fall within a specific time
window. No tapers were applied to the time windows. x is
the ground acceleration time series at a particular station.
The azimuth and apparent velocity (capp) corresponding to a
given slowness vector are

sE�1az � tan , (2)� �sN

and

1c � . (3)app 1/22 2(s � s )E N

where i, j are station indices, xi is the seismic signal recorded at 
the ith station, t is the time, τij is the timing delay of a testing 
wave direction between the station i and j.   

The 2004 Parkfield Earthquake
We implemented the proposed methodology to the 2004 M6 

Parkfield earthquake in a simulated real-time environment.  The 
earthquake is one of the few big events (M >6) that are recorded 
by a local small-scale seismic array (UPSAR array).  Fletcher et 
al, 2006 shows that the rupture kinematics can be retrieved by 
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the UPSAR array.  The earthquake is dominated by a unilater-
al rupture along the San Andreas Fault towards the northwest. 
The rupture is composed of three subevents that radiated strong 
high frequency signals.  The first subevent is close to the hypo-
center. 

The two later subevents are closely spaced in the along-strike 
location near the end of the rupture.  The interpretation is that 
these two subevents might occur at different depths consistent 
with the bimodal distribution of the aftershocks.  In addition, 
we find that the dipping layer beneath the array causes the bias 
of the back azimuth and thus rupture length.  After corrections, 
the estimated rupture length of 9 km is consistent with the dis-
tance between the two main subevents identified by back-pro-
jection using all local stations. 

Conclusion
We explored the possibility of using seismic array processing 

in real time and developed an efficient methodology for rap-
id characterization of the earthquake rupture directivity and of 
the rupture area extent, using a correlation-stacking method.  
The strategy we propose can potentially prompt more reliable 
earthquake early warnings for large earthquakes.  In terms of 
the future work, the optimal design of the array geometry and 
position, and real-time implementation strategy need to be fur-
ther investigated.
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Figure 2.34.2:  Array analysis of the 2004 M6 Parkfield earthquake.  Left: mapview of the Parkfield area.  The yellow arrows mark the approxi-
mated region of the rupture. The yellow and red stars are the epicenters of the 1966 and 2004 event, respectively.  The blue triangle is the location of 
the UPSAR array with the distribution of the stations in the inset map.  Right: stacked correlation coefficient as a function of along-strike position 
with respect to the hypocenter and time after P wave arrival is shown in color. T he white dots are the peak location in each time frame sized by the 
correlation coefficient.  The black dashed lines mark the beginning and end of the HF energy source which gives a rupture size estimate of 9 km.


