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Highlights
It is a great pleasure to present this year’s Berkeley Seismo-

logical Laboratory (BSL) Annual Report—my third report as 
Director.  Each year it is exhilarating to be reminded of the wide 
range of BSL activities, as captured in these pages.  This year we 
are also delighted to be ranked number 1 in Geophysics and 
Seismology for the first time by US News and World Reports. 
This is a ranking based on surveys sent to academics in the field. 
I see this as an acknowledgement of the dynamic and wide-rang-
ing research program fostered by BSL faculty, researchers and 
students.  The BSL is also unique for our cutting-edge geophys-
ical observing facility that includes broadband and strong-mo-
tion seismometers, high-rate real-time GPS, and borehole in-
strumentation along active faults. Spanning both the research 
and network-facility realms, BSL provides an environment in 
which the extramural research program is strengthened and 
broadened by the facility, and the facility continues to push the 
boundaries of terrestrial observations in response to research 
needs.  In addition, the BSL continues to reach out and connect 
with the consumers of our data and our science.  These include 
researchers around the world, students, the public, and private 
or public sector institutions with a need and desire for an im-
proved understanding of solid Earth processes.  

In my report this year I highlight three of BSL’s ongoing ac-
tivities. The first is the wide reach of the BSL datasets as I review 
who is downloading data from our data center.  Secondly, I want 
to highlight the progress that we have made toward building a 
public earthquake warning system for the United States.  I will 
then provide a quick overview of the range of two-page research 
contributions in this year’s report.  Personnel news, a review of 
our facilities, and acknowledgements follow.  

Firstly, the reach of BSL data resources.  The BSL geophysical 
networks—which I highlighted in my report last year—include 
our broadband and strong motion seismic network (the Berke-
ley Digital Seismic Network, BDSN), the real-time GPS network 
(the Bay Area Regional Deformation Network, BARD), and our 
borehole seismic networks along active faults focused in the 
Parkfield area of central California and the Bay Area.  When 
possible and appropriate, these different instrument types are 
co-located.  In sum, our geophysical instrumentation occupies 
about 70 locations across Northern California (See Figure 1.1).  
Data from all these sites stream into our real-time processing 
center here at UC Berkeley and are used to provide rapid earth-
quake information.  In addition, all the data are archived at the 
Northern California Earthquake Data Center (http://ncedc.
org/) here at UC Berkeley, and delivered openly and immediate-
ly to the scientific community around the world.  The study of 
solid Earth deformation requires long-term data collection for 
periods of decades, while also providing high sample rates—up 
to hundreds of samples per second—in order to capture the de-

tails of sudden, rapid events such as earthquakes.  The NCEDC 
provides this service for the research community.  

With the BSL networks we strive for extremely high-qual-
ity datasets.  This means that the instruments are installed in 
high-quality, low-noise vaults.  Extensive quality control is ap-
plied to our data to identify any deterioration of the instrumen-
tation and remedy it immediately.  The BDSN network boasts 
99.23% data completeness for the 2013–2014 fiscal year. Also, 
67% of the stations have a single data segment for the year, 
meaning that not a single data sample was lost.  This level of 
completeness is unrivaled by any other seismic network and al-
lows researchers to study very long-term deformation processes 
that have very small detectable signals.

In addition to archiving data from the BSL networks, the 
NCEDC archives data from all the major geophysical networks 
in Northern California, including networks operated by the 
US Geological Survey, the California Department of Water Re-
sources, PG&E, and Calpine.  The total size of the NCEDC digi-
tal archive today is 80 Tb, and data extend back to 1984, howev-
er, records extend all the way back to 1887,  when UC Berkeley 
installed the first seismometers in the western hemisphere, and 
paper records—which are still periodically used by visiting sci-
entists—go back to 1910.  In the past year we added 10 Tb to 
the archive.  The data are freely available via a range of tools, in-
cluding a new suite of tools, “web services”, developed over the 
last few years, that make use of the http-type requests to access 
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Figure 1.1: The BSL geophysical network. The color scale shows 
seismic hazard. The colors represent a percent of the acceleration due 
to gravity that has greater than a 2% probability of exceedance in the 
next 50 yers. 

http://ncedc.org/
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timeseries data and all associated metadata.  For the past year 
we have compiled a list of people downloading data from the 
NCEDC.  As some of the older data access tools do not allows 
us to track users, the list is incomplete.  Still, we identified over 
14,000 users.  Figures 1.2 and 1.3 show the distribution of these 
users.  Not surprisingly, the greatest number of users is here in 
the US, and specifically in California. However, the global reach 
of the data is remarkable.  There are many users in Russia, Chi-
na, Germany, the UK, India, Canada, Iran, Japan, France, Italy, 
Spain, Australia and Indonesia.  There are also smaller numbers 
of users in dozens of other countries on every continent except 
Antarctica.  While the funding for our geophysical network fa-
cility is primarily driven by the need for real-time earthquake 
hazard information in Northern California, the high-quality 
data we produce and archive are then used for a plethora of re-
search activities that are truly global.

The second topic I would like to highlight is progress towards 
a public earthquake early warning (EEW) system.  This past 
year has seen rapid progress towards a system for the west coast 
of the Unites States.  The BSL has been involved in developing 
the capabilities for early warnings since 2005 both with active 
research programs and though leadership in the collaborative 

effort.  At the beginning of this past year, Governor Jerry Brown 
signed into law the EEW legislation introduced by Senator Alex 
Padilla.  The legislation calls for a statewide EEW system but 
does not allocate funding, instead calling on the Governor’s Of-
fice of Emergency Services to identify sources of funding.  At 
the end of this review year, the House Appropriations Commit-
tee in Washington DC included partial EEW funding in their 
FY2015 appropriation.  The cost of building and operating a 
west coast system for the first 5 years is $120M, and while there 
is still much work to be done to obtain full funding, these were 
both significant steps forward.  

This year has also seen significant technical progress with 
EEW.  In March and April a series of earthquakes were felt 
across the Los Angeles region, the largest being the March 28, 
2014, M5.1 La Habra earthquake. Recent improvements to the 
seismology-based ElarmS EEW methodology—developed here 
at BSL and now operating along the entire U.S. west coast—pro-
vided the first alerts for all of the earthquakes associated with 
this sequence.  While the time needed to process the data still 
means that it was not possible to generate an alert for the epi-
central region, the vast majority of Angelenos shaken by these 
quakes could have received a warning (Figure 1.4, see http://
youtu.be/Lt7aBD4CUIQ). Also, our real-time GPS-based EEW 
methodology, named G-larmS, is now operational and is under-
going testing on the real-time system in Northern California.  
It uses the BSL’s BARD network along with other GPS stations 
across the region to detect permanent displacements generated 
by earthquakes. A rapid inversion solves for the distribution of 
slip on the identified fault plane and provides a magnitude es-
timate that is more robust than seismology-based estimates for 
big (M>7) earthquakes.

The EEW project is an example of the synergies produced 
when active research programs are brought together with cut-
ting-edge observational facilities, and where there are also direct 
interactions with consumers of hazard information.  The arc of 
the project started with a few researchers and computers, asking 
the question of how quickly the magnitude of an earthquake 
can be determined.  It progressed through initial, pseudo-re-
al-time testing to full implementation on the real-time system 
in California.  Now, while the research and development con-
tinues, BSL staff are talking to public and private sector entities 
about how best to use earthquake alerts.  Legislators have taken 
note of the important implications of this new hazard-reduc-
tion capability, and are enacting legislation to support it at state 
and federal levels.  BSL researchers and staff are, of course, sup-
porting these efforts.  Finally, all of this is only possible thanks 
to the close collaboration between BSL, Caltech, University of 
Washington, ETH Zürich, SCEC, the Gordon and Betty Moore 
Foundation and the U.S. Geological Survey.

Having highlighted the NCEDC and the EEW project, I want 
to provide a summary of the wide-ranging research conducted 
at the BSL. The active research efforts of the students, postdocs, 
researchers, faculty and visitors are at the heart of BSL activities.  
Section 2 of our report contains 36 research summaries describ-
ing ongoing projects. The research groups headed by nine of 
our faculty members have contributed to this year’s report. The 
topics covered fall into five broad categories:

 
Figure 1.2: The distribution of NCEDC users as a percentage of the 
total US users for 2013–2014.

 
Figure 1.3: The distribution of NCEDC users worldwide colored ac-
cording to total number of users on a per country basis for 2013–2014.

http://youtu.be/Lt7aBD4CUIQ
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1.	 The Mineral Physics section includes experimental 
and numerical experiments on the properties of minerals found 
in the Earth’s crust and mantle, and on the miscibility of terres-
trial materials in the early Earth.  The effects of permafrost on 
seismic velocity are also described in this section.

2.	 The Earth Structure section includes new regional and 
global studies of structure and processes.  Our focus on North 
America continues with studies of the Juan de Fuca plate and 
the Canadian Craton, while global imaging provides ever-im-
proved constraints on upwelling and downwelling features in 
the mantle. New receiver function methods to constrain dis-
continuity structure are being developed, to improve imaging 
in complex regions, and across entire oceans.

3.	 The Rheology and Fault Mechanics section includes 
studies of deformation across Tibet, Japan and California as well 
as the more local process of land sliding.  The links between hy-
drologic processes, seismicity and landslides are also explored 
in China and California.  Fault processes are also investigated 
through triggering, repeating earthquakes and micro-seismicity 
on faults.

4.	 The Seismic Source section begins with a study of in-
traslab seismicity following the Tohoku-Oki earthquake.  Seis-
mic source characterization continues with studies of a sinkhole, 
the Geysers geothermal region and shallow seismicity.  The final 
study in the section describes an effort to improve our ability to 
characterize offshore-seismicity on the Juan de Fuca plate.

5.	 Various research efforts contribute to improving ob-
servational capabilities. This year’s Enhancements to Obser-
vational Systems research papers include a summary of both 
the seismic (ElarmS) and geodetic (GlarmS) earthquake early 
warning algorithms we are developing. A description of how 

we are using smartphone accelerometers to detect earthquakes, 
and observations of shaking amplification effects in data from 
high-rate GPS. Also, the application of InSAR to assessing aqui-
fer changes, using data from borehole instrumentation to de-
tect tremor on the San Andreas Fault, and assessing instrument 
quality using normal modes.

Many of these research efforts are stimulated and inspired 
by our facilities.  These include our geophysical networks that 
continuously collect a variety of data from across Northern Cal-
ifornia, and the NCEDC that delivers the data to researchers 
around the world and within the BSL. More information about 
these networks and their development can be found in the Fa-
cilities Review below.  

BSL Personnel News
One new PhD graduate student, William Hawley, and two 

Postdoctoral Fellows, Marco Calo and Estelle Chaussard joined 
the lab during the 2013-14 academic year.  Three PhD stu-
dents graduated, their names and thesis titles were: Mong-Han 
Huang, “Crustal Deformation During Co- and Postseismic 
Periods”; Zhao Zheng (Allen), “Refining Constraints on Seis-
mic Discontinuities and Elastic Structure in the Earth’s Upper 
Mantle”; and Scott French, “Global Full-Waveform Tomogra-
phy using the Spectral Element Method: New Constraints on 
the Structure of Earth’s Interior”.  Graduate student Ryan Turner 
completed his MS thesis entitled “Exploration of Slip Rate Vari-
ation on the Central San Andreas Fault Using Repeating Earth-
quakes and Geodesy”. Three of our Postdoctoral Fellows moved 
on to new positions elsewhere.  Serdar Kuyuk took up a faculty 
position at Sakarya University, Turkey.  Lingsen Meng is now 
an assistant professor at UCLA, and Ronni Grapenthin will be 
starting as an assistant professor at New Mexico Tech in the Fall 
2014 semester.

The BSL also continued to provide a range of research proj-
ects for undergraduate students, two of whom have contrib-
uted research reports.  This year’s cohort consisted of Rohan 
Agarwal, Amanda Atkinson, Joel Bai, Michael Faggetter, James 
Hoenig, Voon Hui Lai, Frances (Julie) Leiva, Brenda Luna, and 
Michael Tran.

As usual, a stream of visitors spent varying amounts of time 
at the lab. These included Pierre Clouzet from IPG Paris, and 
Yuzhu Liu from Tongji University visiting Barbara Romano-
wicz’s group; Seung-Hoon Yoo visiting Doug Dreger’s group, 
and Men-Andrin Meier and Yannick Behr from ETH Zürich 
visiting my group.  

During the year one staff member retired, Gretchen vonDu-
ering, who has been providing HR support to the BSL for the 
past few years.  We had one new arrival, that of Steve Allen who 
joined the IT group.  During the year, the BSL also transitioned 
into the new Campus Shared Services (CSS) model for adminis-
trative support.  As a result several staff moved into CSS includ-
ing Matt Carli (purchasing) and Marion Banks (travel).  Our 
research administration staff, Clarissa Foreman and Raluca Ior-
dache, also became part of CSS but remain located in McCone 
Hall.  Judith Coyote (department manager) and Dawn Geddes 
(financial analyst) remain part of the BSL.

Figure 1.4: The red circle on this map of Southern California shows the 
area that would not have received alerts for the M5.1 La Habra earth-
quake. This is the so called blind zone caused by computational time 
and station density limitations.
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Facilities Review
The Berkeley Seismological Laboratory (BSL) is an Orga-

nized Research Unit (ORU) on the UC Berkeley campus.  Its 
mission is unique in that, in addition to research and education 
in seismology, geophysics, and earthquake-related science, it 
is responsible for providing real-time earthquake information.  
This information is required by the UC Berkeley constituency, 
various local and state governments and private organizations 
including emergency response, and is consumed by the general 
public. The BSL is therefore both a research center and a facili-
ty/data resource, which sets it apart from most other ORUs. A 
major component of our activities is focused on developing and 
maintaining several regional observational networks, and par-
ticipating, along with other agencies, in various aspects of the 
collection, analysis, archival, and distribution of data pertaining 
to earthquakes, while maintaining a vigorous research program 
on earthquake processes and Earth structure. In addition, the 
BSL staff spend considerable time on public relations activities, 
including tours, talks to public groups, response to public in-
quiries about earthquakes, and an informational web presence 
(http://earthquakes.berkeley.edu/).

UC Berkeley installed the first seismograph in the Western 
Hemisphere at Mount Hamilton (MHC) in 1887. Since then, 
it has played a leading role in the operation of state-of-the-art 
seismic instruments and in the development of advanced meth-
ods for seismic data analysis and interpretation. Notably, the 
installation, starting in 1927, of Wood-Anderson seismographs 
at four locations in Northern California (BKS, ARC, MIN, and 
MHC) allowed the accurate determination of local earthquake 
magnitude from which a unique historical catalog of regional 
earthquakes has been maintained to this day, providing crucial 
input to earthquake probability studies.

Over the years, the Berkeley Seismographic Stations (BSS), 
as the BSL was then called, continued to drive technological 
improvements. The first centrally telemetered network using 
phone lines in an active seismic region was installed by BSS in 
1960. The BSS was the first institution in California to operate 
a three-component “broadband” system (1963). It played a ma-
jor role in the early characterization of earthquake sources us-
ing “moment tensors” and source-time functions. The BSS also 
made important contributions to the early definitions of detec-
tion/discrimination of underground nuclear tests and, jointly 
with UCB Engineering, to earthquake hazards work. 

Starting in 1986, the BSS acquired four state-of-the-art 
broadband instruments (STS-1), while simultaneously devel-
oping PC-based digital telemetry. These two developments laid 
the groundwork for the modern networks we operate today.  
As telecommunication and computer technologies made rapid 
progress, in parallel with broadband instrument development, 
paper record reading was abandoned in favor of automated 
analysis of digital data.  One paper-based helicorder does re-
main operational, primarily for the press and visitors to view.

Today, the BSL’s networks can be divided into three groups of 
instrumentation that are deployed at a total of ~70 sites across 
Central and Northern California. The instrumentation types 
predominantly consist of broadband plus strong motion seis-

mic, borehole seismic, and GPS equipment, and are often co-lo-
cated when appropriate.  Data from all instrumentation stream 
continuously into the BSL’s real-time monitoring system which 
provides earthquake warnings, notification and characteriza-
tion.  It is also delivered to the archive where it can be accessed 
immediately by researchers from around the world for scientific 
study.  

The Berkeley Digital Seismic Network (BDSN) is our region-
al seismic network of about 40 sites where both broadband and 
strong motion seismic instrumentation is installed.  This net-
work is the backbone of the BSL’s operations, feeding the neces-
sary data for real-time estimation of location, size and rupture 
parameters for earthquakes in Central and Northern Califor-
nia.  This network has been steadily growing since the 1990’s 
and consists of very high quality, low-noise sites, making the 
data ideal for a range of research efforts.  The array can be used 
to study local or global earthquake sources, and provides data 
for investigation of 3D crustal structure in California and its 
effects on regional waveform propagation, which in turn affect 
the intensity of ground shaking in larger earthquakes.  Recent 
additions to the network include an ocean bottom seismometer 
in the Monterey Bay (MOBB) providing real-time data via an 
undersea cable (operated in collaboration with MBARI), and 
also the Tremorscope stations along the Cholame section of the 
San Andreas Fault just south of Parkfield.

The real-time data are also Berkeley’s contribution to the Cal-
ifornia Integrated Seismic Network (CISN), which is a federa-
tion of networks that jointly provide all real time earthquake 
information in the state. Since 1996, the BSL and the USGS 
in Menlo Park have closely cooperated to provide the joint 
earthquake notification program for Northern California. This 
program capitalizes on the complementary capabilities of the 
networks operated by each institution to provide rapid and reli-
able information on the location, size and other relevant source 
parameters of regional earthquakes. The real-time earthquake 
information is made available through the BSL’s website (http://
earthquakes.berkeley.edu).

The BSL’s borehole networks represent the second grouping 
of instrumentation.  The High Resolution Seismic Network 
(HRSN) was installed in 1987 and now consists of 12 operat-
ing sites. Additional borehole sites will soon be added as part of 
the Tremorscope project (see Research Section 2.34). These 
instruments have led to wide-ranging research into earthquake 
processes due to their high sensitivity, low noise, and proximity 
to micro-earthquakes, earthquake clusters and tremor sources 
along the highly studied Parkfield section of the San Andreas 
Fault (see Research Section 2.23). In the Bay Area, the Hay-
ward Fault Network also includes 15 borehole instruments that 
have been installed progressively since the 1990s. The goal of 
this network is again to collect high signal-to-noise data for mi-
cro-earthquakes along the Hayward Fault to gain insight into 
the physics that govern fault rupture and its nucleation. 

The third instrumentation type is GPS.  The BSL operates the 
Bay Area Regional Deformation (BARD) Network consisting of 
32 primary sites, 18 collocated with BDSN seismometers. All 
sites record with a 1 Hz sample rate and telemeter the data to the 
BSL in real time. Continuous GPS data track the motion of the 

http://earthquakes.berkeley.edu/
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tectonic plates and allow us to assess the strain buildup along 
faults as well as its release either through creeping episodes or 
through earthquakes. The application of GPS data feeds to re-
al-time earthquake information is also a relatively new devel-
opment. Very rapid processing now generates displacement 
waveforms that in turn support the development of improved 
real-time earthquake analysis methods for significant earth-
quakes.  

The BSL’s IT group is active in the development of new soft-
ware for the collection, archival and real-time analysis of the 
various geophysical data streams that we collect.  In 2009, the 
new AQMS seismic network software package was rolled out 
following a multi-year development effort by the BSL in collab-
oration with other CISN partners.  This software provides all 
the real-time processing components needed by regional seis-
mic networks and is now being rolled-out across the US.  The 
development of real-time GPS processing software is a current 
area of focus for the lab along with development, testing and 
implementation of earthquake early warning algorithms that 
can process data quickly enough to provide alerts to people a 
few seconds to tens of seconds before shaking is felt.

Archival and distribution of data from the BSL and other re-
gional geophysical networks is performed at the Northern Cal-
ifornia Earthquake Data Center (NCEDC), operated at the BSL 
in collaboration with USGS Menlo Park. The data reside on a 
mass-storage device (current holdings ~80 Tb), and are accessi-
ble online (http://www.ncedc.org). In addition to BSL network 
data, data from the USGS Northern California Seismic Network 
(NCSN), and other northern California networks, are archived 
and distributed through the NCEDC. The NCEDC also main-
tains, archives and distributes various earthquake catalogs.

Finally, the field engineering team is responsible for main-
taining our existing ~70 geophysical observatories across 
Northern California, and designing and installing new sites.  Of 
particular note is the completion in 2011 of the ARRA-funded 
upgrades.  These urgently needed equipment upgrades replaced 
aging dataloggers at almost all BSL observatories, providing 
more robust and more rapid transmission of data from the sites 
to the BSL real-time system.  The group is now focused on the 
design and installation of the new Tremorscope borehole and 
surface stations just south of Parkfield along the Cholame sec-
tion of the San Andreas Fault, and on upgrading the HRSN.

All of these operations are supported by an operations and 
research staff of nine, an IT staff of eight, and an engineering 
staff of three. Our administrative support group is largely shared 
with the Department of Earth and Planetary Science and con-
sists of six, with additional support provided by Campus Shared 
Services. In addition, there are currently three Postdoctoral 
Scholars and fifteen PhD graduate students associated with the 
lab, along with eighteen affiliated faculty.

The BSL budget is made up of approximately 50% extramural 
research support and 50% facility/operations support.  The op-
erations/facility support comes from the university, the USGS, 
the state and several other external sources.  Core University 
funding to our ORU currently provides salary support for one 
staff scientist (shared by three researchers), one IT staff mem-
ber, one engineer, 50% of our operations manager, and one ad-

ministrative assistant. University support represents about one 
fifth of the total infrastructure support budget.  The remaining 
support comes from extramural grants and contracts, primarily 
from the USGS, DOE, NSF, and the State of California, through 
its Office of Emergency Services  (CalOES).  Currently, grants 
from the Gordon and Betty Moore Foundation contribute sig-
nificantly to our operations as do the contributions from the 
members of our Earthquake Research Affiliates Program.
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Introduction
Knowledge of deformation of mantle minerals is important 

for understanding geodynamic implications of seismic data and 
constraining geophysical modeling. The pursuit to characterize 
and understand the Earth’s interior has been a long standing 
topic in Earth science. Particularly, there is seismic evidence 
that there are regions of elastic anisotropy in the mantle (Pan-
ning & Romanowicz, 2006), and there has been great discussion 
as to what physical mechanisms are responsible for it (Main-
price, 2007). In the upper mantle, seismic anisotropy has been 
correlated to subduction zones and attributed to the crystallo-
graphic preferred orientation (CPO) of olivine as a consequence 
of the high strains imprinted by subduction (Long, 2013). Min-
eral physics has confirmed the development of CPO in olivine 
using, for example, a radial diamond anvil cell (rDAC) up to 
pressures comparable to those of the mantle (Wenk et al., 2004). 
In the mantle transition zone, seismic anisotropy has been at-
tributed to CPO of wadsleyite (Kawazoe et. al., 2013). The core 
mantle boundary is a region with strong elastic anisotropy. It 
has been shown that the observed texture of the mineral phase 
post-perovskite could explain the measured seismic anisotropy 
of the region (Wenk et. al., 2011). 

There is strong evidence that the bulk composition of the 
upper and lower mantle are similar, which leads us to believe 
that the velocity contrast between these two regions is mainly 
due to the phase transition of olivine (Mg,Fe)2SiO4 to perovskite 
(Mg,Fe)SiO3 and ferropericlase (Mg,Fe)O (McDonough & Sun, 
1995). Studies on MgSiO3 perovskite show that dislocation 
creep is present at pressures and temperatures of the uppermost 
lower mantle, implying the possibility of the development of 
CPO in these conditions (Cordier et. al., 2004). Also, polycrys-
talline MgO develops noticeable anisotropy at pressures found 
at the uppermost lower mantle (Merkel et. al., 2002). However if 
two phases occur together, stronger perovskite and weaker fer-
ropericlase, the deformation behavior is much more complex 
and this has not been previously investigated in detail.

Here we present two-phase deformation experiments of per-
ovskite and MgO aggregates at pressures of the lower mantle 
(up to 54 GPa). In these experiments we quantify the amount 
of CPO developed by certain crystallographic planes. We can 
then do modeling with the visco plastic self-consistent (VPSC) 
code to predict what slip system activity could be responsible 
for the observed CPO. Knowledge of the slip system activity and 
resulting CPO of the aggregate can inform the interpretation of 
seismic models as to what flow patterns can be attributed to the 
measured seismic anisotropy, and also to make predictions of 
the expected CPO through geodynamic modeling.

Experiment and Analysis
To achieve pressures comparable to those of the lower man-

tle, these experiments were done in a diamond anvil cell in the 
radial geometry (rDAC) (Wenk et. al., 2006). A mixture of en-
statite and MgO was ground to a fine powder and loaded to a 
boron epoxy gasket on the rDAC. A gas membrane that inflates 
and pushes on the rDAC increases the pressure in the sample 
chamber. The enstatite and MgO mixture was brought up to 
about 30 GPa and then laser heated to induce a phase transfor-
mation to perovskite and MgO. This aggregate was then further 
deformed up to 54 GPa. The CPO developed by the aggregate 
due to the uniaxial stress imposed by the diamond anvils is 
assessed using synchrotron radiation to record the full Debye 
rings (Figure 2.1.1). The pressure is increased in situ and 
diffraction images are recorded at every pressure step. If CPO 
is present there will be a systematic intensity variation along a 
single Debye ring. The analysis of this intensity was done using 
the software MAUD (Lutterotti & Bortolotti, 2003), where an 
orientation distribution is calculated and an inverse pole figure 
of the compression direction can be plotted.

Results and Discussion
We have found that, in general, the two-phase system devel-

ops a weaker CPO than if the two phases are deformed separate-

1	 In Situ Deformation of MgO and MgSiO3 Perovskite: Lower Mantle 
Implications

Eloisa Zepeda-Alarcon, Pamela M. Kaercher, Hans-Rudolf Wenk

 
Figure 2.1.1: Raw diffraction image from MAR3450 detector at 
the Advanced Photon Source of Argonne National Lab. Diffraction of 
monochromatic X-rays off certain crystallographic plains, e.g. (200) of 
MgO and perovskite (Pv), generate Debye rings shown here.
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ly (e.g. Merkel et. al., 2002; Wenk et. al., 2004), this could explain 
why the bulk of the lower mantle is fairly isotropic. The MgO 
develops texture about 2 times stronger than the perovskite 
(Figure 2.1.2). Through a Rietveld analysis it was found that 
MgO preferably aligns poles of the (111) planes parallel to the 
compression direction and that the perovskite develops a weak 
(001) and (100) texture in the compression direction (Figure 
2a and b). It is important to do these experiments with the two 
phases together since the hardness contrast between them can 
change the deformation of the aggregate. Particularly, it is ex-
pected that when a soft and a harder phase deform together, the 
soft phase will absorb deformation and the hard phase will de-
form very weakly and develop little crystallographic preferred 
orientation. This is consistent with our results since it is the 
MgO that has the stronger texture (Figure 2a). Previous rDAC 
deformation experiments on single-phase polycrystalline MgO 
found a strong (100) texture at 35.4 GPa (Merkel et. al., 2002). 
Not only is the texture found in this study much weaker but 
it is of a different crystallographic plane, implying a different 
slip system activity. The perovskite texture in Figure 2.1.2b 
is comparable in orientation but weaker than the one found in 
a single-phase perovskite powder sample at 43 GPa in Wenk et. 
al., 2004.

Further work is to model the two-phase system under com-
pression with the VPSC code to see what possible combinations 
of slip systems and their activities might be responsible for the 
CPO observed in the experiments. It is also possible to model 
what the expected shear and compression wave velocities (Vs 
and Vp) are for the aggregate in different directions. 

The study of the deformation of these lower mantle miner-
als is key in understanding seismic signatures from the mantle 
transition zone and the core mantle boundary (e.g. Cottaar et. 
al., 2014), both very important and controversial regions of the 
mantle. 
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Introduction
The study of high-pressure silicate melts is important for 

Earth Science because their material properties control the 
thermal, chemical and dynamic history of the earth’s crust and 
mantle. The densities and compressibilities of high-pressure py-
roxene-composition (XY(Si,Al)2Si2O6) melts are basic proper-
ties, but even density is difficult to measure directly.  Instead, 
experimental probes such as Raman and X-ray diffraction have 
been used to reveal structural changes in high-pressure melts, 
and molecular dynamics simulations are relied upon to estimate 
density (e.g. Funamori et al., 2004). 

To allow use of other probes of structure and elasticity, amor-
phous solids, which may be analogous to melts, can be studied. 
Once quenched to low temperature, they can be more easily 
probed than the refractory melts, which must be maintained at 
high temperatures. Yet amorphous materials do not necessari-
ly reflect properties of the melt or even the properties of other 
amorphous forms of the material.

In the case of amorphous CaSiO3, however, comparisons 
between various amorphous materials can be made. Similari-
ty in nuclear magnetic resonance (NMR) and refractive index 
measurements on decompression-amorphized CaSiO3 and the 
melt-quenched glass suggests their structures are similar: silica 
tetrahedra linked together in chains that are truncated by cat-
ions or linked together in clusters, evidenced by the 29Si NMR 
spectra, as well as a complete lack of higher-coordinated silicon 
atoms. Yet no studies have compared compression-amorphized 
CaSiO3 to other amorphous forms and few data sets address the 
reversibility of pressure or temperature cycling of amorphous 
CaSiO3.

Method and Results
We studied amorphous CaSiO3 between 0 to 44 GPa in di-

amond anvil cells using Brillouin spectroscopy with comple-
mentary X-ray diffraction. Two types of samples were studied: 
glassy CaSiO3 that was quenched from its melt (Vo-Thahn et al., 
1996, Kubicki et al., 1992) and a powder of natural wollastonite, 
the crystalline form of CaSiO3 that is stable at ambient condi-
tions. The density of the glass starting material was measured 
to be 2.92 ± 0.02 g/cm3 using a sink-float method. The powder 
sample was squeezed until it became transparent at ~35 GPa, 
at which point nearly all X-ray diffraction peaks disappeared 
from the image-plate detector, showing that most of the sample 
amorphized, consistent with Serghiou et al. (1993). The pres-
sure-amorphized powder was first studied with no pressure 
medium (i.e. sample squeezed between diamonds), and then 
the sample was transferred to a second diamond cell and sur-
rounded with a methanol-ethanol-water pressure medium. The 
glass starting material was surrounded in an argon pressure 
medium. Brillouin spectra were collected in 40° equal-angle 

forward-scattering in order to measure both longitudinal and 
transverse sound speeds (VP and VS), and in 180° backscattering 
in order to measure the product of refractive index, n, with VP . 
Pressure was measured from the fluorescence line shift of two 
to four rubies spheres placed near the edge of the gasket hole.

We find that the amorphous forms of CaSiO3 studied here are 
highly reproducible under high stress conditions. Upon com-
pression and re-compression, acoustic velocities and refractive 
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 Figure 2.2.1: Longitudinal and shear wave speed (top) and index of 
refraction (bottom) of amorphous CaSiO3 as a function of pressure 
during compression (solid symbols) and decompression (open sym-
bols) between 0 and 44 GPa. Colors and shapes indicate starting mate-
rial: melt-quenched CaSiO3 glass (black squares), non-hydrostatically 
compressed powder (blue circles), and pressure-amorphized wol-
lastonite in a pressure transmitting medium (red triangles). Error bars 
on individual data points are from scatter during rotations about the 
diamond cell axis, in the case that rotations were performed.
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indices of all samples agree within the scatter of ~3% (Figure 
2.2.1), suggesting that a single energy surface approxi-
mates the pressure dependence of all starting materials. Upon 
decompression, hysteresis is observed (up to 6% in VP , 8% in 
VS , and 5% in n), but it is small is comparison to the hysteresis 
of other silicate glasses. Moreover, similarly shaped hysteresis 
curves are observed for all pressure cycles with no systematic 
difference between the different samples. Finally, the velocities 
change nearly linearly with pressure, suggesting no kinks in the 
free energy surface (i.e. no first order phase transitions from 0 
to 44 GPa). The differences that do exist between compression 
and decompression data suggest a structural phase transition, 
but it is likely to be a gradual evolution in order to explain the 
smoothly varying, reproducible velocity data. 

Therefore, these data add evidence that amorphous CaSiO3 
is a highly meta-stable glass. Its reproducibility with pressure 
cycling and its independence of synthesis conditions are shown 
schematically in Figure 2.2.2. Both amorphous forms of 
CaSiO3 studied here (melt-quenched and compression-amor-
phized; paths 1 and 3 in Figure 2.2.2) have indistinguish-
able refractive index, longitudinal wave speed and shear wave 
speed between 0 and 44 GPa. Melt-quenched and decompres-
sion-amorphized solids (paths 1 and 2 in Figure 2.2.2) also 
have the same refractive index and 29Si NMR spectrum at am-
bient pressure and temperature (Kanzaki et al., 1991; Ringwood 
and Major, 1971). Together, this implies that all three forms of 
amorphous CaSiO3 created in a broad region of pressure-tem-
perature space are structurally similar. And because pressure cy-
cling causes smooth and relatively reversible changes in sound 
speeds, we connect the low and high pressure amorphous sol-
ids by a yellow shaded region to represent the single, smooth-
ly varying free energy curve connecting low to high pressure 
amorphous CaSiO3.
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Figure 2.2.2: Pressure-temperature phase diagram of CaSiO3 with 
schematic of potential wells to explain three observed glass transitions: 
(1) Melt-quenched glass formation (e.g. Vo-Thanh et al., 1996; Kubicki 
et al., 1992; Ringwood and Major 1971; and the glass used in this study), 
(2) amorphization by decompression of perovskite (e.g. Ringwood and 
Major, 1971; Kanzaki et al., 1991), (3) amorphization by compression 
of wollastonite (Serghiou and Hammack, 1993; this study). Black lines 
mark equilibrium phase boundaries (dashed lines: Akaogi et al., 2004; 
solid curves: Zerr et al., 1997). Yellow marks the region in which we 
conclude a single type of glass is meta-stable. Red arrows mark ob-
served locations of pressure-amorphizations.
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Introduction
Saline permafrost is the subset of permafrost that contains 

dissolved salts in its pore-water. In contrast with its non-saline 
counterpart, saline permafrost freezes at lower sub-zero tem-
peratures because of freezing-point depression of the dissolved 
salts. When temperatures drop below the freezing point, dis-
solved salts are not integrated into ice crystals and thus remain 
in residual pore-water, a process which prevents further freez-
ing as increased salt concentrations lower the freezing point. 
Hence, saline permafrost remains only partially frozen unless 
the eutectic point (~−21°C for NaCl solution) is reached. Be-
cause the range of permafrost temperatures found in nature (~–
15°C to 0°C) is usually higher than the eutectic point, natural 
saline permafrost is most likely to be unfrozen or partially fro-
zen, which results in a wide range of possible ice content under 
various salinity and temperature conditions.

Dissolved salts in saline permafrost primarily originate from 
marine deposits and/or seawater transgressions, hence, saline 
permafrost is widespread in subsea and coastal areas of Arctic 
and Antarctica. Saline permafrost is highly sensitive to ther-
mal disturbances and mechanically weaker than its non-saline 
counterpart. Hence, temperature increases under a warming 
climate—even for sub-zero increases—could easily cause saline 
permafrost to destabilize. The low bearing capacity of saline 
permafrost has long been the culprit for deforming and dam-
aging a large number of cold-region infrastructure components 
(Brouchkov, 2003). Predictive models of surface deformation 
and structural stability in a warming climate thus require ap-
proaches for estimating and predicting the influence and distri-
bution of saline permafrost.

Seismic methods—including surface seismic and acoustic 
well-log measurements—are among several available methods 
for detecting and delineating saline permafrost, owing to the 
sensitivity of seismic velocities to ground-ice content (the high-
er the ice content, the higher the velocities). However, even after 
seismic velocity profiles have been acquired, an interpretation 
step is necessary to infer ice content from seismic velocities. 
Because a broad range of ice content can be present in saline 
permafrost, seismic interpretations are susceptible to errors un-
less a robust rock-physics relationship is available.  However, 
the mapping between velocities and ice content depends heavily 
on the assumptions made about ice geometry: for a given ve-
locity value, the estimated ice content could be low when ice is 
assumed as a cement material to bond sediment grains together, 
but high when ice is assumed as a pore-filling material without 
contacting the sediment grains. Therefore, in order to establish 
an effective rock-physics relationship for saline permafrost, the 
validity of the plausible assumptions about ice must be exam-
ined with the aid of high-quality data that are associated with a 
broad range of ice content. 

To cover a broad range of ground-ice content through field 

surveys would require unrealistically extensive sampling, fur-
ther complicated by the complexity of natural permafrost sys-
tems. Thus, we prefer using laboratory data that are obtained 
from simpler sediments under controlled experimental condi-
tions to gain a fundamental understanding of the rock-physics 
relationship. Although unconsolidated sediments constitute 
dominant portions of the near-surface saline permafrost, rele-
vant laboratory studies are scarce.

In this study, we investigate how seismic properties change 
with respect to ice content in unconsolidated saline permafrost. 
We conducted laboratory ultrasonic P-wave measurements in a 
transmission geometry using samples consisting of water-satu-
rated 20–30 Ottawa sand (quartz sand; grain size 600–850 µm, 
D50 ~ 720 µm) within a temperature range of 10°C to −30°C and 
a salinity range of 0.0–2.5 M (0–13 wt%). Due to the wide range 
of temperatures and salinities, the fine temporal sampling of the 
automated data acquisition system, as well as the dissolved salts’ 
ability to fine-tune ice content, we obtained high-quality data 
that provide an unprecedented opportunity for observing how 
P-wave properties change with respect to ice content in saturat-
ed, unconsolidated saline permafrost. 

Ultrasonic Pulse-transmission Setup and Data
A pulse-transmission configuration was set up for the ultra-

sonic measurements of water-saturated unconsolidated sedi-
ments upon freezing (Figure 2.3.1).

Based upon the phase diagram of aqueous NaCl solution, we 
convert the temperatures into the corresponding ice saturation 
(the volume fraction of ice in the pore space) for each set of the 
initial (i.e., prior to freezing) pore-water salinity that was ex-
perimented with 20–30 sand. Then, we present the data and the 
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Figure 2.3.1: Column setup of pulse-transmission ultrasonic data 
acquisition. a) column with sand packs; b) immersion transducers; c) 
thermocouples (TC1 and TC2); d) bench-top freezer; T, Transmitters; 
R, Receivers.
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velocity modeling results as functions of ice saturation (Figure 
2.3.2): Whereas P-wave velocities increase monotonically 
with increasing ice content, P-wave amplitudes exhibit skewed 
“V”-shape trends (decrease and then increase), indicating a 
positive correlation between attenuation and velocities at low to 
moderate ice saturations—an unexpected observation that sets 
partially frozen saline permafrost aside from most geological 
materials.

Effective-medium Velocity Modeling
Based upon our laboratory data, we have developed an ef-

fective-medium velocity model that assumes the coexistence of 
load-bearing/cement ice and non-load-bearing/non-cement ice 
before reaching 100% ice saturation (Figure 2.3.3). The good 
agreement between the model-predicted and the measured 
P-wave velocities suggests that ice is neither purely cementing 
nor purely pore-filling in saturated, unconsolidated saline per-
mafrost. 
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Figure 2.3.3: Intuitive interpretation of the two-end-member mix-
ing effective-medium model.
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Introduction
Terrestrial planets are, to first order, made up of a metallic 

iron core and a mantle composed of silicate and oxide minerals. 
Chondritic meteorites show that these materials initially con-
densed together from the protoplanetary nebula.  Numerous 
scenarios have been put forward to describe how these reser-
voirs interacted as they separated to form the core (Rubie, 2007). 
However, these typically assume the major components occur 
in two immiscible phases as they do at low temperatures.  In the 
case of a hot early history of a growing planet, this assumption 
is not necessarily correct. At sufficiently high temperatures, en-
tropic effects dominate and any mixture of materials will form 
a single, homogeneous phase. Late stage giant impacts, such as 
the hypothesized moon-forming impact, may have heated sig-
nificant portions of the target to >10,000 K (Canup, 2004). It is 
therefore necessary to consider a high temperature mixture of 
the ‘rocky’ and metallic terrestrial components. The presence 
of such a mixed phase will affect the chemistry of iron-silicate 
differentiation on the early earth. Here we assess the stability of 
a mixed rock-metal phase as a mixture of Fe and ‘rock’ (MgO).

Simulation Methods
We performed density functional theory molecular dynam-

ics (dft-md) simulations for phases in a model reaction between 
liquid iron, and solid (B1) or liquid magnesium oxide. MgO was 
selected for the representative rock phase because it has been 
experimentally determined to be the rocky component that is 
least soluble in iron (Ozawa et. al, 2008). The change in Gibbs 
free energy of this system per formula unit FeMgO for the mod-
el reaction was describe by

We performed the dft simulations using the standard Vi-
enna Ab-initio Simulation Package (VASP package) (Kresse & 
Furthmüller, 1996), but required the addition of the thermody-
namic integration technique in order to determine the Gibbs 
free energy of the phases.  This technique involves integration 
of the free energy over a series of systems with interactions con-
trolled by a hybrid potential. The hybrid potential describes a 
mixture between the DFT potential and classical potential that 
has an analytic solution for the Gibbs free energy. This is cur-
rently the most accurate means for determining chemical po-
tentials of a reaction using first principles simulations.

Shape of the Solvus
We characterized the shape of the Fe-MgO solvus by per-

forming calculations at five additional intermediate composi-
tions between the Fe and MgO end members. These were per-

formed at 50 GPa for one temperature above the solvus and one 
below The Gibbs free energies of all simulations at intermediate 
conditions are consistent with a binary system with a miscibility 
gap. From these results we construct Fe-MgO phase diagram at 
50 GPa, as shown in Figure 2.4.1. The miscibility gap is no-
tably asymmetric, with temperatures decreasing faster towards 
the Fe-rich end member than the MgO-rich end. This shape is 
similar to the exsolution gap found experimentally determined 
for the Fe-FeO system at lower pressures. 

The Fe-rich side of our solvus is consistent with low solu-
bilities found in experiments at 3000 K. From this we predict a 
>1% MgO saturation limit down to 4200 K, with concentrations 
steeply decreasing to be below consistent with low concentra-
tions found in experiments at ~3000 K (Ozawa et al., 2008). 
This suggests that delivery of excess, nominally insoluble, light 
components to the core would have been substantial for a hot 
early Earth.   This would be followed by exsolution of a Mg-rich 
material at the top of the cooling core. This process has been 
suggested as a possible solution to the problem of the earth’s 
core having insufficient energy to generate a magnetic field be-
fore nucleation of the inner core (Stevenson, 2012).

Solvus Closure Temperature
Figure 2.4.2 summarizes our results, showing all the con-

ditions at which simulations were performed.  We find the sol-
vus closure at ambient pressure to be 4090 +/- 20 K.  While there 
is little experimental work on this exact system, this is superfi-
cially consistent with the ‘accidental’ discovery of the Fe-silicate 
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Figure 2.4.1: Solvus phase diagram of the Fe-MgO system at P = 
50 GPa. The shape is consistent with XMgO = 0.5 being representative 
composition for estimating the solvus. The asymmetry at low XMgO  has 
consequences for the solubility of Mg in the early core.
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solvus by Walker, 1993. We find that the solvus temperature in-
creases with pressure to 6020 +/-30 K at 50 GPa, but its slope 
decreases at lower mantle and core pressures.  At core-mantle 
boundary pressures, the solvus closure temperature would be 
~7000 K.

This pressure dependence of solvus closure determines the 
depth at which phases separate from the fully mixed state. Its 
slope with respect to pressure is less steep than the calculated 
isentropes of the mixed FeMgO phase. For a homogeneous, liq-
uid layer of the planet, isentropes approximate adiabatic tem-
perature profiles of the interior of the planet at different point 
in its evolution. As a result, separation begins in the exterior 
of the planet and proceeds inwards as the planet cools. Since 
iron separating in the outer portion of the planet is denser than 
the rocky phase, it would sink until it reached a depth where it 
dissolves into the mixed phase again. This may promote com-
positional stratification, and possibly multi-layer convection 
between an upper iron-poor and deeper iron-rich layer.
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Introduction
Over the past year, we have developed the first-ever model of 

whole-mantle radially anisotropic shear velocity obtained using 
the spectral element method (SEM: e.g. Capdeville et al., 2003) 
for waveform forward modeling. This work was motivated by 
the earlier success of the SEM-based “hybrid” waveform inver-
sion approach in upper mantle and transition zone imaging (Le-
kic and Romanowicz, 2011; French et al., 2013). Here, we briefly 
describe our efforts in achieving this result, while also present-
ing some details of the model, known as SEMUCB-WM1. A full 
discussion of model construction, as well as a detailed discus-
sion of model structure and associated uncertainties appears in 
a manuscript recently submitted for publication (French and 
Romanowicz, 2014, submitted to GJI).

Dataset
Our inversion dataset contains fundamental and overtone 

mode surface-wave and body-wave waveforms. Surface-wave 
data are filtered at 400–60 s period, while body waves are fil-
tered in two passbands: 300–36 s or 32 s. The 32 s filter is used 
after the model has converged at 36 s. In addition to modifying 
the passband of our body-wave dataset during the inversion, we 
also enlarge our datasets: initially using the same 203 events as 
in SEMum (Lekic and Romanowicz, 2011), and later adding 70 
new events to improve coverage of the lower mantle. Data are 
processed using a waveform windowing scheme (Li and Roma-
nowicz, 1996). Windows are selected based on similarity to SEM 
synthetics computed in the most recent model iteration. Data is 
reprocessed at each inversion iteration, thus allowing more data 
in as the model improves.

We supplement our waveform data with group-velocity dis-
persion maps at 25–150 s period (M. Ritzwoller, pers. comm. 
2009). These data are used to calibrate our smooth crustal mod-
el and ensure its consistency with the underlying mantle struc-
ture (see French et al. 2013). Together with the mode-coupled 
SEM of Capdeville et al. (2003), the smooth crustal layer im-
proves the time stability of the SEM. Better time stability allows 
larger time steps to be used, thereby reducing the overall cost of 
SEM simulations.

Inversion
Our inversion for whole-mantle structure proceeds in three 

iterations: each uses both the surface and body-wave datasets, 
while only the second and third iterations included the enlarged 
(273 event) set and only the third iteration uses the shorter 32 s 
body-wave filter passband. Our starting model combines SE-
Mum2 (French et al., 2013) down to 800 km with SAW24B16 
(Mégnin and Romanowicz, 2000) below. We use the generalized 
least-squares formalism of Tarantola and Valette (1982), yield-
ing a quickly converging Gauss-Newton scheme for optimizing 
the tomographic model (and thus reducing the number of SEM 

simulations required). We include a priori information in our 
inversion to constrain the permissible length scales of model 
structure (see Lekic and Romanowicz, 2011). By the end of the 
inversion, our dataset contains >447,000 waveform windows, 
fitting the surface-wave data nearly as well as in the earlier SE-
Mum2 model, while showing body-wave variance reduction 
above 50%. The SEM simulations for our inversion, excluding 
sensitivity kernel and parallel linear algebra calculations, repre-
sent nearly 3M CPU hours of computation.

 Model Structure and Discussion
As upper-mantle structure remains very close to SEMum2, 

we here focus on the lower mantle. In Figure 1, we show iso-

5	 Whole-mantle Spectral-Element Waveform Tomography: SEMUCB-WM1
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Figure 2.5.1: Comparison between starting and final-iteration 
models (top and middle panels, respectively) at 1000 km, as well as 
model S40RTS of Ritsema et al. (2011) (bottom panel). At this depth, 
the starting model is SAW24B16 of Mégnin and Romanowicz (2000). 
Inset values: maximum peak-to-peak variation in each model.
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tropic VS variations at 1000 km depth in three models: our 
staring and final-iteration models, as well as S40RTS (Ritsema 
et al., 2011). We find that structure has sharpened significant-
ly from our starting model, including more concentrated fast 
anomalies, interpreted as subducted slabs, and distinct narrow 
slow anomalies near many major hotspots (e.g. South Pacific 
Superswell, Iceland). While SEMUCB-WM1 and S40RTS are 
broadly consistent at this depth, they clearly differ in detail; par-
ticularly in these features associated with hotspots. We will re-
turn to lower-mantle low-velocity structure in greater detail in 
a future publication. In Figure 2, we compare subduction-zone 
cross-sections through SEMUCB-WM1 VS structure and the VP 
model GAP-P4, used by Fukao and Obayashi (2013) to survey 
global slab behavior. We find excellent agreement in both the 
lateral distribution of high-velocity anomalies (and correlation 
with deep seismicity), as well as apparent slab-stagnation depth. 
We also see fairly good agreement in upper-mantle/transi-
tion-zone slow anomalies. These independent observations give 
us further confidence that the newly developed lower-mantle 
structure of our model is robust.
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Introduction
The Juan de Fuca plate is a small oceanic plate that is being 

subducted underneath the northwestern corner of the contigu-
ous United States. This is the only part of the country other than 
Alaska that contains an active subduction zone. The Cascadia 
Initiative (CI) is a four-year-long deployment of 70 ocean bot-
tom seismometer (OBS) stations that covers the Juan de Fuca 
plate from the western side of the mid-ocean ridge that creates 
the plate to the Cascadia trench. This is an ideal location for a 
regional-scale OBS array because the plate is small enough to be 
covered by an array of seismometers, yet large enough to help 
understand large-scale oceanic plates and their relationship to 
the mantle below. In this contribution, we present a preliminary 
teleseismic P-wave velocity model of the region using the CI 
stations, as well as stations on shore, including those from the 
Transportable Array, the Berkeley Digital Seismic Network, the 
Cascade Chain Volcano Monitoring (run by Cascades Volca-
no Observatory and USGS), and the University of Washington, 
among others. 

Noise Analysis
Seismic stations on the ocean floor provide a new and valu-

able scientific resource, even when used to augment the data 
that we have from land-based stations. The noise characteris-
tics of the two types of stations, however, can be very different. 
For OBS stations, the noise is generally derived from wind and 
waves, both by direct forcing at longer periods and by coupling 
to elastic waves in the earth at shorter periods (Webb, 1998). 

In order to filter out this noise, we analyzed the P-wave ar-
rival signal in a number of bands, including bands that are 
often used in purely land based studies, and bands that have 
been published as being suitable for observing teleseismic body 
waves (e.g., Lewis and Dorman, 1998). Much of the intermedi-
ate frequency range—about 0.5 to 2 Hz, those frequencies that 
produce the best teleseismic arrivals on land-based stations—is 
dominated by noise in the ocean stations. In order to cross cor-
relate the arrivals, we needed to be able to pick the arrival at 
each station in the same frequency band. In looking for the best 
band, therefore, we placed priority on obtaining data from the 
OBS stations, while still ensuring we obtained reliable data from 
the land-based stations.

With this in mind, we determined that using the relative-
ly low-frequency and narrow passband from 0.08 to 0.11 Hz 
(about 9 to 12.5 s period) resulted in the clearest body wave ar-
rivals for the OBS stations. 

Methods
For this analysis, we use stations from the 7D network (the 

CI OBS stations), as well as some from UC Berkeley, the Trans-
portable Array of USArray, the University of Washington, and 
the Cascade Chain Volcano Monitoring by USGS and CVO. We 

used 36 teleseismic (30º<∆<110º) earthquakes with magnitudes 
ranging from 6.8 to 7.5 for arrivals that were well above the 
noise, but still relatively simple. We filtered the data from 0.08 
to 0.11 Hz, and picked P arrivals out of the filtered data. Arrivals 
that were not sufficiently above the noise were thrown out.

After applying the filter, we use the multi-channel cross cor-
relation method (VanDecar and Crosson, 1990) to measure the 
arrival times for each of the 10,340 station-event pairs. Because 
the period of the waves is about 10 seconds, visually picking 
an arrival a fraction of a wavelength early or late would incur 
an error of multiple seconds. Cross correlation minimizes this 
error. Station-event pairs with cross-correlations coefficients 
that were not sufficiently high were discarded. The minimum 
acceptable coefficient varied for each event, but it was generally 
around 0.9.

We use this data to perform an inversion. For each sta-
tion-event pair, we use finite-frequency kernels to determine 
the sensitivity matrix, and we then solve for the compressional 

6	 Body Wave Tomography of the Juan de Fuca plate 
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Figure 2.6.1: A horizontal slice at 150 km depth from our model. 
The three tectonic plates are labeled, deliniated by the thin black lines. 
The background color shows the relative P-wave velocity as a percent 
deviation from the average of the model, as shown by the left color bar. 
The colored dots are stations; the color represents the station correc-
tion applied to each station, as shown by the right color bar. 
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wave velocity using an iterative least-squares algorithm (Dahlen 
et al., 2000; Hung et al., 2000). Included in the process of the 
least-squares inversion is allowance for a station correction at 
each station. This is meant to account for under-sampled re-
gions in the upper lithosphere and crust that could contribute 
to delays in the inversion. 

Discussion
Figure 1 shows two important features: first, a high velocity 

region that runs from the northern to southern boundaries of 
our model through west-central Oregon and Washington and 
into California; and second, a strong low-velocity region just to 
the west of the high-velocity region. 

The high-velocity region that spans the north-south extent 
of our model and appears between about 120ºW and 122ºW is 
the subducting Juan de Fuca plate. Within this slab, we see two 
regions of weaker high-velocity, one between 45ºN and 46ºN, 
the other between 41ºN and 42ºN. There is additionally a fairly 
strong low velocity region to the east of the more northerly of 
these ‘gaps.’

We also see variations in strength in the low-velocity region 
directly to the west of the slab; note that south of about 44ºN 
the strong regions in the slab correspond to weak regions in 
the low-velocity region and vice versa, while north of 44ºN the 
strong regions in the slab correspond to strong regions in the 
low-velocity region and vice versa. While it is not evident in 
Figure 2.6.1, the low-velocity region to the west of the slab 
is not local to a specific depth; the region remains directly be-
neath the slab down to the bottom of our model. Because it is 
not localized, and because it is underneath as opposed to above 
the slab, we do not interpret this as melting oceanic lithosphere, 
but a process that is dynamic and particular to the area. We are 
investigating this feature further.
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Introduction
Large Low Shear Velocity Provinces (LLSVPs) are regions of 

reduced shear wave velocity in the lowermost ~500-1000 km of 
the mantle, which are located antipodally beneath the central 
Pacific and Africa and rooted in D”. Their lateral boundaries are 
sharp as evidenced by the observation of complex local wave-
forms in seismic phases, and their density may be larger than in 
the surrounding structures. Ultra Low Velocity Zones (ULVZs) 
appear to correlate with edges of the Pacific LLSVPs as well as 
the locations of hotspots. The ULVZs are constrained by mod-
eling to be several hundred kilometers in diameter and tens of 
kilometers in thickness. Cottaar and Romanowicz (2012) iden-
tified an intriguingly large ULVZ structure (called the preferred 
model) at the core-mantle boundary, at the northern border 
of the Pacific LLSVP and in the vicinity of Hawaii. Since this 
work was published, several recent earthquakes in different lo-
cations have illuminated this unusually large ULVZ structure 
and revealed quite similar waveform complexities. Owing to the 
strong sensitivity of the seismic data to the structure, we can 
model a simplified 3D ULVZ, providing further constraints on 
the geometry and location. The results of this study are aimed 
at confirming and better characterizing this unusual structure, 
as a first step towards searching for other possible structures of 
this type in the vicinity of the Pacific LLSVP.

Method and Data
Most recent seismological investigations of the lowermost 

mantle have used global datasets to analyze the travel time shift 
and amplitude variation of different seismic phases. We are us-
ing numerical forward modeling of the shear diffracted (Sdiff) 
phase observed at broadband stations from the USArray and 
other permanent networks in North America for large deep 
earthquakes (depth>200 km and 6<Mw<7) in the western Pa-
cific region at distances of 80º-130º. In this study, we used the  
April 17th, 2014 event (depth 208.6 km, Mw 6.9) to illustrate the 
affect of the ULVZ in north-central Pacific on the Sdiff wave-
forms.

The modeling approach is to consider the variations with 
azimuth and epicentral distance of Sdiff travel time residuals 
computed with respect to the reference 1D Preliminary Refer-
ence Earth Model (PREM, Dziewonski and Anderson, 1981). We 
also compute corresponding waveforms for 3D synthetics using 
the Coupled Spectral Element Method (CSEM, Capdeville et 
al., 2003) to further interpret the waveforms of the main phase 
and post-cursor. This method is computationally effective for 
the study of D” with full 3D spectral element solution in a layer 
of limited thickness above the core-mantle boundary, coupled 
with 1D normal mode solution in the rest of the mantle and in 
the core.

We find that the focal mechanism provided by Centroid Mo-

ment Tensor (CMT) catalog for this event may not be optimal 
in that it does not accurately predict the observed amplitude 
ratios between the main phase and the depth phase, so modify-
ing the focal mechanism may be necessary before we attribute 
amplitude variations as a function of azimuth to the structure 
in the D” region. This requires analyzing records from different 
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Figure 2.7.1: The location of the event is indicated by a yellow star 
and the stations are indicated by blue triangles, the great circle paths 
are indicated by green lines from entrance to exit points of a lowermost 
mantle layer about 300 km thick from core-mantle boundary. Back-
ground is cluster analysis result of five tomographic models (Lekic et 
al., 2012). The numbers on the right indicate how many of the models 
agree that a particular location has shear velocity lower than average.

 
Figure 2.7.2: The comparison of tangential velocity waveforms 
from (a) observed data, (b) 1D PREM and (c) 3D CSEM at distances 
between 110º and 120º. The traces have been band-pass filtered be-
tween 10-20 s. The main Sdiff (blue) and post-cursor (yellow) are high-
lighted in (a) and (c) for the data and the waveforms calculated for the 
preferred model.
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locations and azimuths using a grid search method to get the 
best solution.

Results
Figure 2.7.1 presents the Sdiff paths to 217 available sta-

tions from the US transportable array and permanent stations 
in North America that sample the border of the northern Pacific 
LLSVP. Based on the CMT data for this event, we computed 
the 1D synthetics for the PREM model in Figure 2.7.2b and 
3D synthetics using CSEM for a model in which we have added 
a ULVZ as shown in Figure 2.7.2c. The model explains the 
time shift of the main Sdiff phase well (about 15 s at the most) 
and also the relative arrival time of the post-cursor with respect 
to Sdiff (about 40 s at the most), as a function of azimuth. How-
ever, the synthetics are not able to reproduce the strong ampli-
tude reduction in the Sdiff phase at certain azimuths between 
46º and 60º (Figure 2.7.3a), nor the amplitude reduction in 
the post-cursor phase (Figure 2.7.3b).

In Figure 2.7.3b, the post-cursor is too weak at azimuths 
smaller than 48º, so these measurements are only possible for 
larger azimuths. The synthetics reproduce the trend of increas-
ing amplitude of the post-cursor at large azimuths, but the am-
plitude is slightly under-estimated compared to observed data. 
In Figure 2.7.3c, the travel time in 3D synthetics matches the 
general trend of both the Sdiff and the post-cursor phases with 
observed data. Some scatter in the travel time of post-cursors 
between 46º-48º azimuths may be due to the difficulty of mea-

suring the peak of post-cursors, including possible cycle slips.
On the other hand, Figure 2.7.4 indicates that after ad-

justing the focal mechanism, updated 3D synthetics have a clear 
Sdiff phase amplitude reduction as the azimuth increases, and a 
clear Sdiff phase amplitude reduction as the azimuth decreases, 
which can explain the trend in the observed data. This is also 
the case in 1D synthetics. However, the post-cursor synthetics 
at the large azimuth now have a slight time shift, which may be 
due to the uncertain geometry and location of the ULVZ.

Conclusions
The preferred model has been confirmed using the ampli-

tude and travel time variations of the main Sdiff phase and time 
delayed post-cursor for an event not previously used in Cottaar 
and Romanowicz (2012), but there are still some features in the 
data that the preferred model cannot explain well. Adjusting the 
focal mechanism of the earthquake source can help improve the 
fits for the amplitude variation with azimuth, but may degrade 
the travel times of the post-cursors. There is potential for fur-
ther constraining the shape and location of ULVZ by analyzing 
Sdiff phase data from new events in different locations, which 
can better cover the study area from all available directions.
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Introduction
Seismic tomography is currently evolving towards 3D earth 

models that satisfy full seismic waveforms at increasingly high 
frequencies thanks to the advent of powerful numerical meth-
ods such as the Spectral Element Method (SEM) and the drastic 
increase of computational resources. However, the production 
of such models requires handling complex misfit functions with 
more than one local minimum. Standard linearized inversion 
methods have two main drawbacks: 1) they produce models 
highly dependent on the starting model; 2) they do not pro-
vide a means of estimating true model uncertainties. Further-
more, current 3D SEM based models use as input either 1D, or 
smooth 3D models that include only the major known discon-
tinuities (e.g. Moho, 400 km, 660 km) and do not consider the 
presence of other sharp variations of the velocities with depth 
such as the Mid-Lithospheric discontinuity (MLD) and the 
Lithosphere-Astenosphere boundary (LAB). However, these is-
sues can be addressed with stochastic methods that can sample 
the space of possible solutions efficiently. Such methods are pro-
hibitively challenging computationally in 3D, but increasingly 
accessible in 1D. In this project, we directly tackle the non-lin-
earity of the inverse problem by using stochastic methods to 
construct a 3D starting model for SEM based tomography with 
a good estimate of the depths of the main layering interfaces. 
The procedure to carry out the starting 3D model is based on 
three main steps:

1.	 Regionalization of the study area to define provinces 
within which lateral variations are considered smooth; 

2.	 Construction of 1D models of Vs and of radial anisotro-
py (Xi) in each province as well as the corresponding error 
distribution using a joint inversion approach where high fre-
quency body waves are combined with long period Love and 
Rayleigh waves by updating a trans-dimensional stochastic 
inversion method (Bodin et al., 2014).

3.	 Merging of the models using data-driven smoothing op-
erators.

The patterns observed by applying the 1D stochastic inver-
sion at several stations deployed in the North American conti-
nent represent important observations themselves for describ-
ing lithospheric structures of the region and are the subject of 
two papers in preparation.

Regionalization of the NA Continent
We applied k-means cluster analysis to the SEMum global 

tomography model (Lekic and Romanowicz, 2011) in the range 
depth 50–350 km to separate the North America region in three 
main provinces (Oceanic, Transition, and Cratonic zone). The 
mean standard deviation of the velocity profiles in each prov-
ince is 0.05 km/s and the largest Euclidean norm between the 

average 1D profile of each region and the 1D models does not 
exceed 0.15 km/s. These values suggest that each macro region 
encloses 1D profiles that are very similar in the depth range 
considered and that a separation of North America in three ar-
eas is the minimum order of the cluster analysis that has to be 
applied to obtain a regional scale separation of the continent.

Construction of the 1D models
We calculated 1D Vs and radial anisotropy (Xi) profiles and 

posterior noise estimation at 24 stations deployed in the NA 
continent using an updated version of the trans-dimensional 
Markov-chain algorithm (Bodin et al., 2014). In this version we 
jointly invert three datasets:

1.	 Rayleigh and Love phase velocity profiles from 25 s to 
250 s, extracted from the global model of Ekstrom et al., 
(2011).

2.	 Rayleigh and Love group velocity profiles from 16 s 
to 150 s, extracted from the global model of Shapiro et al., 
(2002).

3.	 Averaged seismograms for calculating receiver functions 
using the cross-convolution method (Bodin et al., 2014).

Synthetic tests reproducing the real data conditions show 
that both data and inversion methods are suitable to properly 
estimate posterior errors, absolute velocity values, and sharp 
discontinuities down to 300 km.

Figure 2.8.2 reports two examples of these tests, one us-
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Figure 2.8.1: Separation of the North America continent in three 
macro-regions using the k-means cluster analysis technique. Each re-
gion is marked by a similar Vs profile in the range depth 50–350 km.
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ing only the surface wave data (Figure 2.8.2a,b,c) and anoth-
er one using the complete dataset (Figure 2.8.2d,e,f). With 
these tests we show that the contribution of the surface waves 
allows us to constrain the absolute velocity values in depth even 
when we impose a width centered on a prior model far from 
the true model used to calculate the dispersion curves. How-
ever, a good reconstruction of the discontinuities is obtained 
only when adding information provided by the body waves 
(Figure 2.8.2d,e,f). These results show that both data and 
inversion methods are suitable to properly estimate posterior 
errors, absolute velocity values, and sharp discontinuities down 
to 300–350 km. Figure 2.8.3 reports an example of three 1D 
Vs distributions obtained for three stations (one in each mac-
ro-region). The 1D profiles show the presence of several discon-
tinuities at different depths both in the crust and in the upper 
mantle.

Construction of the 3D Starting Model
The set of 1D radially anisotropic profiles allowed us to con-

struct a 3D starting model for the North American lithosphere. 
The 1D models have been regrouped in families following the 

separations in macro-regions carried out with the cluster analy-
sis. For each subregion, the 1D models have been averaged using 
a weighting function based on the posterior error distributions 
associated with each profile. Finally we connected the 1D pro-
files laterally using stochastic smoothing operators, to generate 
the 3D reference model. We are currently considering different 
strategies for adjusting the smoothing operators by simulating 
wave propagation through this model using a regional spectral 
element code (RegSEM, Cupillard et al., 2012) and confronting 
the predictions to a set of observed waveforms, summed over a 
collection of events.
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Figure 2.8.2: a,b,c) Test using group and phase velocities of Rayleigh and Love waves calculated in the period range of 16–250 s on a 1D Vs 
model with a radial anisotropic layer. a) posterior distribution of the Vs model, b) True Vs model, initial distribution of the prior, and recovered 
model, c) anisotropic layer (in black) and posterior distribution. d,e,f) Test using body wave, and group and phase velocities of Rayleigh and Love 
waves calculated on  a 1D Vs model with a radial anisotropic layer. d) posterior distribution of the Vs model, e) True Vs model, initial distribution 
of the prior, and recovered model, f) anisotropic layer (in black) and posterior distribution. 

Figure 2.8.3: Examples of 1D Vs profiles calculated at three stations 
using the experimental data. Each station is located in a macro-region 
in which the NA continent has been divided (Figure 2.8.1). 
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Introduction
Time domain P receiver function, as a source removing and 

receiver side isolating technique, has been widely used to study 
the earth’s interior structure in the past decade in global seis-
mology imaging. After the deconvolution of large seismic array 
data, it characterizes the receiver side P-to-S conversions pres-
ent within the coda of teleseismic P essentially.  In order to ex-
tract the tectonic information out of this travel time ensemble, 
many methods have been introduced to post process the receiv-
er function data. For example, the least-squares optimization 
and Mote Carlo inversion as in 1-D inversion, joint inversion 
with surface wave, common conversion point (CCP) stacking. 
Among all these methods,  CCP and the later post-stack depth 
mapping is widely used for  determining the geographic depth of 
the earth discontinuity. The basic idea for CCP depth mapping 
is that it implements the ray tracing and moveout correction 
for the incoming teleseismic plane wave based on a 1D earth 
reference model and it assumes a flat layer. This works well in 
mapping the reflectivity of relatively flat discontinuities, such as 
the Moho depth, the LAB depth etc., but it encounters difficulty 
when there are large heterogeneities and dipping layers,  such 
as the subduction plate in the upper mantle. The uncertainty 
goes to both the CCP procedure and the later migration proce-
dure, which can be as large as 20% in the 35 degree case (Ronde-
nay, 2009). Here we introduce our solution in this complicated 
case: a 3D Kirchoff pre-stack depth migration method, with the 
application to the P receiver function. By implementing our 
method, both the real earth’s 3D heterogeneity and the dipping 
interface can be accounted for. Also, this method is significant 
for its reduced computation time compared with the common 
pre-stack migration methods.

Method
Without doing the flat layer assumption and 1D moveo-

ut correction, we do the 3D ray tracing accounting for the 3D 
heterogeneity of the earth. It is done in the initial 3D model 
using the Fast Marching Method (FMM). FMM is a numeri-
cal method for solving boundary value problems for the trav-
el time Eikonal equation. Typically, the ray tracing problems 
transfer to solve the evolution of a closed curve as a function of 
time T with speed F(x) in the normal direction at a point x on 
the curve using an up-wind finite difference solver. Compared 
with the traditional shooting method, this curve tracing tool 
is much faster and more stable, which is fundamental for our 
migration scheme. Also, our ray tracing is done for each of the 
three components of P receiver functions, which are P wave 
from the source to the model grid, P wave from the source to 
the receiver and converted S wave from the model grid to the 
receiver. Once the FMM ray tracing procedure is finished, travel 
times for all the source-grid-receiver pairs have been restored in 
the three matrices respectively using the Kirchoff migration in 
the next step.

Figure 2.9.1 illustrates how Kirchoff migration works in 
our receiver function case. In the left image panel, the red line 
indicates the real position of the discontinuity. The semicircle is 
the migrated results in a 3D velocity model. This result is also 
called the impulse response of a process and is especially useful 
since a seismic section can be considered to consist of a series of 
spikes—the migrated reflectors will occur where the semicircles 
constructively interfere. Where the amplitude of the spikes on 
the input time section are distributed along a semicircle on the 
output migrated depth section is what is called the Kirchoff mi-
gration. Destructive interference will cancel out noise. Finally 
the discontinuity, which is real, comes out after the summation 
of the amplitudes along the semicircle and placing the summed 
amplitude at the apex. This form of migration formed the basis 
of the algorithms and is called diffraction summation, diffrac-
tion stack or more generally Kirchoff migration.

Another important process in our prestack migration scheme 
is the application of two weighting factors. One of which is for 
the factor of that we only use the radial component of P receiv-
er function and another weighting factor serves for eliminating 
the off-great-circle energy.

Synthetic testing results
Figure 2.9.2 shows some preliminary synthetic results of 

our receiver function depth mapping using the prestack Kir-
choff migration method, and is also compared with CCP depth 
mapping results. The first column shows the results of a flat lay-
er. We can see that in this case both methods perform well in 
imaging the 0 degree discontinuity. Also we notice that even in 
the 0 degree case, the prestack Kirchoff migration doesn’t have 
the multiples because the multiple energy stacked unconstruc-
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Figure 2.9.1: A diagram showing the principle of the receiver func-
tion Kirchoff migration method. The left panel is the result after one 
migration, the red line is the real position of the discontinuity, the 
semicircle is the waveform position of the PS receiver function spike 
after the migration procedure.



28

tively and has been canceled out. The second column shows the 
60 degree dipping layer case, the 3D Kirchoff migration per-
forms much better in imaging the position and the dipping an-
gle. The CCP depth mapping has underestimated the dipping 
angle, also the discontinuity is displayed as a wide band, which 
is not true. For comparison, the 3D FMM Kirchoff prestack mi-
gration has imaged the dipping layer at the right 60 degree angle 
and the right position. 

In conclusion, from the preliminary testing results, our 3D 
prestack Kirchoff migration of receiver functions has accounted 
for the 3D heterogeneity of the earth model and doesn’t make 
the 1D flat layer assumption. It has good performance in imag-

ing big angle dipping layers and has potential applications for 
subduction zone imaging.
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Figure 2.9.2: Comparison between the CCP depth mapping and 3D prestack Kirchoff migration of receiver function. Images in the left column 
are generated by CCP and the ones in the right are generated by prestack. The discontinuity in top two images are at 30 km with a 0 degree dipping 
layer and the one in the bottom two images has a 60 degree dipping layer.
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Introduction
In order to improve layered structure models of the upper 

mantle beneath individual seismic stations, a new method in-
volving a two step joint inversion of core refracted shear wave 
(SKS) splitting and receiver function (RF) data is currently be-
ing explored. This combination of seismic data results in a more 
robust structure model of the Canadian craton, and produces 
a probabilistic shear velocity (Vs) model acquired from RF 
data that incorporates azimuthal anisotropy from SKS splitting 
measurements. Our main focus involves resolving structure to 
a depth of up to 350 km beneath each seismic station, with an 
emphasis on layering around the lithosphere-asthenosphere 
boundary (LAB) and within the lithosphere itself. Knowledge 
of the structure around the LAB in cratonic regions will help 
improve the understanding of the formation of cratons and con-
tinents.

Methodology
Our inversion process utilizes a transdimensional Bayes-

ian method that incorporates a Markov Chain Monte Carlo 
(MCMC) scheme to create probabilistic models, where the de-
gree of layering, anisotropic strength and anisotropic direction 
are treated as unknowns.

Initially, our methodology involved a joint inversion of RF, 
surface wave dispersion (SWD) and SKS data that produced 
models of shear velocity and anisotropic parameters (strength 
and fast axis direction) in a single step. However, this proved 
to be a computationally expensive technique; the computation 
time was heavily improved by separating the process into two 
separate steps where the Vs model was first obtained by invert-
ing RF and SWD data, and then performing a subsequent inver-
sion for anisotropy. The latter step uses the acquired Vs model 
as a heavily constrained reference model, effectively limiting the 
second part of the inversion to solve for anisotropic parameters.

A joint inversion of RF, SWD and SKS data has proven to 
be advantageous; by combining different sets of data that are 
sensitive to sharp changes in shear velocity and anisotropy, 
we are able resolve finer structure with depth and distinguish 
both isotropic and anisotropic boundaries. Receiver functions 
are used to detect interfaces where seismic conversions occur 
(Ps and Sp), and thus expose sharp velocity changes which are 
necessary in constructing Vs models. SKS splitting data account 
for azimuthal anisotropic effects integrated over the mantle on 
the receiver side. Seismic anisotropy in the upper mantle is a 
product of past and present tectonic and mantle processes and 
their resultant deformation, and thus provides additional struc-
tural information. However, since SKS data relies on integration 
over the entire upper mantle, depth resolution for SKS data is 
poor. SWD data are included to improve resolution in the up-
per 250 km, where the LAB and the focus of our research are 
contained.

Results and Future Work
The full two step process has been applied to synthetic data, 

and the full joint inversion was able to be applied in a single step 
due to the relatively low computational cost. The final results 
of Vs, strength of anisotropy, and fast axis direction by layer 
are shown in Figure 2.10.1. This inversion combined three 
Ps RF traces and seven SKS traces, as well as SWD with periods 
of up to 250s. The true structural model contains five isotropic 
and two anisotropic layers, with anisotropic strength equal to 
4% and 6%, and the fast axis direction 45° and 60°, respectively. 
Figure 2.10.1 shows well resolved layering, shear velocities, 
and anisotropic parameters.

The first step of the inversion process has been applied to the 
permanent seismic station YKW3 from the Canadian National 
Seismograph Network (CN). YKW3 is located in Yellowknife, 
Northwest Territories and at the northern edge of the craton 
and provides archived seismic data through Incorporated Re-
search Institutions of Seismology (IRIS) from as early as 1994. 
Results from the first step of the inversion process are shown in 
Figure 2.10.2, where RF and SWD data were inverted to find 
the Vs model. In this case, one Ps RF trace and nine SKS traces 
were used, as well as SWD with periods of up to 150 s. The resul-
tant Vs model is currently being modified to use as a reference 
model in the second step of the joint inversion for real data.

Future work involves finishing the second part of the inver-
sion for data from YKW3. Steps will be taken to improve com-
putation time for real data and to further enhance our methods 
prior to applying this technique to other CN stations within the 
Canadian craton. Subsequent work can then be done in other 
cratonic regions across the world in order to better understand 
craton and continent formation on a global scale.
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Figure 2.10.1: Results of synthetic data for the full joint inversion, where red lines indicate the true models. From left to right: a) a probabilistic 
solution for a shear velocity structure model down to 250 km; b) strength of anistropy with depth, where the white line indicates the mean of the 
data; c) fast axis direction with depth; d) the probability of anisotropy within each layer. Note that the Vs model was allowed to be inverted for in 
this step, due to the relatively low computational cost. 

 
Figure 2.10.2: Results from the first step of the two step process for real data from station YKW3. From left to right: a) a probabilistic solution of 
the shear velocity structure model down to 350 km beneath the station, where white coloration indicates higher probability; b) a comparison of the 
single layer reference model to the average and maximum models; and c) the probability of the existence of a discontinuity.
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Introduction
The upper mantle discontinuities (primarily the 410 and the 

660) place important constraints on the temperature, composi-
tion and dynamics of the earth’s mantle. To image these discon-
tinuities, one effective data type is the SS precursors (Shearer, 
1991), which are shear waves reflected off the bottom of the 
discontinuities (Figure 2.11.1). A major advantage of the SS 
precursors, compared to other data types such as receiver func-
tions or triplications, is that they provide coverage for the vast 
oceanic areas where few seismic deployments are available. 

In recent years, with the improvement in the resolution of 
global mantle tomography (e.g. French et al., 2013), there has 
been an increasing demand for higher resolution images of 
mantle discontinuities as well, in order to examine possible cor-
relations between the two. However, several challenges have lim-
ited the spatial resolution of the discontinuity images retrieved 
from the SS precursors. First of all, the precursors are weak in 
amplitude (typically 5-10% of the SS main phase), often at or 
below noise level. Stacking is therefore necessary. In the past, 
common-midpoint (CMP) stacking over large geographic bins 
(radius of 10° or 5°) has been common (for a review, see Deuss, 
2009), which limits the resolution. Secondly, SS precursors suf-
fer from interference from other phases, such as the postcursors 
to Sdiff (or S at shorter distances) and the precursors to ScSScS. 
To circumvent this issue, several past studies have limited the 
epicentral distance of data selection to the “safe ranges”, for ex-
ample, 95-115° and 140-145°, although theoretically SS precur-
sors exist over the entire range of 80-160°. This has reduced the 
amount of available data by a significant fraction and may have 
led to loss of resolution. 

Recent deployment of the dense US Transportable Array 
(TA) has provided unprecedented opportunities to achieve 
higher resolution for SS precursor studies. To overcome the 
above-mentioned limitations, here we employ a new tool called 
the Local Slant-Stack Filters (LSSF), which seeks to maximize 

spatial resolution by exploiting the advantage of a dense array. 
We present images of the 410 and 660 topography for a vast area 
across the Pacific Ocean, and compare them to a recent high 
resolution global upper mantle shear wave tomography model, 
SEMum2 (French et al., 2013). 

Data and Method
We collect a dataset of SS precursors from 47 high quality 

events in the southwestern rim of the Pacific Ocean recorded 
by the TA between 01/2004 and 12/2013, with the following cri-
teria: 6.0 ≤ Mw ≤ 7.8, depth ≤ 75 km, 80° ≤ Δ ≤ 160°, which are 
consistent with previous SS precursor studies. The SS bounce 
points sampling area is shown in Figure 2.11.2. We look at 
the transverse component displacement seismograms filtered in 
15–75 s, and apply various quality control procedures. 

We then apply the LSSF filters to clean up these SS precur-
sor record sections. Briefly, the LSSF sweeps across time and 
space in a record section, and conducts a slowness decompo-
sition (slant stacking) in the vicinity of each point; then in the 
slowness domain, filters are designed to extract signals with a 
target slowness (or slowness range) and remove other signals 
with undesired slownesses as well as random noise. Readers are 
referred to Ventosa et al. (2012), Zheng et al. (2013) and Zheng 
(2014) for details. After the record sections are cleaned up, 
differential travel times between a precursor and the SS main 
phase are measured from each single trace, and then converted 
to the discontinuity depth at that bounce point. All the depth 
measurements are then combined to produce a map of discon-
tinuity topography for the entire study region. 

Results
Figure 2.11.3 shows a map of the 410 discontinuity depth. 

Overall the 410 does not show large topography. Several small-
scale warm anomalies are seen in the central and south Pacific 
(labeled A, B and C in Figure 2.11.3a), with variable size and 
strength. Interestingly, the locations of these anomalies coin-
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Figure 2.11.1: The ray paths of SS and its precursors. The SS precur-
sors are reflected shear waves off the bottom side of the discontinuities 
(e.g. the 410 and the 660) in the Earth’s upper mantle.

 
Figure 2.11.2: A map showing the SS precursor dataset used in this 
study.
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cide with a few low velocity columns penetrating the 410 dis-
continuity revealed by the tomography model SEMum2 (Figure 
2.11.3b and c). These low velocity columns can be explained 
as uprising hot mantle materials, which would have a “warm” 
signature on the 410 topography. It is remarkable that not only 
the locations, but also the horizontal extent and the magnitude 
of these three anomalies are in good agreement between the two 
maps. 

Figure 2.11.4 shows the 660 discontinuity topography. 
Overall the 660 has larger topography than the 410. It is de-
pressed in the subduction zones (colder) at the northwestern 
rim of the Pacific and uplifted in the oceanic regions (warm-
er), as previously observed. One striking feature is an area of 
extremely warm color to the east of Hawaii. This area is sam-
pled by three events in the dataset, and they all give consistent 
results. Cross sections of the whole mantle tomography model 

SEM_UCBwm (French and Romanowicz, 2014) plotted along 
and perpendicular to the SS ray path (Zheng, 2014) indicate 
that ray path of the S660S precursor grazes the eastern boundary 
of a prominent quasi vertical low velocity anomaly for a fairly 
long distance, whereas the paths of the S400S precursor and the 
SS phase travel through a high velocity anomaly above the low 
velocity body. This would predict a significantly longer SS-S660S 
and a normal SS-S410S differential travel time, or when convert-
ed from time to depth, an apparently normal 410 and a signifi-
cantly shallower 660, which agrees very well with the disconti-
nuity images here.

Conclusions
We present high resolution topography images of the 410 and 

660 discontinuities for a vast region across the Pacific Ocean 
measured from SS precursors. The high density US Transport-
able Array data combined with a new processing technique, 
namely the Local Slant Stack Filters (LSSF), have allowed for 
higher spatial resolution than previous studies. Sensible correla-
tions are observed between several fine-scale heterogeneities in 
our discontinuity images and corresponding anomalies in the 
mantle tomography model SEMum2.
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Figure 2.11.3: (a) A map of the 410 discontinuity topography for the 
study region. Warm colors represent longer SS-S410S differential travel 
time, or an apparently deeper 410, suggesting a warm anomaly if ex-
plained by temperature effect alone on olivine phase transformation. 
Cold colors respresent the contrary. (b) Top view and (c) side view of 
the tomography model SEMum2 (French et al., 2013). Low shear veloc-
ity anomalies (Vs reduction >2%) are shown in yellow. 

Figure 2.11.4: A map of the 660 discontinuity topography for the 
study region. The dashed oval outlines an anomalous area east of Ha-
waii, which shows significantly shorter SS-S660S differential travel times. 
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Introduction
It can be proven that if one had an unlimited number of 

sources, receivers, and an unlimited frequency band, one would 
be able to entirely describe an elastic medium from the displace-
ment of elastic waves propagating through it, and observed at its 
surface. However, in seismology there are a number of elements 
that limit the ability to image structure. Firstly, the seismic re-
cords are limited both in time and frequency, and the number 
of sources and receivers are limited. There are also a number 
of observational and theoretical errors that propagate into the 
recovered images. 

In recent years, advances in numerical methods such as the 
spectral element method have allowed us to model more ac-
curately the entire seismic wave-field. Numerically computed 
seismograms automatically contain the full seismic wavefield, 
including all body and surface wave phases as well as scattered 
waves generated by lateral variations of the model Earth prop-
erties. The accuracy of the numerical solutions and the exploita-
tion of complete waveform information result in tomographic 
images that are both more realistic and better resolved (French 
et al., 2013). 

However, computational time increases proportionally to the 
fourth power of frequency, and limits the frequency range of 
waveforms to relatively long periods (typically longer than 40 
or 50 s for global scale images). Hence the geological interpre-
tation of global tomographic models is limited, mainly due to 
two reasons:

1. Because the frequency range of global inversions remains 
limited, and because features smaller than the shortest wave-
length cannot be mapped, the constructed images are smooth 
and do not contain discontinuities that are crucial to under-
stand the structure and evolution of the earth.

2. The relations that link the true earth to the effective (and 
unrealistic) earth that is seen by long period waves are strongly 
non-linear and their inverse is highly non-unique. For example, 
it is difficult to quantitatively interpret the level of imaged an-
isotropy in tomographic models, as it may be the effect of either 
real local anisotropy or unmapped velocity gradients such as 
layering.

Down-scaling Smooth Models
As we have seen, a tomographic inversion of long period 

waves can only retrieve at best a smooth effective model (and 
less in the case of an incomplete data coverage). This smooth 
equivalent earth fits the long period data. However, It is not a 
simple spatial average of the true earth, but the result of highly 
non-linear “up-scaling” relations (Capdeville et al., 2010). We 
propose a novel approach to interpret tomographic images in 
terms of geological structures (discontinuities).  We call this in-
verse problem the inverse homogenization: for a given smooth 
1D profile extracted from a tomographic model, what are the 
possible fine scale (i.e., layered) models that are equivalent to 

this smooth 1D profile, i.e., that provide a similar data fit .
Although there is an infinite number of layered models that 

are equivalent to a smooth tomographic profile, these models 
share common features, and Bayesian statistics can be used to 
appraise this ensemble. In particular, a probabilistic approach 
allows us to quantify the trade-off between anisotropy and het-
erogeneity. Indeed, a smooth anisotropic model can either be 
explained by a large number of isotropic layers or by a few aniso-
tropic layers. To break this trade-off, and distinguish between 
real anisotropy and small-scale layering, higher frequency data 
sensitive to discontinuities, such as receiver functions, can be 
used to constrain the location of horizontal discontinuities.

As shown in Figure 2.12.1, we describe our layered models 
with a transdimensional parameterization (Bodin et al., 2014), 
where the number of layers, as well as the number of param-
eters per layer are free variables, i.e., unknown parameters In 
this way, the number of layers will be variable in the ensemble 
solution, as well as the number of parameters in each layer: 1 
for isotropic layers (VS) and 2 for anisotropic layers (VS and x).

A Probabilistic Seismic Model Under the 
North-American Craton 

We construct a 1D probabilistic seismic profile under North-
West Canada, by combining in a joint Bayesian inversion a 
full-waveform radially anisotropic tomographic profile (SE-
Mum2, French et al., 2013) with receiver functions. 

The goal here is to investigate the structure and history of the 
North American craton. At the same time, we explore whether 
lithospheric layering as seen by scattered body waves (receiv-
er functions) is compatible with the radial anisotropy imaged 

12	 Separating Intrinsic and Extrinsic Anisotropy
Thomas Bodin, Yann Capdeville, Barbara Romanowicz 

Figure 2.12.1: Adaptive parameterization used for the inverse ho-
mogenization. The number of layers as well as the number of parameter 
in each layer (one for isotropic layers, and two for anisotropic layers) 
are unknown in the inversion. This is illustrated here with three differ-
ent models with different parameterizations. The parameterization is 
itself an unknown to be inverted for during the inversion scheme. Of 
course, data can always be better fitted as one includes more parame-
ters in the model, but within a Bayesian formulation, preference will be 
given to simple models that explain observations with the least number 
of model parameters.  
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from global tomography. 
The solution is given by an ensemble of 1D models with 

variable number of layers, thicknesses, and elastic parameters. 
Figure 2.12.2A shows the marginal distribution for S-wave 
velocities as a function of depth, simply constructed from the 
density plot of the ensemble of models in the solution. Here a 
number of expected lithospheric discontinuities have been im-
aged, such as the mid-lithospheric discontinuity at 90 km and a 
sharp lithosphere-asthenosphere boundary at 200 km.

Since here we are interested in the relative contribution of 
layering to the observed anisotropy in SEMum2, we can look 
at the probability at each depth to have intrinsic anisotropy. For 
each model, each layer is either isotropic or anisotropic. There-
fore, at each depth, one can count the ratio of isotropic to aniso-
tropic layers in the ensemble of models. When no information is 
brought by the data (prior distribution), the probability to have 
anisotropy is 50%. However here, the probability is lower and 
around 20% across much of the depth profile. This implies that 
intrinsic anisotropy is not required to fit the smooth tomograph-
ic profile. In other words, the discontinuities required to fit the 
converted body waves may be enough to explain the anisotropy 
in the tomographic model. We view this as an important result, 
indicating that radial anisotropy (at least under cratons) should 
not be directly interpreted in tomographic models.

The third panel in Figure 2.12.2C shows the probability 
distribution for x at each depth. Note that, for a given depth, 

around 80% of models are isotropic with x = 1, and this dis-
tribution only represents the level of anisotropy in the 20% re-
maining models.
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Introduction
The fundamental geological structure, geodynamics, and 

rheology of the Tibetan Plateau have been debated for de-
cades. Two end-member models have been proposed: (1) the 
deformation of Tibet is broadly distributed and associated 
with ductile flow in the mantle and middle or lower crust, (2) 
the Tibetan Plateau formed during interactions between rig-
id lithospheric blocks with localized deformation along major 
faults. The nature and distribution of continental deformation 
is governed by the varying rheology of rocks and faults in the 
lithosphere. Insights into lithospheric rheology can be gained 
from observations of postseismic deformation, which represent 
the response of the Earth’s interior to coseismic stress changes. 
Here we use up to 2 years of interferometric synthetic aperture 
radar (InSAR) and GPS measurements to investigate postseis-
mic displacements following the 2008 Mw7.9 Wenchuan earth-
quake in eastern Tibet and probe the differences in rheological 
properties across the edge of the Plateau. We find that near-field 
displacements can be explained by shallow afterslip on the Be-
ichuan Fault (BCF), which is anti-correlated with the coseismic 
slip distribution. Far-field displacements cannot be explained 
with a homogeneous rheology, but instead require a visco-
elastic lower crust (from 45–60 km depth) beneath Tibet and 
a relatively strong Sichuan block. The inferred strong contrast 
in lithospheric rheologies between the Tibetan Plateau and the 
Sichuan Basin is consistent with models of ductile lower crust-
al flow that predict maximum topographic gradients across the 
Plateau margins where viscosity differences are greatest. 

Postseismic Deformation
A number of processes contribute to postseismic deforma-

tion. Afterslip is the continuous slip of the fault after the main-
shock and is often found to occur downdip of the fault rupture 
zone. We use a dislocation model in a layered Earth structure 
to investigate the afterslip distribution by inverting the geodet-
ic data. We modify the fault geometry proposed by Shen et al. 
(2009) and extend the fault depth to 65 km depth for afterslip at 
the downdip extension (Figure 2.13.1a). The afterslip occurs 
on both shallow and deep parts of the BCF that represent the fit 
to the near- and far-field displacements. 

We use a 3D finite element model (Huang et al., 2014) to 
construct a regional rheologic model composed of an elastic 
Tibet upper crust and Sichuan crust, a viscoelastic Tibet lower 
crust, and a viscoelastic upper mantle. We use the bi-viscous 
Burger’s rheology to represent the transient and steady state pe-
riods of the postseismic deformation. The Burger’s rheology is 
composed of a Maxwell fluid connected in series with a Kelvin 
solid to represent the steady state and transient viscosities. The 
best-fitting model involves a low-viscosity lower crust in Tibet 
between 45 and 60 km in depth.

Constraining Tibet’s Lithospheric Rheology
A Maxwell fluid with a constant viscosity fails to explain the 

postseismic displacement rate changes, and shows the need for 
a model in which the effective viscosity increases with time. The 
change of effective viscosity implies either transient rheology 
or stress-dependent power-law rheology or both. In this study, 
we try to distinguish the main mechanism that contributes to 
the postseismic displacements and the contrasting rheology be-
tween Tibet and Sichuan, and thus adopt a simple bi-viscous 
Burgers rheology. As the viscoelastic relaxation model can 
explain most of the early postseismic transients in the middle 
field, we can rule out afterslip as being the major cause of the 
initial rapid displacements. The best-fitting model predicts a 
transient viscosity (ηK) of 1017.9 Pa s and a steady-state vis-
cosity (ηM) of 1018 Pa s, whereas the Sichuan Basin block has a 
high-viscosity upper mantle (> 1020 Pa s) underlying an elastic 
35 km-thick crust

Models of Tibetan lower crustal channel flow predict that 
the Plateau margins are steepest where the viscosity of the sur-
rounding blocks are highest, and thus impede and divert the 
flow (Clark et al., 2005). These models predict the strongest 
viscosity contrasts with the Sichuan and Tarim Basin blocks (η 
= 1016–18 Pa s in a 15–20 km thick lower crustal layer versus 
~1020–21 Pa s in adjacent crust), where topographic gradients 
are greatest. Our preferred viscosity structure deduced from the 
postseismic deformation transients across the Longmen Shan is 
consistent with such contrasting lithospheric rheology and de-
formation between eastern Tibet and the Sichuan Basin.
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Figure 2.13.1: (a) Three-dimensional representation of eastern Tibet. The upper left map shows the Tibetan Plateau. The black and red arrows in 
the 3D block diagram are the co- and estimated first year postseismic GPS measurements. The detachment and deep faults are based on Shen et al. 
(2009). The coseismic slip is based on Huang et al. (2014). (b) Viscosity estimates of Tibet’s lower crust for different time scales. The rectangles 
represent the range of viscosity of the lower crust estimated using constraints for different time scales. The circles represent the initial effective 
viscosity of a Burgers-type rheology. The arrows above the rectangles indicate that the estimated viscosity represents a lower bound. The estimated 
value for the Sichuan block (green square) is for the mantle below 35 km depth.
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Introduction
The 1989 Mw 6.9 Loma Prieta earthquake provided the first 

opportunity to probe the crustal and upper mantle rheology in 
the San Francisco Bay Area since the 1906 Mw 7.9 San Fran-
cisco earthquake. Here we use geodetic observations including 
GPS and InSAR to characterize the 1989 Mw 6.9 Loma Prieta 
earthquake postseismic displacement from 1989.8 to 2013. 
Pre-earthquake deformation rates are constrained by nearly 20 
years of USGS trilateration measurements and removed from 
the postseismic measurements prior to the analysis. We observe 
1–4 mm/yr GPS horizontal displacement toward the Loma Pri-
eta epicenter, and ~2 mm/yr land subsidence in Almaden, Ca 
between 1992 and 2002 followed by ~1 mm/yr uplift until 2013. 
Insights into lithospheric rheology can be gained from observa-
tions of postseismic deformation, which represent the response 
of the earth’s interior to coseismic stress changes. We model 
the viscoelastic relaxation by assuming a viscoelastic 11 km-
thick lower crust below a 19 km-thick elastic upper crust, un-
derlain by a viscoelastic upper mantle. The best fitting model 
is composed of an elastic upper crust, a viscous lower crust (η 
= 1019 Pa s), and a bi-viscous upper mantle (ηM = 1018 Pa s; ηK = 
1017 Pa s), which is consistent with rheologic studies in southern 
California and models of the post-1906 relaxation. Repeating 
earthquake activities following the Loma Prieta event seem to 
correlate with surface displacement, both driven by the visco-
elastic relaxation from the upper mantle

The Postseismic Deformation
We mainly use GPS data collected by Segall et al. (2000) for 

the early period (1989.8–1998), and later period (1994–2013) 
data are obtained from USGS measurements (http://earth-
quake.usgs.gov/monitoring/gps) (Savage and Svarc, 2010). 
Figure 2.14.1a shows the GPS observed first 5 years, 5–10 
years, and 10–15 years postseismic deformation, after remov-
ing secular interseismic motion. For the first 5 years, the post-
seismic displacement (red arrows in Figure 2.14.1a) is gener-
ally less than 5 cm near the Loma Prieta earthquake area. The 
postseismic displacement after the first 5 years is significantly 
smaller (orange and blue arrows in Figure 2.14.1a). In addi-
tion, there is a change of direction in postseismic deformation 
after the first 5 years. Segall et al. (2000) estimated time-depen-
dent afterslip on the fault plane using GPS data collected be-
tween 1989.8 and 1998.3. They found that the afterslip dominat-
ed the postseismic deformation until 1994, which may explain 
the change of the direction in postseismic deformation 5 years 
after the main shock. 

Viscoelastic Relaxation 
We consider simple elastic coseismic dislocations to calculate 

the coseismic stress changes and the postseismic relaxation in a 
layered viscoelastic representation of the earth’s lithosphere to 
evaluate the inferred surface deformation. We assume Earth’s 
upper crust (0–19 km in depth) as elastic, and the lower crust 
(19–30 km) and upper mantle (below 30 km) are both viscoelas-
tic. We vary the viscosities of the lower crust and upper mantle 
between 1017 and 1020 Pa s. The bi-viscous upper mantle with 
transient (ηK) and steady-state (ηM) viscosities can allow for 
transient deformation following the Loma Prieta main shock. 
We calculate the misfit between the GPS time series and the pre-
dicted viscoelastic relaxation models to investigate the crustal 
and upper mantle rheology. Figure 2.14.1b and c show the 
fitting of predicted viscoelastic relaxation to early and late post-
seismic periods. We only calculate the misfit between 1994 and 
2007 in order to avoid the afterslip driven postseismic deforma-
tion between 1989.8 and 1994. The best fitting model (Figure 
2.14.1c) predicts a viscosity of the upper mantle that is about 
10 times lower than the lower crust. 

Our results show evidence that afterslip in the shallower por-
tion of the coseismic fault plane dominates the early (1989.8-
1994) Loma Prieta postseismic deformation. The postseismic 
deformation after 1994 resulted from the viscoelastic relaxation 
of the upper mantle and lower crust. The predicted upper man-
tle viscosity is ~1018 Pa s (Figure 2.14.1d), which is in good 
agreement with upper mantle rheology in southern California 
based on a similar approach.
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Figure 2.14.1:  (a) The arrows show the postseismc deformation of the Loma Prieta earthquake in different periods (red: 1989.8–1994; orange: 
1994–1999; blue: 1999–2004), and all of the measurements are relative to the average displacement of stations HAMI, MOCH, and OSO1. The red 
rectangles are the coseismic fault planes (Pollitz et al., 1998), and the black lines are the fault lines in the Bay Area. Note the change of amplitude 
and direction of the postseismic displacement in different periods. (b) Predicted viscoelastic relaxation in the first four years (1989.8–1994). The 
pink arrows are GPS displacement estimated based on the time series downloaded from the USGS website (http://earthquake.usgs.gov/mon-
itoring/gps) and Segall et al. (2000), and the white arrows are the viscoelastic model predictions. The background color represents the vertical 
displacement due to the viscoelastic relaxation. (c) Predicted viscoelastic relaxation between 1994 and 2007. Note the viscoelastic fitting to the later 
period is better than the early period, hence implying the early period may be dominated by afterslip, which agrees with Segall et al. (2000). (d) Left: 
The model fitting and the rheologic structure based on the best-fitting viscoelastic relaxation model. Right: The chi-square error distribution with 
different combinations of lower crust and upper mantle viscosities.
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Introduction
Viscoelastic postseismic deformation of the devastating 

Mw9.0 Tohoku earthquake has been recorded at more than 
1200 continuous Global Positioning System (GPS) and six GPS/
Acoustic (GPS/A) stations offshore (Figure 2.15.1). The high 
quality data in NE Japan provide a unique opportunity for us 
to better understand the three dimensional (3D) upper mantle 
rheology and distribution and evolution of the afterslip of the 
megathrust event.

In this work, we integrate the wealth of geodetic data from 
NE Japan and modeling experiences developed at other mar-
gins to investigate the effects of mantle rheology on postseismic 
deformation following the 2011 earthquake (Hu et al., 2014).

Finite Element Model
We use a 3D finite element model (FEM) that is able to in-

corporate the complex slab geometry and tectonic structure in 
the real Earth. The model shown in Figure 2.15.1 consists of 
an elastic upper plate, an elastic subducting plate, a viscoelas-
tic continental mantle wedge, and a viscoelastic oceanic upper 
mantle. Time-dependent, stress-driven afterslip of the fault is 
simulated by a 2 km-thick weak shear zone attached to the fault. 
Locked portions of the shear zone are outlined from historic 
asperities in NE Japan and 5 m coseismic slip contours of the 
2011 Earthquake (Hu et al., 2014). Reference rock properties of 
each tectonic unit are labeled in Figure 2.15.1. 

Bi-viscous Burger’s rheology (Bürgmann and Dresen, 2010) is 
assumed to represent the viscoelastic behavior of the rheological 
units. In this work, we assume that the transient Kelvin viscosity 
is one order of magnitude lower than the steady-state Maxwell 
viscosity. At shallow depths of the shear zone (≤50 km), the 
stead-state viscosity is constrained from repeating earthquakes 
(Uchida et al., 2013) and is 1017 Pa s. We vary the viscosity in the 
deep shear zone (1016–1020 Pa s), mantle wedge (1018–1021 Pa s) 
and oceanic mantle (1019–1022 Pa s) and construct hundreds of 
test models. We then calculate the total misfit for each test mod-
el for time windows of 6 months, 1 year, 1.5 years and 2 years. 
The minimal misfit is thus the preferred finite element model 
of NE Japan. 

Model Results
Out test models indicate that the viscosity of the deep shear 

zone may be traded-off by the mantle wedge viscosity (Figure 
2.15.2c). The range in the viscosities of the deep shear zone, 
mantle wedge and oceanic mantle are 1017–5×1018 Pa s, 7×1018–
5×1019 Pa s, and 5×1019–5×1020 Pa s (Figure 2.15.2). In the 
best-fit model, that is, the model of minimal misfit shown in 
Figure 2, viscosities of the deep shear zone, mantle wedge and 
oceanic mantle are 1018 Pa s, 1019 Pa s, and 1020 Pa s, respectively. 
The best-fit model successfully reproduces the first-order pat-
tern of the GPS observations both on land and offshore (Fig-

ure 2.15.3). Cumulative afterslip simulated in the weak shear 
zone is up to ~3.5 meters two years after the earthquake (Figure 
2.15.3a). The equivalent moment magnitude of the afterslip 
is 8.39.

We also study effects of the following second-order processes 
on the surface deformation. (1) We study poroelastic rebound 
in the top 6 km continental and top 16 km oceanic lithosphere 
(Figure 2.15.4a). (2) The lower crust beneath the arc may be 
weakened by fluids dehydrated from the subducting slab, and 
its viscosity is believed to be several orders of magnitude lower 
than that of the surrounding material (Figure 2.15.4b). (3) We 
include the elastic Philippine Sea (PHS) slab and a weak shear 
zone attached to the subducting PHS slab (Figure 2.15.4c). 
(4) We consider a 200 km-thick weak asthenosphere beneath 
the oceanic lithosphere (Figure 2.15.4d). Figure 2.15.4 il-
lustrates contributions to the viscoelastic postseismic deforma-
tion only due to these second-order processes above.
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Figure 2.15.1:  GPS observations (red arrows) in NE Japan and 
conceptual representation of the finite element model. m, hM, and hK 
are shear modulus, steady-state and transient viscosities, respectively. 
Poisson’s ratio is assumed to be 0.25 for the entire domain. Grey con-
tours are coseismic slip distribution (Iinuma et al., 2012).
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Figure 2.15.2: Systematic tests on the rheology of the deep shear zone, mantle wedge and oceanic mantle. (a) Misfit of the test models in terms of 
the steady-state viscosity in the rheological units. Each cube represent one test model. (b-d) Trade-off between the viscosities in two rheological 
units while the viscosity of the third unit is fixed. Color contours are total misfit and are the same as the line contours. 

 Figure 2.15.3: Comparison of GPS observations with the best-fit model two years after the earthquake. (a) Magenta and black arrows are GPS 
and model-predicted  displacements, respectively. Color contours are afterslip in meters simulated by the weak shear zone. (b) Red and blue arrows 
are modeled uplift and subsidence, respectively. Color contours are the observed vertical displacements. (c) Similar to (a), very-far-field displace-
ments.

 Figure 2.15.4:  Surface deformation due to second-order processes, such as poroelastic resbound in the top layer of the lithosphere (a), flu-
ids-weakened zone beneath the arc (b), afterslip in the subducting Philippine Sea slab (c), and weak asthenosphere beneath the oceanic lithosphere 
(d). Black arrows and color contours are horizontal and vertical displacements two years after the earthquake except in (a), respectively.
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Introduction
Contemporary geodetic technologies, such as continuous 

Global Positioning Systems (GPS) and Interferometric Syn-
thetic Aperture Radar (InSAR), allow for remote detection and 
characterization of ground surface displacements with sub-cen-
timeter precision and accuracy. These technologies are comple-
mentary with one another in that GPS allows real time tracking 
of a finite point while InSAR time series analyses allow wide-
spread surface deformation tracking, though still far from real 
time. 

This project combines GPS and InSAR for the temporal and 
spatial characterization of landslide deformation. Both meth-
ods have shown accelerated surface deformation as an effect of 
precipitation, though not in relation to recent seismic activity.  
These observations also suggest intra-slide deformation pat-
terns not previously measurable. Ultimately, both InSAR and 
GPS studies not only confirm strong correlation and sensitivity 
to periods of precipitation, but similar kinematic behavior and 
downslope sliding velocities of around 30 mm/year.

InSAR Time Series Analyses
A review of three independent InSAR time series analyses 

of landslides in the Berkeley Hills, from separate satellite ac-
quisitions and over different time intervals from 1992–2011 
shows remarkable consistency (Hilley et al., 2004, Quigley et al., 
2010, Giannico et al., 2011).   In each case, surface deformation 
showed a clear correlation to precipitation, with similar mean 
downslope velocities (approx. 30 mm/year) and periods of ac-
celeration during each wet season.  These studies also suggest 
observable internal deformation when each slide is divided 
into groups of coherently moving masses and different sections 
mobilize separately (Quigley et al., 2010, Cohen-Waeber et al., 
2013).

In Figure 2.16.1 (Top), the study of TerraSAR-X data ac-
quisitions from 2009–2011, (Giannico et al., 2011) utilizing the 
SqueeSARTM algorithm by Tele-Rilevamento Europa (Ferreti 
et al., 2011), confirms these displacement trends in different 
parts of the same landslide.  In this case, a significantly higher 
spatial resolution revealed that these slides are in fact moving as 
bodies of smaller coherent masses.  By differencing the average 
displacements of the top, middle and bottom of the landslides, 
a pattern of apparent extension then shortening with the pro-
gression of precipitation is visible, in what could be called an 
“accordion effect” (Cohen-Waeber et al., 2013). Figure 2.16.1 
(Bottom) illustrates early seasonal acceleration and deceleration 
of the lower landslide portions in contrast to the upper landslide 
portions.

Continuous GPS Tracking
To fully capture temporal landslide surface displacements, 

seven continuous GPS stations were installed on Lawrence 
Berkeley Laboratory (LBL) and Berkeley hills landslides, with 
data collection rates of 1 Hz for average daily solutions and 
20 Hz in case of seismic activity.  Each station is anchored on 
deep seated, reinforced concrete foundations and its measure-
ments differenced from a near-by stable monument to limit 
non-landslide displacements as tectonic activity, clay activity or 
atmospheric error.

Through three mild wet seasons (since January 2012), 
well-defined precipitation-triggered slope movement has been 
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Figure 2.16.1: (TOP) Average downslope range-change displace-
ment and (BOTTOM) differential of average downslope displacements 
from TRE SqueeSARTM analysis of TerraSAR-X data acquisitions 
(2009–2011) in areas of Blakemont Landslide, versus cumulative pre-
cipitation (right axes). 
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recorded from daily solutions, as shown through the displace-
ment time series of stations LRA1 and LRA2 (Figure 2.16.2, 
Top, Middle). While an apparent antenna oscillation can be at-
tributed to seasonal disturbance from surficial clay activity, the 
stations exhibit overall downslope displacements with similar 
average velocities as shown through the InSAR analyses. Fur-
thermore, differencing these two stations located on the same 
landslide captures a sense of internal deformation and suggests 
the same “accordion effect” (Figure 2.16.2, Bottom).

Preliminary Conclusions
InSAR and GPS have demonstrated here their capability to 

record and characterize landslide motions that otherwise would 
not have been observed with such level of detail. While both 
methods of observation have not yet been compared on one 
landslide over the same period, they are complementary. Over-
all, our observations from several studies have yielded similar 
precipitation triggered down-slope velocities, and comparable 
internal mechanisms, exhibiting progressive accordion-like 
downslope failure typical to slow moving flow slides.  Ultimate-
ly, tracking over longer periods will provide important insight 
on the triggering mechanisms and internal landslide behaviors 
described, including yet to be recorded seismically induced 
landslide motions.
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Introduction
The effort to increase the production of geothermal power 

by injection of fluid is often hampered by the concern over the 
induced seismicity which accompanies the geothermal opera-
tions. Changes in seismic wave velocities can act as a proxy to 
stress changes at a reservoir, providing information about the 
structural change due to fluid movement or natural tectonic 
events. Traditional observations from measuring repeating nat-
ural and active seismic sources are limited because the seismic 
sources are episodic. By apply the method of cross-correlating 
seismic noise between two receivers (Shapiro and Campillo, 
2004), we are able to retrieve Green’s functions which are highly 
sensitive to velocity changes as the waves are scattered back and 
forth throughout the medium enhancing the signal of time de-
lays due to a velocity change along their path. 

This ambient noise correlation technique has been applied to 
study temporal variations in crustal properties at several geo-
logical settings including the San Andreas Fault at Parkfield, CA 
and volcanoes (Brenguier et al., 2008a; Brenguier et al., 2008b). 
In this paper, we use a similar approach to study the tempo-
ral seismic variations at the Geysers Geothermal Field, CA, to-
wards understanding the controlling factors of the seismic ve-
locity variations and the mechanics of how stress changes at a 
geothermal environment.

Location
The Geysers in Northern California is one of the world’s larg-

est geothermal fields, with over 350 operating production and 
injection wells, and is also a very seismically active region.

In early 2012, the Northern California Earthquake Data 
Center (NCEDC), in collaboration with the Lawrence Berkeley 
National Laboratory (LBNL), the Berkeley Seismological Lab-
oratory (BSL), and the U.S. Geological Survey (USGS), began 
to collect continuous data at the Geysers using its BG network 
consisting of 30 short-period (4.5 Hz) geophones, translating 
into 435 possible combinations of station pairs with average dis-
tance between stations within 5 km (Figure 2.17.1). The dense 
seismic network at the Geysers provides a unique opportunity 
to conduct studies on ambient seismic noise monitoring. 

Methodology
For the analysis, we use the Rayleigh-dominant time series 

obtained from the vertical component of the continuous seismic 
record from March 16, 2012 to December 31, 2013 (656 days). 
To prepare the data, we remove the instrument response and 
mean, and apply a whitening procedure to broaden the frequen-
cy band of the ambient seismic data in cross-correlation and 
remove effects from noise sources with specific frequencies. The 

frequency range we use for the noise correlation is 0.5–0.9 Hz, 
which is sensitive to the reservoir depth (less than 3 km).

Before cross-correlation, we divide the records into short-
er, overlapping time windows as described in Seats, Lawrence, 
and Prieto (2012). After obtaining the hourly noise correlation 
functions, we further stack the time series using a time window 
of 1 day and subsequently 30-days, to be consistent with the 
temporal resolution of the geothermal operations data, which 
come in a monthly basis. Lastly, we apply the stretching method 
described in Wegler et al. (2009) to measure the relative seismic 
velocity shift (dv/v) between each daily Green’s function and the 
reference Green’s function.	

The expected dv/v value is very small (< 1%) hence stringent 
data quality control is necessary. First in the preparation stage, 
data with time gaps due to occasional telemetry dropouts are 
removed from the analysis. We review the power density spec-
tral plot for each station and reject stations with an unstable 
noise spectrum around 0.1–0.9 Hz. In the measurement phase, 
we only accept the dv/v measurement when the daily Green’s 
function and reference Green’s function show similarity with a 
coherence value above 0.8. Finally, we remove Green’s functions 
for pairs of stations in which one of them consistently produces 
a poor coherence value below 0.5.
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Figure 2.17.1: Map of the Geysers showing locations of the geo-
phones (triangles), active production (diamonds) and injection wells 
(circles), and M3.0+ earthquakes (stars) during the study region. Or-
ange and pink stars mark the location of M4.0+ earthquakes and its 
aftershocks on May 5, 2012 and March 14, 2013. For subsequent anal-
ysis, the study region is divided into four smaller areas, each consisting 
of 6–7 geophones. 
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Results 
The dv/v value for each area, namely A1, A2, A3 and A4 (see 

Figure 2.17.1), is estimated by taking the median of all the 
dv/v values obtained from each station pair within the marked 
area. Taking the median enhances the signal from a few com-
mon sources, which have effects that have spatial extent such as 
large earthquakes and fluid diffusion. This approach also mini-
mizes the effect from outlier measurements and possible effects 
from non-homogenous noise sources as the station pairs used 
span a wide range of azimuths.

Our result shows there is a strong anti-correlation (R = -0.61) 
between dv/v and fluid injection volume at Area A4 (Figure 
2.17.2). The correlation value with injection volume dimin-
ishes in order of A4, A3, A2 and A1, from south to north across 
the reservoir (see Table 2.17.1). 

Discussion
The strong negative correlation between dv/v and fluid injec-

tion volume at Area 4 may be showing the effect of fluid where 
an increase in injection volume introduces more fluid diffusing 
throughout the area, which reduces the shear modulus and in 
turn, the shear velocity. 

The varying correlation values across different areas may re-
sult from earthquakes, which damage the structure and affect 
the dv/v measurement. This effect is most pronounced at Area 2 
and Area 3 where there were few M4.0+ earthquakes during the 
study period (see Figure 2.17.1). 

In addition, Area A4 has a lower injection volume (1.4 x 
107 m3) compared to A2 and A3, yet shows the highest correla-
tion between dv/v and injection volume. It seems counterintu-
itive, as higher injection volume would reduce the shear mod-
ulus further. This observation may reflect the heterogeneity 
of structure across the Geysers, where there are different fluid 
saturation and permeability for each region, affecting how the 
injected fluid diffuses throughout the region and changes the 
shear modulus.

Our result indicates the potential of using ambient noise as 
independent observational data to retrieve information on tem-
poral seismic velocity changes at geothermal areas. This infor-
mation can be used to understand the change in the stress field 

and ultimately, the geomechanical status of the reservoir due to 
geothermal operations. 

Acknowledgements
This work is funded by the National Science Foundation un-

der the award number NSF, EAR-1053211. We also thank Ro-
land Gritto and Avinash Nayak for their insightful discussion. 
Waveform data, metadata, or data products for this study were 
accessed through the Northern California Earthquake Data 
Center (NCEDC), doi:10.7932/NCEDC.

References
Brenguier, F., Campillo, M., Hadziioannou, C., Shapiro, N. M., 

Nadeau, R. M., & Larose, E., Postseismic relaxation along the San An-
dreas fault at Parkfield from continuous seismological observations, 
Science, 321(5895), 1478-1481, 2008.

Brenguier, F., Shapiro, N. M., Campillo, M., Ferrazzini, V., Duputel, 
Z., Coutant, O., & Nercessian, A., Towards forecasting volcanic erup-
tions using seismic noise, Nature Geoscience, 1(2), 126-130, 2008.

Seats, K. J., Lawrence, J. F., & Prieto, G. A., Improved ambient 
noise correlation functions using Welch’s method, Geophysical Journal 
International, 188(2), 513-523, 2012.

Shapiro, N. M., Campillo, M., Stehly, L., & Ritzwoller, M. H., 
High-resolution surface-wave tomography from ambient seismic 
noise,Science, 307(5715), 1615-1618, 2005.

Wegler, U., Nakahara, H., Sens‐Schönfelder, C., Korn, M., & 
Shiomi, K., Sudden drop of seismic velocity after the 2004 Mw 6.6 
mid‐Niigata earthquake, Japan, observed with Passive Image Inter-
ferometry, Journal of Geophysical Research: Solid Earth (1978–2012), 
114(B6), 2009.

03/31/12 06/30/12 09/30/12 12/31/12 03/31/13 06/30/13 09/30/13 12/31/13

−0.4
−0.3
−0.2
−0.1

0
0.1
0.2
0.3
0.4
0.5

dv
/v

 (%
)

 

 

03/31/12 06/30/12 09/30/12 12/31/12 03/31/13 06/30/13 09/30/13 12/31/130

0.5

1

1.5

2
x 106

In
je

ct
io

n 
Vo

lu
m

e 
(m

3 )

 

 

A1
A2
A3
A4

A1
A2
A3
A4

03/31/12 06/30/12 09/30/12 12/31/12 03/31/13 06/30/13 09/30/13 12/31/13

−0.5

0

0.5

dv
/v

 (%
)

03/31/12 06/30/12 09/30/12 12/31/12 03/31/13 06/30/13 09/30/13 12/31/13
0

5

10x 105

In
je

ct
io

n 
vo

lu
m

e 
(m

3 )

A4

 

 

Injection volume
dv/v

(a) (b)

75%

25%

Median

 
Figure 2.17.2: (a) Graph shows the strong correlation between median dv/v and injection volume over ~21 months at Area 4 (A4). Gray shade 
shows the interquartile range of the daily dv/v measurement. Dashed lines indicates the onset times of the M 3+ eartquakes that occurred at Area 
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Area Correlation with 
Injection Volume

Total Injection 
volume (m3)

# of M3.0+ 
Earthquakes

A1 0.1356 6.8E+06 0
A2 -0.1147 3.1E+07 16
A3 -0.3500 2.2E+07 10
A4 -0.6109 1.4E+07 5

Table 1.  Table shows overall correlation value of the dv/v measurement 
with injection volume and the number of M3.0+ earthquakes during 
the study period for each enclosed area. 
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Introduction
Deep drilling projects and induced seismicity suggest that 

much of the earth’s crust—even deep in continental interi-
ors—is near critically stressed and prone to fail after small 
(<1 MPa) stress changes (e.g., Zoback and Harjes, 1997). It has 
been suggested that stresses due to hydrologic loading from 
rain and snow (e.g., Heki, 2003), changes in pore fluid pressure 
(e.g., Hainzl et al., 2006), solid earth tides (e.g., Knott, 1897), 
and thermally induced stresses due to thermal expansion (e.g., 
Hainzl et al., 2013) may produce stresses sufficient to generate 
earthquakes. Because many of these stresses are periodic or 
quasi-periodic, periodicity in seismicity may be widespread and 
provide insight into how earthquakes nucleate. 

Periodic modulation of earthquakes has been observed in the 
High Himalaya in Nepal (Bollinger et al., 2007; Bettinelli et al., 
2008; Ader and Avouac, 2013), the San Andreas fault near Park-
field, CA (Christiansen et al., 2007; Ben-Zion and Allam, 2013; 
Amos et al., 2014), Mt. Hochstaufen in Germany (Hainzl, 2006; 
2013), mountains in Japan (Heki, 2003), and some hydrother-
mal systems (Saar and Manga, 2003; Christiansen et al., 2005; 
Braunmiller et al., 2013, Rydelek et al., 1988; Gao et al., 2000; 
Wilcock, 2001.) Unlike past studies which focused on seismicity 
over small areas, we examine apparently similar modulation in 
seismicity from 1991–2013 throughout an ~100,000 km2 area 
including the Tibetan Plateau, Altyn Tagh, Tarim Basin, and 
Tien Shan. This diversity of tectonic and climatic setting allows 
us to assess different mechanisms and statistical tests.

Data
We analyze earthquakes between 20o and 60o N and between 

105o and 70o E from two catalogs: the Annual Bulletin of Chi-
nese Earthquakes (ABCE) 1991 to 2005 (n=22,513) and the 
China Earthquake Networks Center Catalog (CENC) 2006 to 
2013 (n=5,162.) We also compare background seismicity in the 
ABCE catalog to repeating earthquakes in the ABCE catalog 
(n=2,379) as identified by Schaff and Richards (2011). Using the 
Gutenberg-Richter relationship between earthquake occurrence 
and magnitude we assess catalog completeness for 1991-2005 
and 2009–2013 after the 2008 Mw 7.9 Wenchuan earthquake 
and aftershock sequence. Although both seismic catalogs are 
incomplete for Mw < 5 the catalog completeness does not change 
seasonally, meaning that the seasonal modulation we observe is 
not simply due changes in station coverage and, therefore, both 
catalogs are used in whole. 

We use three methods to see if the seasonal modulation is 
observable in background seismicity or only in foreshocks and 
aftershocks. First, we compare seismicity to a global catalog of 
Mw > 8 and a local catalog of Mw > 7. We also test two declus-
tering methods. The Reasenberg (1985) method identifies the 
likelihood that earthquakes are related in a spatial-temporal 
window based on Omori’s Law. In contrast the stochastic ep-
idemic-type aftershock sequence (ETAS) declustering method 

of Zhuang et al. (2002) calculates the likelihood that each earth-
quake is a background event. 

Results and Discussion
Seismicity in the Tibetan Plateau and surrounding areas sug-

gests seasonal modulation (Figure 2.18.1). This seasonality 
is only visible in the shallowest earthquakes (< 5 km) making 
hydrologic loading, pore fluid pressure changes, and thermal 
elastic expansion all plausible causes (Figure 2.18.2). 

We use three tests to quantify the statistical significance of 
the seasonal modulation. The most common test, the Schuster 
test (Schuster, 1897), calculates a p-value for one frequency at 
a time comparing the observed correlation with the likelihood 
of the correlation appearing wholly by chance. We also use a 
novel multi-frequential approach (Dutilleul, 2001), which finds 
the frequencies that add together to best fit the time series. This 
approach could allow us to identify different mechanisms as 
different frequencies. Finally, we use a simple analysis of vari-
ance test (ANOVA), which calculates the statistical difference 
between the mean seismicity of different seasons. All of these 
approaches show statistically significant ~12 month periods for 
both declustered and complete catalogs. The phase of this peri-
od varies spatially (Figure 2.18.1b and c) and the amplitude 
changes significantly year to year.

We show that loading on either side of the Plateau is signifi-
cant (Figure 2.18.1a) and that seismicity correlates with peak 
hydrological loading determined from GRACE gravity-change 
measurements (Figure 2.18.1b and c). If surface loading is 
the primary mechanism for modulating seismicity, it should 
suppress thrust and strike-slip faulting and therefore nega-
tively correlate with nearby seismicity. In contrast, if normal 
faults dominate or if pore fluid pressures rather than loading 
modulate seismicity, nearby seismicity will positively correlate 
with GRACE data. In the future we hope to further explore the 
spatial variation in seasonality and fault type and compare the 
potential contributions of earth tides, pore fluid pressures, and 
thermoelastic expansion. 
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Figure 2.18.1a: Map of average annual change in mass storage in water equivalent thickness from GRACE satellites (http://grace.jpl.nasa.
gov/data/). This shows over 1 m of annual loading along the foot of the Himalaya and almost 1 m along the western and northern edge of the 
Tibetan Plateau; b and c) Map of correlation coefficient comparing the monthly earthquake time series (1991–2005) in the white boxes to monthly 
GRACE loading data (2002–2013.) b shows the region where peak water storage in the fall corresponds with peak seismicity in the fall while c) 
shows where peak water storage in the spring corresponds with peak seismicity in the spring.
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Introduction
Earthquake-induced hydrological changes have been doc-

umented for thousands of years. These include: liquefaction, 
formation of new springs, disappearance of previous active 
springs, changes in stream and spring discharge, changes in 
the properties of groundwater such as geochemistry, tempera-
ture and changes in the activities of mud volcanoes and geysers 
(Manga and Wang, 2007). Understanding the origin of hydro-
logical response may provide unique insight into the interaction 
between hydrogeologic and tectonic processes at scales in space 
and time that may help us understand the long term evolution 
of groundwater flows. However, instrumental records of these 
changes have become available only in the last several decades. 
And many of the previous studies use water level data from 
wells constructed in unconsolidated sediments (Roeloffs, 1998; 
Wang, 2001), only a few studies are based on measurements 
in hard rocks. Furthermore, identifying the dominant mecha-
nism(s) for observed responses is often difficult because obser-
vations are limited to a single earthquake. Comparison of re-
sponses to multiple earthquakes with similar focal mechanisms 
occurring on the same fault zone may thus be useful for testing 
hypotheses. An ideal case is provided by the occurrence of the 
large (Mw6.6) Lushan earthquake on April 20, 2013, in Sichuan, 
China, nearly five years after the devastating Mw7.9 Wenchuan 
earthquake. The two earthquakes have the same thrust focal 
mechanism (Figure 2.19.1) and occurred on the same fault 
(the Longmenshan fault). Both earthquakes caused large hy-
drological changes. The similarity of focal mechanisms and the 
abundance of hydrological responses provide an excellent op-
portunity for testing the proposed mechanisms for hydrological 
responses. Here, we report the documented co-seismic hydro-
logical changes following the two earthquakes. We then analyze 
and compare the co-seismic response, which allows us to assess 
mechanisms responsible for the hydrological changes. 

Data and Analysis 
Groundwater level and liquefaction data were collected after 

the two earthquakes in the near- to intermediate-field. In to-
tal, 12 groundwater wells were selected, with epicenter distanc-
es between 95 to 525 km to the Wenchuan epicenter and 29 to 
442 km to the Lushan epicenter (Figure 2.19.1). Water level 
declined in wells on both sides of the Longmenshan fault (#1, 
#2, #4) and Huayingshan fault (#6, #7, #8, and #9), which is par-
allel to the Longmenshan fault. Water levels rose in wells along 
the strike of the Longmenshan fault, #3, #5, #11 and #12. For 
the Lushan earthquake, 9 of the 12 wells show co-seismic water 
level changes. Wells #1, #2 and #12 show no co-seismic changes 
in water level. Comparing the water level changes for the two 
earthquakes, only wells #3, #4,#5, #6, and #7 show the same sign 
of co-seismic changes, while wells #8, #9, and #11 have opposite 

sign of water level changes. Well #10, which did not respond to 
the Wenchuan earthquake, showed a rise in water level follow-
ing the Lushan earthquake. There is no clear relationship with 
the epicenter distance or the response amplitude, both in the 
near-field and in the intermediate-field (Shi et al., 2014). 

Widespread liquefaction phenomena occurred in the Sich-
uan basin, covering an area 500 km in length and 200 km in 
width (Figure 2.19.1). For the Lushan earthquake, on the oth-
er hand, liquefaction only occurred near river terraces and allu-
vial flats along the Shuangshi-Dachuan fault, and the reported 
liquefaction phenomena occurred within 20 km of the epicenter 
(reported by Institute of Geology, CEA).The maximum distance 
from the epicenter of the major liquefaction features for the 
Wenchuan earthquake is about 210 km, about 10 times great-
er than the maximum distance of liquefaction for the Lushan 
earthquake. Using an empirical scaling relation from Wang 
(2007), we find that the minimum seismic energy density to 
trigger liquefaction in the Wenchuan earthquake is about 1.4 J/
m3, but is 20 times greater (~30 J/m3) in the Lushan earthquake.

Mechanisms of the Hydrological Responses
Two mechanisms are usually used to explain water level 

changes in the consolidated rock: (1) Co-seismic static strain; 
(2) Permeability enhancement. We begin by evaluating the 
mechanism of co-seismic static strain by comparing the ob-
served water level changes with those predicted by the dislo-
cation model. Only the directions of changes in water level are 
consistent with the strain field in Wenchuan earthquake, and 
the predicted magnitudes of co-seismic water level changes are 
much smaller than was observed in both earthquakes. This in-
dicates that the co-seismic strain model may not be the domi-
nant mechanism causing water level changes both in near- and 
intermediate-field. However, the mechanism of permeability 
changes maybe responsible for the water level changes. The 
mechanism of permeability enhancement predicts a statistical-
ly random sign of the water level changes if a sufficiently large 
number of observations are available (Wang and Chia, 2008), 
consistent with our data. The analyses of tidal response to the 
Wenchuan earthquake in some near-field wells also show per-
meability enhancement following the Wenchuan earthquake 
(Lai et al., 2013). Thus the hypothesis of permeability changes 
induced by dynamic stress produced by seismic waves may be 
valid not only in the intermediate-field, but also in the near-field. 
The maximum distance to liquefaction sites for the Wenchuan 
earthquake is about 10 times larger than Lushan earthquake, 
while the minimum seismic energy density required to trigger 
liquefaction is only 1/20 of that in the latter. This suggests either 
that the occurrence of liquefaction is more sensitive to low seis-
mic frequencies or that the Wenchuan earthquake changed the 
sensitivity of unconsolidated materials, and properties had not 
completely recovered during the five year interval between the 
two earthquakes. 

19	 Comparison of Hydrological Responses to the Wenchuan and Lushan 
Earthquake

Zheming Shi, Michael Manga, Chi-Yuen Wang



50

Acknowledgements
This research is supported by the US National Science Foun-

dation. Zheming thanks the financial support from the China 
Scholarship Council.

References
Manga, M., Wang, C-Y., Earthquake hydrology In: Treatise on 

geophysics (ed. G S). Amsterdam, Elsevier, 4, 293-320, 2007.
Lai, G. J., Ge, H. K., Xue, L., Brodsky, E. E., Huang, F. Q., Wang, 

W. L., Tidal response variation and recovery following the Wenchuan 
earthquake from water level data of multiple wells in the near field. 
Tectonophysics, 619-620, 115-122, 2014.

Roeloffs, E. A., Persistent water level changes in a well near 
Parkfield, California, due to local and distant earthquake. Journal of 
Geophysical Research, 103, 868-889, 1998.

Shi, Z. M., Wang, G. C., Wang, C-Y., Manga, M., Liu, C. L. Com-
parison of hydrological responses to the Wenchuan and Lushan earth-
quakes. Earth and Planetary Science Letters, 391, 193-200, 2014.

Wang C-Y.,Coseismic hydrologic response of an alluvial fan to the 
1999 Chi-Chi earthquake, Taiwan. Geology, 29,831-834.2001.

Wang C-Y.,Liquefaction beyond the Near Field. Seismological 
Research Letters, 78,512-517, 2007.

Wang C-Y & Chia Y., Mechanism of water level changes during 
earthquakes: Near field versus intermediate field. Geophysical Research 
Letters, 35,L12402, 2008.

 
Figure 2.19.1: Geological setting, locations of groundwater monitoring wells (blue triangles) and epicenters of the Wenchuan (Mw 7.9) and the 
Lushan (Mw 6.6) earthquakes. Beach balls show the low hemisphere projection of the focal mechanism. The red lines represent faults. The yellow 
and red circles express the liquefaction phenomena that occurred following the Wenchuan and Lushan earthquake, respectively.
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Introduction
The relationship between stress perturbations and the ad-

vancement or suppression of future earthquakes is an ongo-
ing area of research in active tectonics. Studies of earthquake 
triggering provide insight into the state of stress on a fault and 
the conditions prior to and during an earthquake nucleation 
sequence. Static triggering results from the elastic deformation 
and stress changes due to slip on a fault during an earthquake. 
In the near-field, a static stress transfer of ~0.1 MPa has been 
shown to influence regional earthquake activity by promoting 
or suppressing earthquakes (Stein, 1999). In the far-field; i.e., at 
distances where static stress changes are negligible, studies of 
dynamic triggering examine the effects of a stress pulse on criti-
cally stressed faults and the subsequent change in seismic activ-
ity (Freed, 2005). Dynamic triggering refers to changes in earth-
quake activity due to the transient stress perturbation during 
the passage of seismic waves. Separating the effects of static vs. 
dynamic stress changes is necessary to advance the understand-
ing of global earthquake interaction (Felzer and Brodsky, 2005; 
Richards-Dinger et al., 2010; van der Elst and Brodsky, 2010) and 
requires investigating seismicity more than 2–3 rupture lengths 
from the mainshock.

Beyond the traditional aftershock zone, the largest transient 
stress perturbation from a remote earthquake occurs during the 
passage of the surface waves. Surface waves are capable of in-
stantly triggering low magnitude earthquakes (M<5), as well as 
non-volcanic tremor, and sometimes increasing activity in the 
subsequent days to weeks after the seismic waves have passed 
(Hill et al., 1993; Pankow et al., 2004). Rarely observed is the 
immediate triggering of M>5.0 earthquakes beyond the after-
shock zone (Parsons and Velasco, 2011),  which suggests that 
larger-magnitude events are not susceptible to transient stress 
changes (Parsons et al., 2012). Recent observations of large 
magnitude earthquakes (M>8) promoting M>5.5 aftershocks in 
the far-field has prompted seismologists to continue the investi-
gation into dynamic stresses and the relationship to earthquake 
nucleation (Gomberg and Sherrod, 2014; Pollitz et al., 2012). 

In this study we examine global seismicity of M≥5.5 events 
in the months following the passage of large-amplitude sur-
face waves in regions beyond the aftershock zone. Our goal is 
to investigate the triggering potential of M≥7.5 and a possible 
threshold for triggering M>5.5 events. This study develops a 
systematic method that examines all M>7.5 events in 35 years 
using the Global Centroid Moment Tensor catalog (http://www.
globalcmt.org/) establishing global earthquake rates following 
the largest events. The techniques of this study allow us to char-
acterize enhanced or suppressed activity following a stress per-
turbation and to consider the activity related to different fault 
mechanisms of either mainshocks or trigger candidates.

20	 Establishing the Magnitude Threshold of Dynamically Triggered Earthquakes
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Exclude 2.5 Fault Length
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Figure 2.20.1: The region of elevated strain is indicated in the figure 
for two separate mainshocks. The importance of scaling the magnitudes 
is shown by the extent of large-amplitude surface waves for two events 
that cover very different regions of the globe. Shaded regions indicate 
the area for event selection before and after each mainshock. The exclu-
sion zone is a radial region spanning 2.5 fault lengths from the main-
shock and is shown in white. The distal limit is scaled to the magnitude 
using the estimated seismic wave amplitude relative to the maximum 
strain threshold. The top figure indicates the region for a M7.6, with an 
exclusion zone of 230 km and selecting events out to a radial distance of 
3600 km. The bottom figure is showing a M7.9, with an exclusion zone 
of 500 km and selecting all events to a radial distance of 5900km.

http://www.globalcmt.org/
http://www.globalcmt.org/
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Summary
This study incorporates only far-field seismic activity follow-

ing M≥7.5 mainshocks using all M≥5.5 events in the catalog. 
Our method builds on the results by Parsons and Velasco (2011) 
that indicate no increase in 5<M<7 events following M≥7 main-
shocks beyond 1000 km. We study the triggering potential by 
separating M≥7.5 mainshocks by fault mechanism and develop 
a rate curve using a two-day moving average. The rate curve 
for each mainshock is then stacked and normalized by the total 
number of mainshocks. Our method is scaled spatially, using a 
region of elevated strain that is unique to each mainshock and 
determined using empirical wave amplitudes (Figure 2.20.1). 
This allows us to consider only far-field activity occurring in 
regions that are dynamically strained during the passage of seis-
mic waves. We adopt a threshold of ≥0.1 µstrains that is previ-
ously shown to trigger activity in seismically active areas (Peng 
et al., 2010; Pollitz et al., 2012; van der Elst and Brodsky, 2010) to 
define the region of interest in this study.

T﻿he results shown in Figure 2.20.2 represent the stacked 
rate curves for four M≥8.0 strike-slip events. This curve ex-
cludes the 2012 M8.6 east-Indian Ocean event that produced 
a 10 day increase in global earthquake activity of M≥5.5 events 
(Pollitz et al., 2012). We remove the event, which is also the larg-
est strike-slip event on record, in order to establish the trigger-
ing potential of other large-magnitude strike-slip earthquakes. 
A rate increase above the 95% confidence interval is observed 
following time zero but additional pulses of activity are present 
at other points in time.  Using this approach, we are continuing 
to examine far-field earthquake activity for different mecha-
nisms and magnitude thresholds. The initial findings indicate 
that dynamic triggering of M≥5.5 events is only observed fol-
lowing the very largest; i.e., M≥8.5, earthquakes on record. 
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Figure 2.20.2: The rate curve shown is determined using four M≥8.0 
strike-slip earthquakes between 1977–2012 for ±100 days. Time zero is 
relative to the mainshock origin time and the events per day is normal-
ized by the total number of mainshocks. The red rate curve includes 
the M8.6 2012 east-Indian Ocean that Pollitz et al. (2012) find to excite 
global activity in the 10 days following the event. The black curve omits 
the M8.6 events and does not indicate a strong pulse of activity after the 
mainshock. This initial result indicates that triggering of M≥5.5 events 
is only observed following the largest evetns on record.
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Introduction
The timing of earthquake nucleation processes and the ini-

tiation of slip on a fault is an ongoing area of research in active 
tectonics. Slip occurs on critically stressed faults when the ac-
cumulation of elastic stress exceeds the frictional strength. The 
effect of transient stress perturbations and their correlation with 
increased seismic activity can be studied through observations 
of dynamically triggered earthquakes induced by the passage 
of long-period surface waves (Brodsky and van der Elst, 2014). 
Previous studies conclude that surface waves are capable of in-
stantly triggering low-magnitude earthquakes (M<5), as well 
as non-volcanic tremor, and sometimes results in increased ac-
tivity in the subsequent days to weeks after the seismic waves 
have passed (Gomberg et al., 2004; Hill et al., 1993; Peng et al., 
2010). The absence of M>5.0 dynamically triggered earthquakes 
in these observations appears to suggest that these larger events 
are not susceptible to transient stress changes (Parsons et al., 
2012). This finding would negate a ‘normal’ Gutenberg-Richter 
scaling relationship for dynamically triggered earthquakes, if 
only low magnitude events are triggered by transient stresses.

On April 11, 2012 a complex intraplate seismic sequence 
occurred in the east Indian Ocean offshore from Sumatra re-
sulting in a M8.6 event that ruptured 500 km on a series of con-
jugate faults and is the largest strike-slip event recorded with 
modern instrumentation (Meng et al., 2012). No tsunami or 
massive destruction occurred but the global rate of large magni-
tude events (M>5.5) significantly increased for 10-days (Pollitz 
et al., 2012). The triggered events were located in the regions 
of highest transient stains during the surface wave train (Pollitz 
et al., 2012). This study is interested in the local activity pre-
ceding and following the M8.6 east-Indian Ocean earthquake 
near the nucleation site of some of the dynamically triggered 
M>5.5 earthquakes. This initial study focuses on the M7.0 event 
that occurred in the Gulf of California, Baja, California, Mexico 
(BC). The BC earthquake sequence consists of a M6.0 followed 
nine minutes later by a M7.0 and was preceded by the passage 
of surface waves from three remote large events. Our goal is to 
establish a record of activity around the time of the transient 
stress perturbation.

Data and Methods
The data used for this study are earthquake catalogs and seis-

mic waveforms. The catalog data was obtained from the Ser-
vicio Sismológico Nacional de Mexico (SSN). As reported by 
Pollitz et al. (2012), no precursory increase in local activity is 
observed in the SSN catalog in the months prior to the M7.0 
(Figure 2.21.1). To enhance the catalog record we utilize 
data recorded by a broadband network operated by Centro de 
Investigación Cientíca y de Educación Superior de Ensenada 
(CICESE). We obtained waveform records from April 5–15, 

2012 for the analysis. The seismometers chosen are restricted to 
the stations nearest to the M7.0 event and we focus on the low 
magnitude events not contained in the catalog. The waveform 
data was analyzed for unreported earthquakes using a matched 
filter detection technique during the seven days before the M7.0 
(van der Elst et al., 2013). The templates were selected from the 
aftershocks and by visual inspection of the daily records pre-
ceding the M7.0 for unreported events. We observe 94 micro-
seismic events in the period examined (Figure 2.21.2). Due to 
the limited observations of these small events, we estimate the 
location using the S-P arrival times and first motions. The mag-
nitude is scale by amplitude and calibrated using aftershocks 
listed in the SSN catalog. 

Summary
This effort did not produce evidence of immediate triggering 

during the passage of surface waves from the east-Indian Ocean 
earthquake. The BC analysis does reveal a cascade of microseis-
mic events occurring six hours before the M7.0. The initiation 
of the foreshock sequence correlates in time with the passage 
of surface waves from a M6.7 earthquake located 1500 km SE 
in the Michoacán trench (Figure 2.21.3). The surface waves 
from the M8.6 east Indian Ocean and the M6.7 Michoácan 
earthquakes result in a dynamic stress perturbation of ~3 kPa 
and ~1 kPa, respectively. Stress changes of this order are shown 

21	 Evidence For a Triggered Foreshock Sequence Prior to the 2012 M7.0 Baja, 
CA Earthquake 
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Figure 2.21.1: Gulf of California cumulative seismicity in the sur-
rounding 300 km of the M7.0. Time zero is relative to the arrival of the 
M8.6 east Indian Ocean surface waves. The region is seismically quite 
prior to this event.
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to excite tremor and microseismic events in geothermal regions 
and plate boundaries (Peng et al., 2010). 

The BC events are located on a transverse fault in a transten-
sional stress field along the North America—Pacific plate 
boundary. The initial interpretation is that the M6.0 and M7.0 
earthquakes were dynamically triggered by teleseismic waves. 
The microseismic events are evident for six hours following the 
arrival of the Michoacán earthquake surface waves and cascade 
up to the cataloged foreshocks and the M7.0 event. The lack 
of microseismic activity initiating with the M8.6 east-Indian 
Ocean surface waves does not exclude the importance of this 
occurrence. The offshore location combined with the distance 
to the nearest station at ~45 km, with most observations only 
at the BAHB station, may not fully capture all the seismic ac-
tivity on the fault. The amplitude and duration of the transient 
stress may have induced fluid migration or damaged friction-
al contacts along the fault which may promote eventual failure 
(Brodsky, 2003; Parsons, 2005). Additional observation of simi-
lar events using will be required to enhance the signal in future 
studies and resolve the changes in seismic activity prior to the 
nucleation of a potentially triggered large-magnitude event.
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Figure 2.21.2: Map of Gulf of California indicating location of M6.0 
and M7.0 events using http://www.globalcmt.org/ moment tensor solu-
tions. Red and blue markers indicate the location of activity observed at 
the BAHB station. Additional stations are located >125 km from the area 
of activity with a low signal to noise ratio that limits observation of small 
events. Eight events were observed in the five days preceding the east 
Indian Ocean teleseismic surface waves (see Figure 2.21.3). No activity 
was observed during the first passage of the teleseismic surface waves.
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Figure 2.21.3: Local earthquakes with magnitude estimates observed 
before the M7.0 earthquake. The magnitude is calculated using a lo-
cal magnitude method based on the maximum displacement for each 
event and calibrated with cataloged aftershocks. Gray lines indicate the 
surface waves arrival times of the east Indian Ocean (22 hours before 
M7.0) and Michoacán (6 hours before M7.0) earthquakes. No increase 
in activity is observed following the passage of the Indian Ocean sur-
face waves. The increase is observed after the Michoacán, MX event 
located 1600 km to the southeast
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Introduction
The Calaveras fault in the Eastern San Francisco Bay Area 

lies near major urban areas in the San Francisco Bay region, 
including San Jose, Fremont, and the cities of the San Ramon 
Valley corridor, and it has the potential to cause significant loss 
of life and property damage. Since 1850, there have been 13 
earthquakes of ML 5 or greater on or near the Calaveras fault. 
Monitoring of the fault with GPS, creepmeter, gravity, magnet-
ic and seismic data suggests a connection to the Hayward fault 
with active creep along much of the fault trace. Investigation 
of the distribution of seismicity along the fault reveals that in 
regions where ML > 5 earthquakes occur, little seismicity above 
ML 1.4 is found and that pre-mainshock and aftershock micro-
seismicity patterns are similar (Oppenheimer et al., 1990). This 
spatial and temporal variability in creep and seismic behavior of 
the fault suggest that the situation at depth is significantly more 
complicated than a single locked/creeping region, leading to a 
time-dependent hazard for the Bay Area

Geodetic measurements of surface deformation provide in-
formation about the nature of elastic strain accumulation near 
seismogenic faults, their locking depth and slip rates, and vari-
ations of those parameters in space and time due to time-de-
pendent processes.  However, the inference of these properties 
on fault zones at depth requires various modeling assumptions 
that are sometimes not well constrained. A primary objective of 
this project is to help addresses the seismic potential and natu-
ral hazard presented by the Calaveras fault in the Eastern San 
Francisco Bay Area by providing additional constraints on the 
spatial and temporal distribution of inferred deep fault slip us-
ing repeating earthquakes.

Repeating Quakes on the Calaveras
Owing to their occurrence within the fault zone itself, repeat-

ing earthquakes provide more direct information on the geom-
etry and time-variability of creep on faults at depth, and for the 
more complex situation expected within the deep Calaveras 
fault zone, the addition of repeating earthquake information 
should help constrain estimates of deep fault strain accumula-
tion significantly. With this in mind, we compiled a catalog of 
characteristically repeating earthquakes (CREs) on the Calav-
eras fault over an ~ 29.5 year period along an ~85 km long fault 
section with spatio-temporal coverage that includes the hypo-
centers of the 1984 Morgan Hill Mw6.2 and 2007 Alum Rock 
Mw5.2 earthquakes (Figure 2.22.1).

Survey of Deep Slip Rate from Repeaters
One interesting feature of the spatial distribution of the re-

peating sequences is that a fairly large number occur on what 
Manaker et al. (2005) call the Alum Rock seismic trend just 
SW of the Alum Rock earthquake (ellipse in Figure 2.22.1). 
A survey view of the repeater inferred slip information for the 

entire study segment is shown in Figure 2.22.2. Between -10 
to 15 km NW, an initially high and decreasing rate of accumu-
lating slip beginning in 1984 corresponds to the post-seismic 
slip response of the Calaveras to the 1984 Morgan Hill M6.2 
earthquake (hypocenter at 13 km NW). The Alum Rock trend 
of repeaters appears as the southwest splay between 20 to 30 km 
NW in map view.  As this study progresses, it will be interesting 
to see what kind of slip behavior this and other secondary struc-
tures have. We will also look at a number of cross-sections of 
the relocated repeating and non-repeating seismicity stepping 
along the fault to further illuminate other structural discontinu-
ities and how deep fault slip is partitioned on these structures.  

This information will also be combined with InSAR, GPS 
and other diverse geodetic datasets to provide improved con-
straints for a kinematic model of the variability of interseismic 
creep on the Calaveras fault. The goals of the modeling effort 
are to better delineate creeping zones on the Calaveras fault and 
their rates through time, to detect previously unknown tran-
sient slip events and to better characterize known events, such 
as postseismic slip following the 2007 Alum Rock earthquake.
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Figure 2.22.1. Locations of 236 repeating earthquake sequences 
(green/gray circles) identified in the Calaveras fault search area (box-
es). 1024 repeated events belonging to these sequences were identifed 
between January 1, 1984 and May 31, 2013. Locations are based on the 
Double-Difference Real Time catalog (Waldhauser and Schaff, 2008; 
Waldhauser, 2009). Background seismicity > M2.0 are also shown 
(grey points). 2007 Alum Rock Mw5.2 and 1984 Morgan Hill Mw6.2 are 
stars labeled AR and MH, respectively. Hollister, CA and XSJB creep 
meter near San Juan Baustista, CA are squares labeled HOL and XSJB, 
respectively. Location of Alum Rock Seismic trend is indicated by el-
lipse containing AR location. The small open circle in center of search 
area corresponds to 0 km NW in Figure 2.22.2.
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Northern California Earthquake Data Center (NCEDC) at the 
Berkeley Seismological Laboratory (BSL).
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Figure 2.22.2: Top: Along fault, cumulative slip contours taken every 0.2 years since the beginning of 1984, smoothed over 15 sequences and 
stepped every 1 sequence along strike. The brown color shows the cumulative slip assuming a 1.5 cm/yr rate for the 29.414 year period. The yellow 
circles are M>4.5 earthquakes plotted at along fault locations and cumulative slip-time. Middle: Along fault locations of REQ sequences colored by 
average slip rate over the entire study period (scale at bottom). The Large black circles are M>4.5 events corresponding to the yellow circles at top. 
Bottom: Same as middle but in along fault depth section. The large circles located at 13 km NW in each panel corresponds to the 1984 Morgan Hill 
M6.2 earthquake hypocenter.
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Introduction
The connection between the strength of tectonic faults and 

earthquake rupture is central to studies of the physics of earth-
quakes. Earthquake stress drop is one of the source parameters 
for the earthquake rupture process that can be obtained from 
observed waveforms. The resultant stress drop could reflect the 
state of stress and the strength of the rocks in which the faulting 
occurs. To investigate spatial variations of fault strength along 
the Hayward fault (HF), California, we perform a finite-fault 
modeling for M 3+ HF earthquakes to obtain the spatial het-
erogeneity of stress drop within rupture area. We here summa-
rize the slip distributions for the recent two M~3 Orinda earth-
quakes (Figure 2.23.1). The first Orinda earthquake (OR13-1) 
with a Mw of 3.0 occurred on October 7, 2013 at a depth of about 
7 km. Subsequently, on October 15, the Mw 3.2 Orinda earth-
quake (OR13-2) occurred ~400 m southeast of the first Mw 3.0 
Orinda earthquake. Our finite-fault source modeling reveals 
that the 2013 Mw 3.2 Orinda earthquake has a complex rupture 
process.

Hayward Fault Network
We make use of borehole seismograms from the Hayward 

Fault Network (HFN) to determine the slip models for M 3+ HF 
earthquakes. The HFN is an array of borehole instrumentation 
deployed along the HF, with the aim of improving monitoring 
of spatiotemporal evolution of microseismicity. The HFN was 
initially deployed with 10 borehole stations in 1995-1996 with 
a collaborative effort between the Berkeley Seismological Lab-
oratory and U.S. Geological Survey. The 22 borehole stations 
are currently operational, which provide an unprecedented 
high-resolution coverage of the earthquake source study for HF 
earthquakes (Figure 2.23.1). 

The stations are typically equipped with three-component 

short-period geophones (the natural frequency is either 2.0 Hz 
or 4.5 Hz) and accelerometers at a depth of 30–200 m. The seis-
mic data are sampled at up to 500 Hz, although the majority 
of data used are sampled at 100 Hz. The seismic data has been 
archived at the Northern California Earthquake Data Center 
(NCEDC). All waveforms used in this study were extracted 
from the NCEDC. 

Moment Rate Function
We employ an empirical Green’s function (eGf) deconvolu-

tion approach to extract the moment rate function (MRF) for 
the two M~3 Orinda earthquakes (Mori and Hartzell, 1990). We 
find that the resulting MRFs of the 2013 Mw 3.2 Orinda earth-
quake display two clear peaks that suggest a radiation complex-
ity in the rupture process. By using waveforms from different 
eGf events, we confirm that these two peaks on MRFs are not 
due to a choice of eGf events. To further explore the complexity 
of the 2013 Mw 3.2 Orinda earthquake, we plot the MRFs with 
the directivity parameter G (e.g., Ammon et al., 2006) based on 
the equation, Gi = cos(fi - fr)/c where fi and fr are the azimuth of 
the i-th station from the epicenter and the rupture direction, re-
spectively; c is the phase velocity. As shown in Figure 2.23.2, 
the second pulse appears to shift systematically to later times 
with an increase of the azimuth (i.e., negative G) relative to the 
direction 331°N (parallel to the strike of HF) with a phase ve-
locity of 3.40 km/s. The linear moveout of the second pulse sug-
gests two distinct subevents involved in the rupture process and 
the two subevents are aligned along an azimuth of 331°N. 

 Finite-Fault Inversion 
Following Dreger (1994), we invert the MRFs to obtain the 

spatial distribution of fault slip. In the inversion, we define the 
fault surface as a single 1 km x 1 km plane and divide it into 961 
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Figure 2.23.1: (a) Map view of HF seismicity in 1990–2013. Blue 
traiangles are the HFN borehole staions. Gray dots are the locations 
of background earthquakes from Waldhaser and Schaff (2008). Also 
shown are the locations of M 3+ earhquakes (open ciecles). (b) En-
larged veiw of HF seismicity near Berkeley defined by the dashed-black 
rectangle shown by Figure 2.23.1a.

 
Figure 2.23.2: (a) MRFs for the 2013 Mw 3.2 Orinda earthquake plot-
ted as a function of directivity parameter G, assuming rupture azimuth 
(fr) at 331°N with phase velocity of 3.4 km/s. A positive value of G indi-
cates station azimuth along the rupture direction. Black dots indicate 
the peaks of the second pulse on indivisual MRFs. (b) Two MRFs from 
stations at positive and negative G illustrate the increase of differential 
time between the two pulses with G.
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32 x 32 m subfaults. We employ a non-negative least-squares 
algorithm of Lawson and Hanson (1974) and apply a spatial 
smoothing with a constant smoothing factor.

The slip distribution of the 2013 Mw 3.2 Orinda earthquake 
shows two distinct subevents (Figure 2.23.3). The first sub-
event (subevent A) located near the hypocenter of this earth-
quake (depth of 6.6 km) and the other subevent (subevent B) 
located about 100 m northwest from the hypocenter at a depth 
of 6.2 km. The peak slips of the subevents A and B are 4 cm 
and 2 cm, respectively. With a grid-search approach, we find 
that a combination of rise time of 0.02 s and rupture velocity 
of 2.55 km/s provides the maximum variance reduction (96%) 
for the 2013 Mw 3.2 Orinda earthquake. The static stress drop 
is determined by using a method introduced by Ripperger and 
Mai (2004). The peak static stress drops for subevents A and B 
are determined to be 18 MPa and 10 MPa, respectively. Our fi-
nite-fault inversion suggests a strong spatial small-scale hetero-
geneity of the strength of fault within the 2013 Mw 3.2 Orinda 
earthquake rupture area.

In contrast, the slip distribution of the 2013 Mw 3.0 Orinda 
earthquake is characterized by failure of a single 0.05 km2 asper-
ity with a maximum slip of 4 cm (Figure 2.23.4). The high slip 
area is located immediately down-dip from the hypocenter. The 
maximum and median stress drops are estimated to be 22 MPa 
and 8 MPa, respectively. We identify an optimal combination of 
rise time = 0.015 and rupture velocity = 3.05 km/s for the 2013 
Mw 3.0 Orinda earthquake. 

Interestingly, our finite-fault inversion shows that the fault 
rupture also propagated up-dip slip toward the hypocenter of 
the 2013 Mw 3.2 Orinda earthquake. This result suggests a trig-
gering of the 2013 Mw 3.2 Orinda earthquake by the static stress 
change imparted by the 2013 Mw 3.0 Orinda earthquake. 
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Figure 2.23.3: Finite-fault inversion result for the 2013 Mw 3.2 Orin-
da earthquake. (a) Map view of the target event (star) and the bore-
hole stations (triangles). (b) Example waveforms for the target and 
eGf earthquakes. (c) Observed (black lines) and synthetic (red lines) 
MRFs. (d) Slip and (e) stress drop distributions. The variance reduction 
obtained for this inversion is 96%. 

 
Figure 2.23.4: Same as Figure 2.23.3 except for the 2013 Mw 3.0 
Orinda earthquake. Red star in Figure 2.23.4e is the hypocenter of 
the 2013 Mw 3.2 Orinda earthquake that occurred eight days after the 
2013 Mw 3.0 Orinda earthquake. The variance reduction is 96% for this 
inversion.
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Introduction
 Understanding the mechanics of the subduction of cold oce-

anic lithosphere is crucial to the theory of plate tectonics and 
subduction zone seismogenesis. The locked zone between the 
subducting and overriding plates host the planet’s largest earth-
quakes, including all of the recorded events of moment mag-
nitude 9.0 or larger. These thrust events have been extensively 
studied, however a significant portion of subduction zone events 
are intraplate events, which occur within, rather than along the 
boundary of, the subducting slab. These intraplate earthquakes 
are frequent and often damaging events that pose a large seis-
mic hazard to large populations along convergent boundaries 
across the globe. In general, we have a limited understanding of 
the processes producing these events due to the complexity and 
heterogeneity of their spatial and temporal distributions. 

 Most earthquakes deeper than 40 km are located within the 
subducting plate itself and form two inclined planes of seis-
micity separated by approximately 35 km, which delineate the 
plate curvature as it subducts into the surrounding mantle. The 
presence of these double seismic zones at intermediate depths 
complicate our understanding of subduction zone seismogen-
esis and requires an understanding of local sources of stresses. 
We expect that the large-scale tectonic processes such as slab-
pull would create down-dip extensional stresses from the nega-
tive buoyancy from the sinking of the cold oceanic lithosphere, 
however Hasagawa et al. (1978) found that beneath Tohoku the 
earthquake focal mechanisms of the upper plane reflect down-
dip compressional stresses, while the lower plane events are as-
sociated with down-dip extensional stresses. 

In this study we examine the temporal changes of intraplate 
earthquake activity following the 2011 Mw 9.0 Tohoku-oki 
earthquake. Due to the large rupture area and displacement 
of the Mw 9.0 thrust event, we expect that the stress chang-
es within the slab from the coseismic displacement and post-
seismic changes in stressing rate due to mantle relaxation and 
afterslip  could be comparable with those from slab pull and  
bending. Consequently, we examine if the intermediate-depth 
earthquakes down plate from the locked region reflect the stress 
change from the slab decoupling and corresponding postseis-
mic processes. Specifically we expect that earthquake activity in 
the upper plane of the Tohoku region, which is largely down dip 
compressional, would be promoted, while the earthquake ac-
tivity in the lower plane, which is largely down-dip extensional 
would be suppressed, relative to their pre-Tohoku-Oki earth-
quake levels. Capitalizing on insights into the large-scale and 
long-term behavior of deformation in subduction zones using 
models of thin sheets, we quantify the effect of slab bending on 
subduction zone seismogenesis. We combine laboratory-based 
rheological models, precise estimates of slab shape from relo-
cated earthquake hypocenters, estimates of the state of stress 
in the plate from intraplate focal mechanisms, and response to 

the 2011 Tohoku-Oki earthquake to provide constraints and in-
sights for intraplate subduction zone seismogenesis.

Tohoku State of Stress
The seminal work of Isacks and Molnar (1969) showed that 

intraplate earthquakes can by used to infer the large-scale stress-
es within the subducting slab and observed that below 300 km 
depth events are dominated by down-dip compression, where-
as from 70–300 km depth the events are dominated by down-
dip extension. These tensional events are thought to reflect the 
stresses associated with the negative buoyancy of the sinking 
plate, and the ability of the lithosphere to coherently transmit 
stresses.

 However, the presence of double seismic zones and spa-
tial heterogeneity complicate this simple picture, and require 
the regional stresses from slab bending and lateral variations 
to play a large role in the processes producing these events. In 
addition, observed temporal changes in intraplate earthquake 
activity associated with the coupling and uncoupling of the sub-
ducting lithosphere in the regions of large thrust events suggest 
that these stresses are comparable to the stresses associated with 
bending, unbending and slab-pull (Ammon, 2008). Further, the 
depth-dependent nature of the upper plane requires that the 
equilibrium thermal structure of the slab is also a controlling 

24	 Temporal Variations of Intraslab Earthquake Activity Following the 2011 
Tohoku-Oki Earthquake
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Figure 2.24.1: Map Overview of Study Area. The large orange circle 
shows the location of the 2011 Mw 9.0 Tohoku-Oki earthquake hypo-
center. The green line shows the location of the Japan trench, and the 
colored circles show the location of events used in this analysis. The 
grey circles represent the transect hypocenters not included in the tem-
poral analysis.
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factor in subduction zone seismogenesis (Kita et al., 2010).
Previous studies have proposed models that suggest several 

mechanisms controlling the large-scale stress regimes generat-
ed during the subduction process (Lay et al., 1989). The static 
stress field is associated with the large-scale stresses generated 
by bending, unbending, thermal equilibrium, and slab pull, 
with a superimposed dynamic stress field generated by the cou-
pling and uncoupling of the subduction thrust separating the 
oceanic lithosphere and the overriding continental plate. This 
model was examined globally by Lay et al. (1989), but they were 
unable to determine with confidence the validity of this model 
due to insufficient data and the complexity of the intermedi-
ate-depth events. However, they were able to conclude qualita-
tively that intermediate depth events exhibit a strong temporal 
nature associated with large thrust events, in which the region 
may undergo a transition from down dip extensional to down-
dip compressional stresses.

In order to resolve the contributions of the multiple mech-
anisms to the state of stress in the subducting slab we will ex-
amine the temporal variation of the intermediate earthquake 
activity in the Tohoku region following the 2011 Tohoku-Oki 
earthquake. Specifically, we hope to  parse out the role of each 
of the following processes in the generation of the stress regimes 
inferred from the earthquake focal mechanisms: bending, slab-
pull, dynamic coupling and postseismic processes. We utilize 
earthquake hypocenters from the JMA catalog, which utilizes 
a dense seismic network completed in 2002 that includes over 
1200 stations and records approximately 105 events per year. 

We test whether the Tohoku-Oki 9.0 thrust event promot-
ed compressional events and suppressed extensional events at 
intermediate depths by examining how the relative number of 
events in the contractional upper plane and extensional lower 
plane of the Tohoku double seismic zone change before and af-
ter the thrust event. It is important to examine the ratio rath-
er than the absolute number of extensional and compressional 
events due to the overall increase in seismicity following the Mw 
9.0 event. 

We find that following the Tohoku-Oki earthquake, the ratio 
of the number of events in the compressional upper plane to 
the extensional lower plane increased by a factor of three to five 
as shown in Figure 2.24.3. The spatial distribution of these 
events before and after the earthquake show that almost all ac-
tivity in the extensional lower plane ceases close to the rupture 
zone, whereas the same region of the compressional upper plane 
remains seismically active. We conclude that the response of the 
seismicity at intermediate depths to the compressional stresses 
from the Tohoku-Oki earthquake are consistent with the con-
ceptual model presented by Lay et al. (1989). In future work we 
hope to quantify and model the stress changes from the Tohoku 
earthquake and its postseismic relaxation, which will allow us 
to put absolute constraints on the pre-earthquake stress levels 
in the subducting slab.
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Figure 2.24.2: A histogram showing the earthquake rate in the up-
per plane (blue) and the lower plane (green) versus time for the To-
hoku-Oki study area events show in blue in Figure 2.24.1. 

 
Figure 2.24.3: In order to test for a systematic bias following the To-
hoku-Oki Earthquake we plot the activity ratio versus time plots for 
three regions. The color of the curves corespond to the events shown 
in Figure 2.24.1.
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Introduction
The formation of a large sinkhole at the Napoleonville salt 

dome (NSD), Assumption Parish, Louisiana (Figure 2.25.1) 
in August, 2012 was accompanied by a rich sequence of com-
plex seismic events. Preliminary investigations suggest that the 
possible collapse of the sidewall of a plugged and abandoned 
brine cavern, Oxy Geismar 3, might be a potential cause of the 
sinkhole. It has been hypothesized that the collapse fractured 
to the surface, creating a disturbed rock zone, which provides 
a pathway for formation fluids, natural gas and crude oil from 
deeper strata that are now accumulating in the sinkhole and the 
surrounding aquifer. Application of GRiD MT to 24 hours of data during August 

1–2, 2012 (just before the appearance of the sinkhole) with a 
71% VR detection threshold reveals 71 events with magnitudes 
MW 0.8 to 1.9. Their locations are well constrained to the west-
ern edge of the salt dome, close to the sinkhole, at an approxi-
mate depth of ~420 m, which is much shallower than the roof 
of the cavern at 1.0 km (Figure 2.25.2). The MW distribution 
of ~1100 events detected during an extended period of time 
doesn’t follow the Gutenberg Richter relationship and shows 
distinct absence of larger magnitude events indicating a struc-
tural limit on size of the source. 

25	 Moment Tensor Inversion of Seismic Events and Tremor-Tilt Observations 
Associated with the Sinkhole at Napoleonville Salt Dome, Louisiana
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Figure 2.25.1: Google Earth Image (dated March 12, 2013) shows the 
study region at the western edge of NSD, with 1000 ft and 10,000 ft con-
tours indicated by white lines, locations of the five USGS broadband 
stations (white triangles), approximate location of the Oxy Geismar 3 
cavern (white square), and an average point location of the sinkhole 
(white balloon).

Moment Tensor Inversion
We investigate source mechanisms of these seismic events, 

represented by a general point source centroid seismic moment 
tensor (MT). We use data recorded by a temporary network of 
broadband seismometers deployed by the U.S. Geological Sur-
vey (USGS). Because of uncertainties in hypocenters estimat-
ed from travel-times and large number of seismic events, we 
employ a grid-search approach, GRiD MT (Kawakatsu, 1998), 
which continuously scans the seismic wavefield and performs 
MT inversions of low frequency displacement waveforms (caus-
al 0.1-0.2 Hz 4-pole Butterworth filter) assuming a discrete 3D 
grid of point sources. For a given time window of data, the 
source location and MT solution which give the best Variance 
Reduction (VR) is inferred to be the true seismic source. Green’s 
functions are computed using frequency-wavenumber integra-
tion software FKRPROG using two separate 1D velocity models 
for the salt dome and the surrounding sediment sequence.

 
Figure 2.25.2: Source depth and MW distribution. Red and blue lines 
are Gutenberg Richter relationships for various ‘a’ and ‘b’ values.

 
Figure 2.25.3: NSS of event TE1 on the Hudson source-type plot, 
major theoretical source-types (black crosses), tensile cracks in various 
media and full MT solution of event TE1 (white star). White circle is 
the source-type corresponding to the maximum VR recovered by NSS 
(VRMAX). The inset shows distribution of 71 events of the seismic se-
quence (white ‘+’ signs) in source-type space.

The MT solutions are comprised of large (66-92%) isotropic 
volume-increase components, and can be interpreted as a N-NE 
striking steeply dipping tensile crack in a high Poisson ratio 
(0.43) medium coupled with a normal-style double couple. For 
one representative event, TE1, the volume-increase component 
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is found to be statistically significant using an F-test and stable 
with respect to: (1) velocity models and stations used, (2) first 
motion polarities, and (3) uncertainties in GRiD MT location 
and MT elements. In the network sensitivity solution (NSS) of 
Figure 2.25.3, MT solutions that produce best fits (>80% VR) 
are tightly clustered in a region between theoretical explosions 
and tensile cracks, quite far away from theoretical deviatoric 
mechanisms and expected closing crack mechanisms, which 
produce fits only up to 50-75% VR. For further details on MT 
analysis of this sequence and a complete list of references, read-
ers are referred to Nayak and Dreger (2014).

We believe that the events in this study are caused by 
high-pressure flow of natural gas or water-gas mixture through 
voids in the disturbed rock zone or pre-existing zones of weak-
nesses like fractures or faults at the edge of the salt dome by 
volumetric expansion or tensile failure mechanisms similar to 
those observed in geothermal and volcanic environments. This 
hypothesis is supported by the intense influx of natural gas (pri-
marily methane) into the aquifer over an area of 5 km2 around 
the sinkhole from the disturbed rock zone below. As of Septem-
ber 2013, ~16x103 Mcf natural gas has been vented or flared out 
as a remediation measure.

apparent ground tilt of ~ 30.6 μrad. We have found these pseu-
do-tilt signals to be reliable by examining the horizontal and 
vertical amplitudes, low frequency SNR and colocated acceler-
ometer waveforms. These observations indicate some common 
relationship between mechanisms of discrete volumetric events 
and harmonic tremor, possibly being driven by fluid flow, and 
surface deformation due to gas escape from the subsurface.
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Figure 2.25.4: (a) Spectra at stations LA02 (over sediments) and 
LA03 (over salt dome); (b) Radial waveforms at LA02 in different fre-
quency bands (see 0.4 Hz oscillatory waveform in third panel).

Tremor-Tilt Observations
We have also observed spectral peaks in data of discrete seis-

mic events and Harmonic Tremor (HT) episodes prior to the 
appearance of the sinkhole. These seismic signals are usually 
observed only in volcanic environments and are attributed to 
oscillatory responses of fluid-filled cavities, gas bubbling and 
fluid flow through deformable channels. Figure 2.25.4 shows 
example of three-component spectra of a seismic event with a 
strong narrowband peak at 0.4 Hz observed at multiple stations. 
In time domain, it is equivalent to a ~60 s long exponentially 
decaying sinusoid with a standing wave attenuation factor, Q ~ 
40, which is unlikely to be site response due to its long period 
and duration. The spectra also show a low corner frequency at 
~2.0 Hz, which could be due to the slow nature of these events 
or strong anelastic attenuation in the young sediments.

One of the observed HT episodes is shown in Figure 2.25.5. 
The fundamental frequency of the HT first increases from 
~1.6 Hz to ~2.5 Hz in ~40 s and thereafter stays constant for ~ 
80 s. The first overtone frequency and the amplitude envelope 
follow a similar trend. Low frequency acceleration for the same 
time period shows a step, which is interpreted to be due to an 

 
Figure 2.25.5: HT-Tilt episode on August 2, 2012: (a) raw broadband 
seismogram; (b) low frequency acceleration showing tilt; (c) spectro-
gram showing HT at 2.5 and 5.0 Hz.
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Introduction
The Geysers geothermal field is one of the most seismically 

active regions in Northern California with shallow microseis-
micity correlated with geothermal energy operations. More re-
cently there has been an increase in large magnitude, M > 4, 
events located within the microseismic cloud.  Understanding 
induced seismicity and the physical mechanisms of large mag-
nitude events associated with geothermal energy operations 
is needed to evaluate seismic hazard associated with reservoir 
production. 

In our ongoing investigation, broadband seismic data from 
regional networks, inset map Figure 2.26.1, are used to study 
moment tensors of M > 3 earthquakes throughout the geother-
mal field. We apply techniques (Ford et al., 2010), to develop a 
catalog of deviatoric and full moment tensor (FMT) solutions 
and an assessment of the uncertainty of non-double-couple 
components of 53 earthquakes at The Geysers from 1992–2014.

Results
Based on the F-test, most of the 53 events may be character-

ized as deviatoric. However there are 10 events with statistical 
significance above 80% and 4 above 90%. For these events we 
have investigated the stability and uncertainty in the long-pe-
riod full moment tensor inversions using bootstrap, Jackknife 
and NSS techniques (Ford et al., 2010). In cases where events are 
found to have large positive isotropic components, we find from 
these sensitivity studies that the results are robust. We have 
also found cases in which small isotropic components are like-
ly, although based on the waveform data alone and the F-test, 
they are not resolved.  Through the combination of long-pe-
riod waveforms and first-motions (FM), we are able to obtain 
stronger constraints on the moment tensor solutions. We are 
finding that  those that best satisfy both data sets are comprised 
of a large strike-slip double-couple component with a relative-
ly small 10% to 38% volume increase. The results of the con-
strained full moment tensor (CFMT) analysis of selected events 
are summarized in Table 2.26.1. 
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Figure 2.26.1: Full moment tensor solutions shaded by the statistical 
significance of the isotropic component as determined by the F-test
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Date id # Mw
FM fit 

deviatoric FM fitFMT FMT VR% 
DC/CLVD/ISO FM fit CFMT CFMT VR%

DC/CLVD/ISO

Mar-1-2011 44 4.43 42 29 80.0
42/26/32 25 70.2

67/10/24

Feb-24-2008 37 3.99 48 23 78.7
33/19/48 21 69.5

43/19/38

May-12-2006 31 4.71 57 56 83.4
29/35/36 27 43.9

45/34/20

Jan-16-1995 9 4.14 38 40 68.9
27/8/65 23 57.4

86/4/10
Table 2.26.1: Summary of first-motion (FM) fits to deviatoric, full moment tensor (FMT), and constrained FMT (CFMT) solutions as measured 
by the number of discrepant first-motion observations. A high number of discrepant observations indicates a poor fit. The FMT and CFMT results 
are presented in columns 6 and 8, respectively, with the variance reduction (goodness of fit) and the percent components of double-couple (DC), 
compensated linear vector dipole (CLVD), and isotropic (ISO). 
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Introduction
For the nuclear explosion source-type identification prob-

lem, the uncertainty in a solution is as important as the best 
fitting parameters. A potential issue for shallow seismic sources 
that are effectively at the free-surface between the ground and 
air is that the vanishing traction at the free-surface can cause 
the associated vertical dip-slip (DS) Green’s functions to have 
vanishing amplitudes (Julian et al., 1998), which in turn can re-
sult in the indeterminacy of the Mxz and Myz components of the 
moment tensor and bias in the moment tensor solution. The 
effects of the free-surface on the stability of the moment ten-
sor method becomes important as we continue to investigate 
and improve the capabilities of regional full waveform moment 
tensor inversion for source-type identification and discrimina-
tion. It is important to understand its effects for discriminating 
shallow explosive sources in nuclear monitoring, but could also 
be important in natural systems that have shallow seismicity 
such as volcanic environments and geothermal systems. The 
HUMMING ALBATROSS quarry blast is an excellent dataset 
in terms of understanding the effects of free-surface vanish-
ing traction using real data. These small chemical explosions 
are approximately 10 m deep and are recorded at up to sever-
al km distances. Therefore the data represent a rather severe 
source-station geometry in terms of vanishing traction issues. It 
is possible to obtain a robust full moment tensor solution that is 
comprised dominantly by an isotropic or explosive component, 
however the data provide the opportunity to evaluate capabili-
ties of moment tensor inversion as a function of frequency and 
source depth.

Data and Methods
The HUMMING ALBATROSS data consist of both broad-

band and short-period seismic recordings (Figure 2.27.1). 
We applied the moment tensor based discrimination method 
to two ~M2-2.5 industrial explosions. Following the results of 
Ford et al. (2012) and Chiang et al. (2014) we incorporated full 
waveform data from five broadband stations and P-wave first 
motions from sixteen broadband and short-period stations into 
our moment tensor analysis. The broadband waveform data 
are filtered between 0.5 to 2 seconds depending on the signal-
to-noise-ratios, and we examined the results in two frequency 
bands to understand the frequency dependence of free-surface 
vanishing traction. To further assess the uncertainties in the 
moment tensor inversion result, we looked at how the solution 
behaves in the Hudson et al. (1989) source-type space. Follow-
ing the Network Sensitivity Solution (NSS) method proposed by 
Ford et al. (2010), we randomly generated 80 million moment 
tensor solutions that are uniformly distributed on the Hudson 
source-type plot, and for each random solution we compared 
the waveform fits and P-wave first motion picks between the 
data and synthetics. Here we compare two types of NSS result: 
waveform data only and waveform data with local P-wave po-

larity constraints.

Source-Type Analysis
Given the frequency band and source-receiver distance, the 

moment tensor inversion is not sensitive to source depths shal-
lower than ~150 m, but the solutions at these shallow depths 
remain stable and are dominated by a large isotropic compo-
nent (Figure 2.27.2). Since we know the depth of the borehole 
where the explosions are detonated, we can constrain the source 
depth to be shallower than 15 m. The inversion result best fits 
the data at 11 m, so we fixed the source depth to 11 m for the 
subsequent NSS analysis.

In this report, we present findings for the first explosive shot 
since the moment tensor inversion and NSS results behave sim-
ilarly for both explosions. The waveform NSS exhibits a trade off 
between volumetric sources and double-couple sources (Figure 
2.27.3a-b). This trade off is likely caused by the combination 
of large Love waves on the tangential component and free-sur-
face vanishing traction. The large Love wave causes the solution 
to deviate from a pure explosive mechanism. Vertical dip-slip 
and explosive mechanisms fitting equally well to the data (Fig-
ure 2.27.2) indicate free-surface effects also contribute to the 
observed trade off. The trade off becomes more pronounced at 
longer periods because free-surface effects are more severe at 
longer wavelengths. To eliminate the trade off we applied ad-
ditional constraints from P-wave first motions, and the result-
ing NSS’s show the best-fitting solutions to both waveform and 
P-wave first motion are constrained to mechanisms with a dom-

27	 Moment Tensor Analysis of Shallow Sources
Andrea Chiang and Douglas S. Dreger
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Figure 2.27.1: Event and station locations of the studied events. Cir-
cles are the two low magnitude industrial explosions, squares are the 
broadband stations, and triangles are the short-period stations. We 
used five broadband stations for the full waveform analysis and sixteen 
broadband and short-period stations for the P-wave first motion picks.
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inant isotropic or volumetric increase component, including the 
full moment tensor solution from waveform inversion (Figure 
2.27.3c-d). The additional P-wave polarity information pro-
vides an important constraint because it eliminates mechanisms 
such as the vertical dip-slip (Figure 2.27.3), and discriminates 
the event as predominantly explosive.

Conclusions
Previous studies have shown that including P-wave first mo-

tions in addition to full waveform data can eliminate the com-
mon ISO-CLVD trade off (Ford et al., 2012; Chiang et al., 2014) 
and reduce the uncertainties of sparsely recorded underground 
explosions with strong Love waves (Chiang et al., 2014). Here 
we demonstrated that although we cannot uniquely charac-
terize the HUMMING ALBATROSS events as predominantly 
explosive using only waveform data, the combined waveform 
and first motion method enables the unique discrimination of 
these events. The combined method not only applies to larger 
man-made and natural seismic events, but also small magni-
tude, very shallow explosive sources that are effectively at the 
free surface. The combined method gives a well-constrained 
NSS even as we go towards longer periods, where the effects 
of free-surface vanishing traction are more pronounced. The 
combination of both low frequency full waveform data and high 
frequency P-wave polarities greatly enhances the capabilities of 
the moment tensor source-type discrimination method in cases 

of sparse station coverage, strong Love waves and free-surface 
effects due to very shallow source depths.
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Figure 2.27.2: Full and deviatoric moment tensor solutions from 
waveform inversion. Displacement waveforms (black solid lines) and 
full moment tensor synthetics (red dashed lines) are filtered between 
1.25 to 2 second period. P-wave up first motions (red dots) are plotted 
on top of the focal mechanisms.

DC

+V

−V

+CLVD
−CLVD

+Crack

−Crack

+Dipole

−Dipole

DC

+V

−V

+CLVD
−CLVD

+Crack

−Crack

+Dipole

−Dipole

DC

+V

−V

+CLVD
−CLVD

+Crack

−Crack

+Dipole

−Dipole

DC

+V

−V

+CLVD
−CLVD

+Crack

−Crack

+Dipole

−Dipole

0.8 - 2 Hz 0.5 - 0.8 Hz

50

60

70

80

90

95

98

N
or

m
al

iz
ed

 V
R

a) b)

c) d)

 
Figure 2.27.3: Network Sensitivity Solutions at two frequency bands. 
We plotted the full and deviatoric solutions (white stars) on top of the 
waveform NSS (a-b) and the combined waveform and first motion NSS 
(c-d).
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Introduction
The 1D calibrated Gil7 velocity model has been shown to 

generate realistic seismograms for Northern California (Dreger 
and Romanowicz, 1994) and is currently used for the automat-
ed calculation of moment tensors at long periods (greater than 
10-20 s) at the Berkeley Seismological Laboratory (BSL). An 
improved model, Mend1 (Tajima et al., 2000), is able to gen-
erate more realistic Green’s Functions (GFs) for events in the 
Mendocino, CA region for the same period range. However, 
these 1D models are less suited to offshore, regional events near 
Mendocino since they cannot accurately reproduce the transi-
tional oceanic-continental path, especially at higher frequen-
cies. Broadband waveform modeling of offshore events is fur-
ther complicated by factors such as the distance and azimuthal 
bias from stations. Also, the sparse distribution of earthquakes 
is likely to result in path-specific 1D velocity models that do not 
represent the full 3D structure.

 In this study, a well-recorded Mw 4.47 aftershock from the re-
cent Mw 6.8 event in the Mendocino region was used to develop 
an improved 1D model for offshore events.  A standard forward 
modeling approach was adopted by comparing instrument-cor-
rected, three-component broadband observations with synthet-
ic data at multiple bandwidths. Station KMPB (Figure 2.28.1) 
was primarily used for this process due to its proximity to the 
hypocenter and location close to an SH-wave radiation maxi-
mum.

Synthetic Data
To generate synthetics, initial source parameters were taken 

from the BSL moment tensor catalog. Chaytor et al. (2004) hy-
pothesized that many offshore strike-slip events in this region 
are the consequence of reactivating the normal, paleo-rift fabric 
in the central Gorda plate. Therefore, the preferred fault-plane 
solution was chosen based on the sub-parallel alignment to 
these fractures. The hypocentral depth was calibrated using the 
current velocity models.

1D GFs were calculated from an input velocity model using a 
frequency-wavenumber integration (FI) method (Saikia, 1994). 
Fundamental-fault GFs were then summed to match the cho-
sen mechanism and convolved with a calibrated ω-2 source-time 
function. The duration of this function was determined by com-
paring Gil7 synthetics with KMPB in the frequency domain. 
Changes to Q provided no significant improvement to the fit of 
the high frequency asymptote greater than the corner frequen-
cy, and initial values from Gil7 were retained for the new model.

Path Calibration
Multiple initial models were investigated based on seismic 

refraction studies from the Mendocino Triple Junction Seismic 
Experiment (MTJSE). Fits between the synthetics and observa-

tions were improved by iteratively perturbing parameters in the 
input velocity model.

Forward modeling by visual inspection between seismo-
grams is reliable at long periods where fits to amplitude, and to 
some extent phase, can be determined. To more precisely match 
higher frequencies and obtain a reliable and quantitative mea-
sure of phase, a goodness-of-fit (GOF) measure was used. This 
measure was calculated from the weighted sum of five different 
metrics, each of which was converted to a normalized resid-
ual and summed following the method of Olsen and Mayhew 
(2010). The five metrics were measures of: 1) time-domain am-
plitudes between 0.1 and 1 Hz; 2) time-domain amplitudes for 
frequencies less than 0.1 Hz; 3) amplitude-independent phase 
for frequencies less than 0.1 Hz; 4) amplitude-independent 
phase at frequencies less than 0.5 Hz; 5) amplitudes of smoothed 
Fourier spectra less than 1 Hz.

By equally weighting each metric, this GOF measure was 
used as an objective function for a partially automated grid-
search algorithm to improve upon the previous forward mod-
eling. 

28	 Lessons Learned from Broadband Waveform Modeling Across the 
Mendocino Triple Junction

Michael Faggetter, Douglas Dreger

Figure 2.28.1: A map of the Mendocino region showing stations 
from the Berkeley Digital Seismic Network (BDSN) and Northern Cal-
ifornia Seismic Network (NCSN) that were investigated in this study. 
Focal mechanisms from the Berkeley Moment Tensor Catalog for the 
mainshock and largest aftershock are shown, scaled in size by magni-
tude, with lines pointing to their true epicentral locations. Single ar-
rows depict plate motions relative to stable North America taken from 
the updated NUVEL-1A plate motion model of DeMets et al. (1994).
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Results
Table 2.28.1 lists the best 1D model for KMPB, named 

MenPB, obtained using this method. MenPB is derived from 
a complex hybrid of the current velocity models and was mod-
ified to include a double Moho. The latter feature is evidenced 
by Beaudoin et al. (1996) and others, and accurately reproduces 
several large amplitude reflections after the direct S wave, that 
are absent from structural models that simply increase with 
depth.

MenPB synthetics match observations well for all three 
components at KMPB up to 1 Hz. At least 60 seconds are well 
modeled on the tangential component, however the radial dis-
placement record contains several late-arriving multi-path rays 
that are not reproduced with the 1D model (Figure 2.28.2). 
MenPB is able to fit observations particularly well for paths to 
stations of a similar azimuth to KMPB and to the northeast, 
including stations KMR and KSXB. Directly east of the event, 
surface wave amplitudes are significantly lower and are overes-
timated by the thick, low velocity surface layers in MenPB. 

For a moment tensor inversion at long periods (0.02-0.05Hz), 
using GFs calculated using MenPB results in a mean increase in 
variance reduction of four compared to Gil7. For an inversion at 
0.02–0.08 Hz, variance reduction increases by up to a factor of 
two for KMPB and KMR but with negligible change for stations 
to the northeast. 

Conclusion
Ray paths that pervade the Gorda plate and the Franciscan 

accretionary complex are strongly influenced by thick, slow sed-
iments in the shallow structure. For the northeast and southeast 
paths, waveforms contain large amplitude surface waves that 
persist for up to 50 seconds. For stations directly to the east, 
surface waves are damped by a predominantly continental path, 
and waveforms feature high frequency arrivals from reflections 
off the Moho and the mid-crustal high velocity layer. This wide 
azimuthal range of surface wave amplitudes, and the presence 

of multipath waves, emphasizes the difficulty of using simplified 
1D models, even at long periods.

A GOF measure was found to be an invaluable tool for for-
ward modeling. Using multiple user-defined metrics provides 
flexibility that the routinely used ‘variance reduction’ does not. 
For example, metrics can be chosen to target specific criteria 
when modeling, resulting in more rapid convergence of models 
in a chosen passband. However, careful selection of the metrics 
and their weights prior to automated procedures is strongly ad-
vised. 
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Figure 2.28.2: A comparison between MenPB synthetics (red) and 
instrument-corrected displacement time histories at KMPB (black). 
The first column shows unfiltered (broadband) data. The second and 
third columns show data filtered using a lowpass Butterworth filter 
with a corner frequency of 0.5 Hz and 0.1 Hz respectively.

Layer Thick-
ness (km)

Vp (km/s) Vs (km/s) Density (g/
cc)

5 2.6 1.5 2.2
1 5.5 3.2 2.9
1 6.6 3.8 3.0
2 8.0 4.6 3.3
5 5.9 3.4 2.9

11 7.1 4.1 3.1
∞ 8.0 4.6 3.3

Table 2.28.1: The Final calibrated 1D velocity model, MenPB.
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Introduction
The ElarmS methodology and algorithms are part of the 

ShakeAlert demonstration system in California, and are also 
being tested in the US Pacific Northwest and South Korea, and 
will be implemented for testing in Israel in the coming year.  The 
methodology is a network-based approach to early warning in 
that it requires several seismic stations to detect P-waves before 
an alert is issued. The alerts are distributed to test users across 
California who receive an estimate of the shaking intensity at 
their location as well as the time until that shaking will start at 
their location. 

The improved production grade E2 algorithm, released last 
year, improved both the early warning processing speed and 
the accuracy of the results. This was most apparent during the 
significant earthquakes (M>=4.5), which ruptured in California 
over the past year. The algorithm was further improved by in-
vestigating a global approach to providing magnitude estimates 
for early warning using only the P wave data.

Algorithm Performance
Over the last year in California, ElarmS successfully alerted 

on all significant earthquakes (M>=4.5, 10 earthquakes) and 
generated no false alarms.  This includes events in Los Angeles, 
Santa Rosa, offshore Eureka, and the southern Sierra.  The mag-
nitude estimates were within 0.5 magnitude units in all cases.  

The largest event was the M6.8 event offshore of Eureka.  The 
initial ElarmS magnitude estimate was M6.3, with an estimated 
epicentral location only 7 km from the true location. Locations 
of small events are often difficult in this region stemming from 
the fact that the sensors are located onshore, and thus, only to 
the Eastern side of the rupture, and sparsely distributed. This 
larger event did not suffer from that effect; ElarmS also alerted 
on all of the larger (M>=4.5) aftershocks.  

The speed of the alert depends on the quality of the seismic 
network around the epicenter.  For the M5.1 Los Angeles Le 
Habra event (see Figure 2.29.2) the alert was 4.2 seconds after 
the origin time, which is typical for events in the Los Angeles 
region.  For the Santa Rosa event, the alert was 6.8 seconds after 
the origin time, 10.8 s for the southern Sierra event, and 25.7 s 
for the (offshore) Eureka earthquake.  Comparing the perfor-
mance of ElarmS across the state for a wider range of magni-
tudes (M>=3) the effect of variable seismic network quality 
is very apparent.  The performance is good to excellent in the 
San Francisco Bay and Los Angeles areas where station cover-
age is densest.  In the greater San Francisco Bay Area, of the 38 
M>=3.0 events reported by the ANSS, five were missed (all in 
the Geysers Geothermal Area) and there were no false events.  
In the Los Angeles region, of the 35 M>=3.0 events, four were 
missed and there were two false events.

Global Magnitude Estimation
Rapid magnitude estimation is at the heart of Earthquake 

Early Warning Systems (EEWS). The challenge is to use only a 
few seconds of the P wave data from a limited number of sta-
tions to quickly determine a useful estimate of the earthquake 
magnitude. To respond to the emergency at hand, it is crucial 
that these magnitude estimates are as precise as possible (Kuyuk 
and Allen, 2013). For large earthquakes, substantial deviations 
between the estimated magnitude and the true earthquake’s 
magnitude can lead to erroneous intensity predictions.

We have improved the precision of ElarmS by deriving a 

29	 ElarmS-2: Rapid Accurate Alerts across California
Jennifer Strauss, Richard Allen, Ronnie Grapenthin, Margaret Hellweg, Ivan Henson, Ingrid Johanson, H. Serdar Kuyuk, 
Doug Neuhauser

 
Figure 2.29.1: Scaling relationships between catalog magnitude and 
(a) τpmax and (b) Pdc. In (a) the best fit lines to the regional data sets 
are shown with colored lines, and the black line is the best linear fit to 
all the data excluding the real-time-detected earthquakes (equation 
shown). In (b) the black line (equation shown) is the least squares mul-
tiregression fit to the entire data set and represents our preferred glob-
al scaling relationship.
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earthquakes up to M ~ 7. Above M7, a saturation effect is ob-
served and the application of other finite source type methods 

is needed.
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Figure 2.29.2: The Decision Module web-based performance evaluation tool was used to study the overall system response for the La Habra 
event. This tool aggregates information from all three algorithms individually with the overall ShakeAlert warning information. The E2 algorithm 
(blue triangle) can be seen in the inset plot bottom left, to have a quicker alert time for this rupture than the other algorithms.  The map shows the 
location of the earthquake and the aftershocks in the region.  

global scaling relationship to predict earthquake magnitude 
from P-wave data, which can be applied to data worldwide. To 
derive the scaling relationship we used waveform records from 
past/historic earthquakes and data from the current real-time 
ElarmS system running in California. Instead of using different 
scaling relationships for each individual region, we used a glob-
al data set and explored various approaches to estimate magni-
tude from the P-wave data. 

Five different methods were investigated to estimate 
earthquake magnitude from P-wave data. The inclusion of 
real-time data provided an opportunity to test the methods on 
smaller earthquakes (0.1 < M < 3.0), which have been largely 
ignored in previous studies. Comparison of τp

max and Pd-based 
magnitude estimation methods indicate that Pd scaling is 
observed for all earthquakes, whereas the frequency filtering 
required for the τp

max observation results in sensitivity to only a 
limited frequency range (M>3.0 for the implementation tested 
here). We concluded that the best approach to derive EEW 
magnitude estimates is to use only the Pd parameter and the 
global scaling relationship

MGPd=1.23log(Pd)+1.38log(E)+5.39

This new method provides smaller RMS errors than existing 
regional methods based only on Pd. Our results showed that 
this new technique using only Pd information is robust and 
delivers the most accurate global magnitude estimates for 
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Introduction
Moment magnitudes for large earthquakes (Mw>7.0) derived 

in real-time from near field seismic data can be underestimated 
due to instrument limitations, ground tilting, and saturation of 
frequency/amplitude-magnitude relationships. Real-time high-
rate GPS resolves the build-up of static surface displacements 
with the S-wave arrival, thus enabling the estimation of slip on 
a finite fault and the event’s geodetic moment. Here, we present 
the first operational system for real-time GPS-enhanced earth-
quake early warning as implemented at the BSL and currently 
running on data for Northern California. Using synthetic and 
real-data test cases, we explore its sensitivities to disturbances 
of a priori constraints (origin time, location, fault strike/dip). 
The work presented here is a continuation of Grapenthin et al. 
(2013a,b).

Data processing
The BSL generates real-time position estimates operation-

ally using data from 62 GPS stations (BARD, PBO, USGS) in 
Northern California (Figure 2.30.1). A fully triangulated 
network defines 170+ station pairs for processing with the soft-
ware trackRT (Herring et al., 2010). The BSL uses G-larmS, the 
Geodetic Alarm System, to analyze the positioning time series, 
and determine static offsets and pre-event quality parameters. 
G-larmS derives and broadcasts finite fault and magnitude in-
formation through a least-squares inversion of the static offsets 
for slip based a priori fault orientation and location informa-
tion. This Python implementation tightly integrates seismic 
alarm systems (CISN ShakeAlert, ElarmS-2) as it uses their 
P-wave detections to trigger its processing; quality control runs 
continuously.

30	 Operational Real-Time GPS-enhanced Earthquake Early Warning
Ronni Grapenthin, Ingrid A. Johanson, Richard M. Allen

 
Figure 2.30.1: Snapshot during a real-time test of G-larmS (second solution, five seconds after event); the red line on the right side shows the 
timing of the snapshot. Top right figure shows the estimated earthquake magnitude for the slip model in purple on the left. Test is based on a sim-
ulated M7.0 earthquake. G-larmS begins estimating co-seismic offsets (blue and black symbols) after the S-wave arrival. Offsets are updated and 
input into an inversion for distributed fault slip every second.  Testing was run in true real time; synthetic offsets were added to GPS position time 
series on-the-fly in order to capture true real-time noise and data availability.
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Sensitivity Tests
To linearize the finite fault inversion step to increase pro-

cessing speed we make assumptions about fault orientation and 
location. We test G-larmS’ sensitivity to these assumptions us-
ing synthetic tests in which we add modeled offsets due to syn-
thetic ruptures at the Hayward Fault to real-time data (Figure 
2.30.1). In individual tests, we randomly perturb pre-defined 
fault strike and dip, and the event epicenter and origin time, 
which are derived from a seismic alarm message that triggers 
our processing.

Here, we show only the impact of misestimates in fault ge-
ometry is shown in Figure 2.30.2 (more details in Grapen-
thin et al., 2014). We vary strike and dip of the model inversion 
fault by ±20 degrees and ±45 degrees, respectively. The upper 
row (Hayward 0 km) uses the same forward model as shown in 
the offset time series in Figure 2.30.1 (rupture from 0-12 km 
depth) and demonstrates that magnitude recovery (blue) and 
model fit (red) degrade quickly with small deviations from the 
nominal values. 

The lower row in Figure 2.30.2 (Hayward 5 km) uses a for-
ward model that slips only between 5 and 12 km depth. In the 
inversion, however, slip over the entire fault width along dip 
is assumed. While the model fits (red) are generally good for 
the full range of values, the magnitude recovery (blue) is poor. 
Asymmetries are due to asymmetries in the network (dip of 140 
and 45 degrees are towards West and East, respectively which 
then constrained the inverse model to have lower overall mag-
nitude.  

Conclusions and Outlook
From the tests presented here, and others summarized by 

Grapenthin et al. (2014), we suggest, that slip for an earth-
quake occurring within small bounds of our assumptions, i.e. 
strike=320±5 degrees, dip=90±3 degrees, mislocation within 
3 km orthogonal to surface trace, and surface rupture, will be 
well recovered for earthquakes within the network (depending 
on station distribution). Outside of these bounds, however, we 
may face unphysical slip models and poor magnitude recovery 
at relatively good fit of the model to the data. 

While dense station coverage provides high resolution and, 
most importantly fast observations, it requires us to sample the 
parameter space for the non-linear finite slip inversion prob-
lem more thoroughly. The most problematic issue is choosing 
any parameter such that individual (near field) stations end up 
on the wrong side of the model fault. As the parameter space 
exploration in real-time cannot be exhaustive unless heavily 
parallelized, we have to exploit this property in the future. As 
real-time GPS is sought to contribute improved magnitude es-
timates within ±0.3 magnitude units and an approximate fault 
length for ground motion prediction to earthquake early warn-
ing, two simplifications are possible: (1) ignoring/down-weight-
ing near-field data at single outlier stations in a dense network 
that produce significant misfits, (2) placing model faults be-
tween station pairs with highest strain. These can be combined 
and both reduce the complexity of the solution while providing 
approximate solutions. The trade off between speed and accura-
cy of the solutions is the subject of future investigation.
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Figure 2.30.2: Sensitivities to wrong assumptions in strike and dip 
in the inversion. Two forward models (fault from 0-12 km and 5-12 km 
depth respectively) with 90° dip creating Mw7.0 equivalent slip were 
inverted for varying dip (left column) and strike (right column). Blue 
lines indicate magnitude recovery. The red line is the model misfit to 
the forward model.
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Introduction
We are building a new seismic network using smartphones. 

The accelerometers in smartphones can be used to detect  
ground motion caused by earthquakes. Before we set up the 
network, we need to understand the capabilities of the smart-
phones as a seismic recording system. We conducted a series 
of tests to understand them, including a noise floor test, and  
shake table tests. The noise floor test shows us that the current 
smartphones can detect earthquakes larger than magnitude 4 
within 10 km of the epicenter, and the shake table tests show 
us that the smartphones can reproduce the shaking quite well, 
even without being firmly attached to the shake table. 

Noise Floor Test
A noise floor test is performed to understand smartphones’ 

abilities to detect earthquakes. The phones are placed in a very 
quiet basement of a building on UC Berkeley’s campus, ensur-
ing that the signal the phones record are from internal noise 
of the phone and the environmental noise of the surrounding 
area. Altogether, we recorded about one month’s noise data for 
each type of phone, and then we calculated the noise floor of the 
smartphones using the method described in McNamara (2004). 
The earthquake data showed in the plot are from Clinton et al. 
(2002). 

Figure 2.31.1 shows the noise floor test results. Earth-
quakes above the noise floor of the phones can be recorded by 
the smartphones. If the earthquake is below the noise floor, then 
the earthquake signal will be buried into the noise. 

The noise floors of the smartphone are divided into two 

groups based on the release time, represented by light blue and 
red color. The blue color noise floors are from phones released 
before 2012, and the red color noise floors are from phones re-
leased between 2012 and 2013. As the technology improves, 
one starts to see the improvement of the accelerometers across 
the smartphones. The best quality accelerometers in the tested 
phones can see earthquakes above magnitude 4 within 10 km of 
the epicenter.

The HP MEMS sensor has quite a low noise floor, even com-
parable to the high quality traditional seismic instrument. Thus, 
we are hoping the noise floor of the smartphones will continue 
to drop.

1-Dimensional Shake Table Test 
We use a small shake table to test the phone’s ability to record 

and reproduce the shaking generated by the shake table. This 
shake table is 1 dimensional and can generate both sine waves 
and converted seismograms. The following are some results 
from the tests.

The first case we tested was when the smartphones are fixed 
on the shake table (using a clamp or putty), the smartphones 
can reproduce the signals quite well. We can see from Figure 2 
that most of the correlation coefficients are above 0.98, which 
shows that the phone-recorded signals reproduce the real mo-
tion quite well. The relatively low coefficient below 0.5 Hz is due 
to the small amplitudes when using a fixed displacement and a 
small frequency. 

The second test was with smartphones placed freely on the 
shake table. The future network will consist of smartphones 

31	 Evaluation of Smartphones as Seismometers
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Figure 2.31.1: Noise floor plot of the smartphones. The dotted black 
lines represent different magnitude earthquakes’ signals from within 
10 km of the epicenter, as obtained by John Clinton. The green solid 
and dotted lines are new high noise models (NHNM) and new low 
noise models (NLNM) of the earth (Peterson, 1993). The blue solid line 
at the bottom is the HP MEMS sensor as a reference line of the poten-
tial future sensors. The blue and red lines are the noise floors of the 
different smartphones whose brands are shown in the legend

Figure 2.31.2: Correlation coefficient plot of sine wave tests with 
fixed displacement (1 inch) and different frequencies. The phones are 
fixed on the shake table, and for each frequency sine wave test, the 
recording time is 30 seconds. The correlation coefficient is calculated 
using the Pearson correlation coefficient between the signal recorded 
by the smartphone and that recorded by a high quality accelerometer 
attached on the shake table. 
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put freely on a table or carried by their owners. Therefore, the 
behavior of the smartphones not rigidly attached to the shake 
table is also studied. 

Figure 2.31.3 shows the raw and filtered waveform from 
one test. This raw waveform is converted from one component 
of a station recording the Mw6.9 Loma Prieta earthquake. The 
smartphone used in this test was put freely on the shake table, so 
that the phone can slide when the shaking is large. We can see it 
can recover the signal very well, and the content below 5 Hz has 
a correlation coefficient about 0.95. 

We also use a one second sliding time window to extract two 
features from filtered data, as can be seen from Figure 2.31.4. 
The two features we extracted are zero crossings (when the 
signal across the zero baseline, we count 1, and then add this 
count up within the time window, so this parameter is related 
with frequency) and maximum acceleration (absolute value of 
the acceleration) from each one second window. Then we com-
pare these features with those extracted from the high quality 
accelerometer on the shake table. We can see that during the 
duration of the earthquake, the zero crossings differences be-
tween the smartphone recordings and that of the high quality 
accelerometer are around zero, and the maximum acceleration 
differences are less than 0.4 m/s2. 

Conclusions
We showed here that smartphones can be used to record 

earthquake signals and those data can be used to extract useful 
information about the earthquake, but there are still a couple of 
issues that need to be addressed. When using the sliding win-
dow to extract features from the signal, the amplitude infor-
mation will under estimate the real amplitude when the phone 
slides. Characterizing the sliding behavior will help the seismic 
applications of the smartphone network in the future, such as 
Earthquake Early Warning. 

Acknowledgements
This project is funded by Deutsche Telekom. We thank Deut-

sche Telekom for funding and providing all of the smartphones 
and developing the applications. Also, we thank Pacific Earth-
quake Engineering Research Center (PEER) for providing us 
both the 1-Dimensional and 3-Dimensional shake table. 

References
Clinton, J. F., and Heaton, T. H., The potential advantages of a 

strong-motion velocity meter over a strong-motion accelerometer, 
Seismological Research Letters, 73, 332–342, 2002.

Clinton, J. F., Modern Digital Seismology - Instrumentation, and 
Small Amplitude Studies for the Engineering World, Ph.D. Thesis, 
California Institute of Technology, 2004.

 McNamara, D. E. and Buland, R. P., Ambient Noise Levels in the 
Continental United States, Bulletin of the Seismological Society of 
America, 94 (4), 1517-1527, 2004.

Peterson, J., Observations and modeling of seismic background 
noise, US geological Survey, open file report 93–322, 1993.

 
Figure 2.31.3: Waveform recorded by one Samsung Galaxy S4 
(phone 26, black color) and high quality accelerometer on the shake 
table (red color). The top figure is the raw waveform, and the bottom 
figure is the filtered data (low pass at 5 Hz). This waveform is from one 
horizontal component of one station during the Mw 6.9 Loma Prieta 
earthquake, the epicentral distance is 10 km. 

 
Figure 2.31.4: The top figure is the filtered waveform, the middle fig-
ure is the comparison of the zero crossings. The blue dots show when 
the smartphone and accelerometer have the same value; green dots 
show where the smartphone value is greater than the raw waveform; 
red dots show where the smartphone value is less than the raw wave-
form. The bottom figure shows the difference between the maximum 
acceleration. 
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Introduction
The Mw 6.9 Ferndale earthquake occurred off the coast of 

Northern California, near the Mendocino Triple Junction.  The 
large strike-slip earthquake was sufficiently offshore, such that 
no reported damage or injuries occurred.  Nonetheless, it was 
widely felt throughout coastal Northern California.  After-
shocks suggest a northeast striking fault plane, oriented such 
that the California coast is roughly perpendicular to the rupture 
plane.  Accordingly large amplitude Love waves were observed 
at California seismic stations.  These long-period, large-ampli-
tude surface waves were also detectable at GPS stations in the 
Bay Area and prompted an examination of GPS data through-
out Northern California.

Data Processing
Data were processed from a total of 269 GPS stations from 

the Bay Area Regional Deformation (BARD) network, the Plate 
Boundary Observatory (PBO) and USGS, Menlo Park’s net-
work.  Pairs of stations were processed individually using Track, 
a high-rate GPS processing algorithm developed at MIT along-
side GAMIT/GLOBK (Herring et al., 2010).  Track is a net-
work-based processing algorithm, hence it determines relative 
motion between multiple rovers and a reference site.  A process-
ing approach using a single rover and reference (one pair) was 
used for this study because it allows the motion of each GPS sta-
tion to be determined relative to only the closest other stations.  
Common noise sources, in particular atmospheric noise, will 
then cancel out.  As a result, higher precision motions can be 
detected than in a network solution that includes long baselines.  

After processing each pair of stations to determine their rel-
ative motion, a network adjustment is performed to transform 
these into the absolute motion of each station.  The inverse 
problem is underdetermined and so some type of constraint 
is required to perform the transformation.  Potentially a single 
station could be held stationary and all motions would be trans-
formed to be relative to a single stable site.  However, high-rate 
GPS data do not have insignificant noise, even at the best sta-
tions, and a single station constraint would propagate that noise 
to all the others, essentially doubling their noise levels.  A stable 
network centroid was chosen as a suitable constraint instead.  
This has the advantage that it averages through the motions at 
all stations, such that the noise level of the centroid, which is 
propagated to all stations, is reduced by 1/√N, where N is the 
number of pairs in the network adjustment. 

The appearance of the Love waves in the resulting GPS 
timeseries is improved by bandpass filtering.  This removes the 
low frequency portion of the flicker noise spectrum attributable 
to atmospheric errors and signal multipath.  When compared 
to broadband seismic records at stations where BARD network 
GPS sites are co-located with Berkeley Digital Seismic Network 

(BDSN) broadband seismometers, it is apparent that the cen-
troid constraint adequately approximates an absolute reference 
frame and that the filtered results match many of the same fea-
tures in the seismic data, even down to the 2–3 mm amplitude 
level (Figure 2.32.2).

Results and Discussion
The motion at each GPS station is rotated into the transverse 

and radial components and it is observed that nearly all the 
motion is in the transverse component.  This can be seen quite 
clearly in Figure 2.32.2, where the peak dynamic displace-
ments in the transverse direction are an order of magnitude 
larger than in the radial direction. Figure 2.32.2A, in particu-
lar, clearly shows the radiation pattern of Love waves propagat-
ing in a direction perpendicular to the rupture plane.  However, 
neither Figure 2.32.2C or 2D shows a similar distribution of 
high radial displacements at 45° to the rupture plane that might 
be associated with Rayleigh waves.

32	 High-rate GPS Records Reveal Basin Amplification in the San Joaquin 
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Figure 2.32.1: Comparison of BARD network high-rate GPS 
timeseries and data from broadband seismometers in the BDSN net-
work.  Transverse component of motion is shown (motion perpendic-
ular to azmuthal direction to the earthquake epicenter). 
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While the distribution of peak dynamic displacements is 
dominated in long periods by the radiation pattern, at shorter 
periods other patterns become visible.  In particular, at high-
er frequencies, stations in the San Joaquin Delta region show 
higher peak dynamic displacements than those in surrounding 
areas, as well as longer duration shaking (Figure 2.32.3).

The stations with higher amplitudes on the transverse com-
ponent also have increased amplitudes on the radial compo-
nent, suggesting that seismic waves were scattered within this 
area or reflected off of basin boundaries, transferring energy 
from the transverse to radial components.  The increased du-
ration of shaking at Delta region stations further supports the 
interpretation that energy is being trapped within a basin.  

In general the soft sediments of the Central Valley easily ex-
plain the increased amplitudes and longer shaking duration for 
many of the affected stations.  However, sites in the San Joaquin 
Delta region are more strongly affected than those elsewhere 
in the Central Valley.  Furthermore, two amplified stations are 
located in the Montezuma Hills; a geologic province that is dis-
tinct from the Delta, but nonetheless contains unsorted Pleisto-
cene silt and sand, known as the Montezuma formation (Strand 
and Koenig, 1965).  That they also have energy scattered into the 
radial component, could suggest that the structure responsible 
underlies both regions.  

These data provide an opportunity to probe the structure of 
Northern California in a way that is not possible with the much 
more sparsely distributed broadband seismic stations.  While 
GPS is less sensitive than broadband seismometers, when a 
large earthquake generates high dynamic displacements, the 
increased resolution due to higher spatial density will be very 
valuable. 
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Figure 2.32.2: Peak dynamic displacements (colors) for transverse 
(A and B) and radial (C and D) components of motion.  Left and right 
sides have been bandpass filtered to the limits shown. The NCSS mo-
ment tensor is plotted at earthquake epicenter.

Figure 2.32.3: Comparison of San Joaquin Delta region sites (ucd1, 
p267, p256) and a nearby hard rock site (diab), showing higher overall 
amplitudes of shaking in the Delta region and longer duration wave 
trains.
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Introduction
Groundwater management relies mostly on ground-based 

observations, which are expensive and spatially limited. Here, 
we demonstrate the benefits of space-derived ground deforma-
tion measurements for characterization of aquifer properties 
and groundwater levels. We use Interferometric Synthetic Ap-
erture Radar (InSAR) time-series analysis of ERS, Envisat, and 
ALOS data to resolve 1992-2011 vertical ground deformation 
in the Santa Clara Valley, California. T-mode Principal Compo-
nent Analysis successfully isolates temporally variable deforma-
tion patterns embedded in the multi-decadal time series. The 
data reveal uplift at 4 mm/yr between 1992–2000 and >1 mm/
yr in 2000–2011, illustrating the end of the poroelastic rebound 
following recovery of hydraulic heads after the 1960s low stand. 
Seasonal elastic deformation with amplitude of 3 cm is ob-
served over the confined aquifer sharply partitioned by the Sil-
ver Creek Fault (SCF). Integration of this deformation with hy-
draulic head data enables characterization of basin-wide aquifer 
system storativity. Additionally, we show that after a period of 
calibration, InSAR can be used to accurately characterize water 
level changes without well measurements.

Approach
We use over 100 SAR acquisitions from the ERS, Envisat, 

and ALOS satellites to produce ~300 interferograms covering 
1992–2011. We then invert a network of small-to-moderate 
spatial and temporal baselines interferograms, following the 
Small Baseline (SBAS) technique (Berardino, 2002), to retrieve 
time-dependent ground displacement. We focus here on the 
vertical deformation that we isolate by combining ascending 
and descending viewing geometries (Wright et al., 2004).

To separate transient patterns embedded in long-term trends 
without involving a priori models we use T-mode Principal 
Component Analysis (TPCA), a mathematical transformation 
of a set of inter-correlated variables into a new set of uncor-
related variables. The Principal Components (PCs) are a trans-
formation of the time-dependent data into a set of representa-
tive spatial patterns of deformation, shown by the scores maps, 
which highlight a signal coherent in space but variable in time 
(Figure 2.33.1c). The variable gains through time are shown 
by the eigenvectors (Figure 2.33.1b). 

Results
The change of slope of the Scree plot (Figure 2.33.1a) in-

dicates that only the first three PCs need to be kept to repre-
sent over 90% of the data variance. The first PC corresponds 
to the longer-term deformation. Positive scores (red on Figure 
2.33.1c) are observed in the Evergreen and Santa Clara ba-
sins. The eigenvector time series (Figure 2.33.1b, top) shows 
an increase (corresponding to uplift in positive-score areas) 

between 1992–2000 and remains nearly constant during 2000–
2011. This pre-2000 uplift at 4 mm/yr can be either correlated 
with hydraulic head changes (short-period elastic aquifer defor-
mation), or can be associated to delayed poroelastic rebound of 
aquitards due to their low hydraulic conductivity resulting in a 
lag of hydraulic heads compared to aquifers (Terzaghi, 1925). In 
the Santa Clara Valley, after the intense groundwater extraction 
of 1920–1965, artesian levels were reached in the early 1990 
(Galloway et al., 1999), which suggest that the post-1992 defor-
mation is due to delayed aquitards poroelastic rebound. 

The second and third PCs correspond to seasonal deforma-
tion as shown by their eigenvector time-series (Figure 2.33.1b 
bottom). PC2 consists of spatially extensive deformation en-
compassing most of the confined aquifer west of the SCF with an 
average peak-to-peak amplitude of ~2-2.5 cm (Figure 2.33.1c 
score map PC2). Peaks in PC2 occur immediately after rainfall, 
also confirmed by cross-correlation analysis, which suggests 
elastic deformation of a highly permeable aquifer system. PC3 
is limited to a ~3 km wide region west of the SCF and has an 
average peak-to-peak amplitude of ~0.5-1 cm (Figure 2.33.1c 
score map PC3). Peaks in PC3 occur with a time lag of ~105 
days, suggesting that it corresponds to a later phase of deforma-
tion, possibly due to delayed aquitards deformation. 

Using hydraulic head data from the Santa Clara Valley Water 
District at 50 wells we normalize the seasonal ground deforma-
tion (PC2+PC3) by the head changes to constrain the storativity, 
S (Burbey, 2001). The storativity represents the volume of water 
taken into or released from storage per unit decline in hydraulic 
head, per unit area, and helps define sustainable pumping rates. 
S is roughly constant across most of the aquifer at ~2x10-3 (blue 
on Figure 2.33.2a), in agreement with values derived from 
traditional techniques (Poland and Ireland, 1988). Higher stor-
ativity near the shoreline, over the Holocene Bay mud (red on 
Figure 2.33.2b, constrained by one well) and around the SCF 
(constrained by three wells) are highlighted by this basin-wide 
study, with values representative of clays. 

Finally, we evaluate how well seasonal water level changes 
can be predicted from the observed deformation and calculat-
ed storativity. We estimate the storativity using 1995–2001 de-
formation and water data, the first time period with good In-
SAR temporal sampling, and examine how well we can predict 
2006–2011 hydraulic head changes from InSAR data of that pe-
riod (second period with good temporal sampling). The mean 
prediction accuracy for each 2006–2011 season, defined as 
100–(100*(observations-predictions)/observations) (Wu et al., 
1995) is of 70% for the entire basin (Figure 2.33.2b). The best 
accuracy is achieved in the confined aquifer west of the SCF, 
where the deformation and head changes are the largest.

Conclusion
We characterize the 1992–2011 hydrologically induced 
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ground deformation in the Santa Clara Valley, California, using 
InSAR time-series analysis. Poroelastic rebound of the aquifer 
system following recovery of hydraulic heads after the 1960s 
low stand occurs mostly prior to 2000, leading to uplift one or-
der of magnitude smaller than its preceding subsidence.

Using TPCA we isolate temporally variable deformation em-
bedded in the multi-decadal time-series without a priori con-
straints, which show the potential of TPCA for improving char-
acterization of complex deformation. In the Santa Clara Valley 
two patterns of seasonal deformation exist, both sharply parti-
tioned by the SCF, illustrating that the fault is a barrier to across 
fluid flow. Combining this seasonal deformation with hydraulic 
head data, enables characterizing of basin-wide aquifer system 
properties. 

Finally, we show that InSAR-derived ground deformation 
can be used to evaluate basin-wide water level changes without 
well measurements with an accuracy of ~70%, which demon-
strates its benefits for groundwater management.
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Figure 2.33.1:  TPCA results for 1992–2011 InSAR SBAS vertical ground velocity in the Santa Clara Valley. a) Scree plot of the percentage of vari-
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The red double arrows highlight PC2 and PC3 time lag. Grey bars show monthly precipitations. c) Scores maps showing the spatial patterns of the 
deformation of PC1, 2 and 3 (left to right). The score maps are converted to deformation by multiplying them by the eigenvector at a given time.

 
Figure 2.33.2. a) Aquifer storativity, from the ratio of seasonal defor-
mation and head changes at the 50 wells (squares). b) Map of the mean 
prediction accuracy of the 2006-2011 seasonal InSAR heads compared 
to the measured 2006-2011 seasonal hydraulic heads. 
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Introduction
Until recently, active fault zones were thought to deform via 

seismic slip during earthquakes in the upper, brittle portion of 
the crust, and by steady, aseismic shear below. However, in the 
past decade, this view has been shaken by seismological obser-
vations of seismic tremor deep in the roots of active fault zones. 
First recognized on subduction zones in Japan and the Pacif-
ic Northwest, tremor has also been found to be very active on 
a short section of the San Andreas to the southeast of one of 
the most densely monitored fault segments in the world, near 
Parkfield (Nadeau and Dolenc, 2005). This deep (~20–30 km) 
zone of activity is located right below the nucleation zone of the 
great 1857 Fort Tejon earthquake. Thus, learning more about 
the temporally and spatially complex faulting processes in this 
zone may help us better understand the conditions that lead to 
such large ruptures. 

The Project Plan and Implementation
The tremor source region is southeast of existing seismic net-

works around Parkfield, along the San Andreas Fault. We are 
adding eight seismic stations, the TremorScope (TS) network, 
in this area to complement existing instrumentation. 

In the past year, TS activities have been concentrated on 
drilling, casing and instrumenting the four boreholes. In the 
summer of 2013, we hosted walk-throughs for prospective drill-
ing companies in preparation for their bids. Drilling began in 
November, following the selection of the drilling company.

Since the landowner at seismic station TPPG had leased 
acreage near our site for oil exploration, we sought an alterna-
tive and found a site near the San Andreas Fault near the inter-
section of Bitterwater Road and Bitterwater Valley Road (Fig-
ure 2.34.1). Drilling at all four sites, TRAM, TRAY (Figure 
2.34.2), TCAS and TSCS was completed in early April. TSCS 

is 750 ft deep and from a depth of 350 ft onward is in solid rock. 
The other three boreholes are 1000 ft deep and mostly in soft-
er material. All exhibit very little drift. The boreholes are cased 
with Schedule 21 PVC, with an inner diameter of 6 inches. We 
hope this proves to have less electrical noise than a steel casing 
would, and also that it provides more protection from lightning 
strikes and lower resonances.

Huts have been installed over the boreholes to offer a mount-
ing surface for the solar panels which will power the stations, 
but also to provide protection for the equipment from the sun 
and cattle (Figure 2.34.3). The borehole sites will have an ac-
celerometer installed at the surface in the hut.

TS data are used in real-time earthquake monitoring (see 
Operational Section 4.7), as well as for tremor studies. Data 
from the four surface stations are now being archived and an-
alyzed. In addition to contributing to investigations of tremor, 
the TS stations also improve our ability to characterize the seis-
micity in the region. Figure 2.34.4 shows details of the rup-
ture of the December 12, 2013 Mw 4.1 earthquake in nearby Lost 
Hills, CA, determined from TS data using empirical Greens 
function deconvolution.

34	 TremorScope: Imaging the Deep Workings of the San Andreas Fault 
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Figure 2.34.1: Google Earth image showing the locations of the 
TremorScope stations. Circles and triangles indicate borehole and 
surface sites, respectively. The square marks TRAM, the site with both 
surface and borehole deployments.

 
Figure 2.34.2: Drilling commences at TRAY in early March.
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Perspectives
Data from the TremorScope project are improving earth-

quake monitoring in the region south of Parkfield. Insights 
from the project will also contribute to understanding tremor 
and slip in other regions of the world that are not nearly as ac-
cessible. Should a great San Andreas earthquake occur during 
this experiment, the network will also provide unprecedented 
and exciting insights into the seismic rupture  process. More 
information about the Tremorscope Project can be found at 
http://seismo.berkeley.edu/research/tremorscope.html
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 Figure 2.34.4: Triggered tremor in the surface waves of the April 11, 2012, M8.6 earthquake which occurred off the West Coast of Northern 
Sumatra. Tremor is apparent in the records of HRSN stations CCRB and MMNB as well as at TremorScope station TSCN.

Figure 2.34.3. Installation of the surface hut at TRAM. Solar panels 
will be mounted on the south-facing roof. The door is 8 ft tall to allow 
access for installation of borehole equipment. 

http://seismo.berkeley.edu/research/tremorscope.html
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Introduction
Whether a seismic signal in a certain frequency band can 

be detected in a recording depends primarily on four factors: 
the amplitude of the signal at the site, the conditions at the site 
which affect the ambient noise in that band, the sensitivity and 
self-noise of the sensor in the band, as well as the sensitivity and 
self-noise in the digitizer in the band. For the very long period 
band, between 1.0 and 5.5 mHz, the normal modes provide an 
excellent signal for exploring the effects of the latter three con-
tributions, since after a large or great earthquake, their ampli-
tudes are similar all over the earth. 

The Data
In the past, observatory equipment in an observatory setting 

were required to observe them. We observed normal modes in 
the 1.0-5.5 mHz band with good signal-to-noise ratio in the af-
termath of the Mw 8.3 Sea of Okhotsk deep earthquake on May 
24, 2013 at many stations of the Berkeley Digital Seismic Net-
work and at other stations in other networks. They are equipped 
with a variety of sensors, including those with a flat passband 
extending to frequencies lower than the normal modes, and 
digitizers (Table 2.35.1). They are also deployed in a variety of 
geologic settings, including cabled ocean bottom stations, like 
MOBB in California, the Japanese cabled “Dense Ocean-Net-
work for Earthquake and Tsunamis (DONET)” and the IODP 
seafloor borehole in the south of Japan (Table 2.35.1). The 
sites have varying physical infrastructure and site preparation. 

Observations
Figure 2.35.1 allows one to explore the factors that con-

tribute to the observation of the normal modes on vertical and 
horizontal components at a suite of amplitudes of excitation. It 
shows normal mode spectra from a suite of recent earthquakes 
with magnitudes between 7 and 9.1. Signal-to-noise ratios for 
the normal modes for a given magnitude of earthquake vary 
more by deployment type and location than by instrumenta-
tion.

 

Station Seismometer Data Logger Deployment
BKS STS1 Q330 Tunnel
CMB STS1 Q330 Vault
HOPS STS1 Q330 Vault
KCC STS1 Q330 Tunnel
MHC STS1 Q330 Pier in buliding
SAO STS1 Q330 Vault
SCZ STS1 Q330 Old adit (10m)
ORV STS1 Q330 Pier in building
YBH STS1 Q330 Old adit (35m)
BDM STS2 Q330 Old adit (150m)
BRK STS2 Q330 Pier in building
CVS STS2 Q330 Wine tunnel

FARB STS2 Q330 Vault
GASB STS2 Q330 Vault

HUMO STS2 Q330 Old adit (100m)
JCC STS2 Q330 Vault
JRSC STS2 Q330 Vault

MNRC STS2 Q330 Vault
MOD STS2 Q330 Tunnel
PACP STS2 Q330 Surface vault
PKD STS2 Q330 Vault
WDC STS2 Q330 Tunnel (50m)

WENL STS2 Q330 Wine tunnel
HATC STS2 Q330 TA vault
HAST STS2 Q330 TA vault
HELL STS2 Q330 TA vault

MCCM STS2 Q330 Vault
RAMR STS2 Q330 TA vault
SUTB STS2 Q330 TA vault
BRIB CMG-3T Q330 Posthole (10m)
BL67 CMG-3T Q330 Surface vault
TCHL CMG-3T DM-24 TS vault
THIS CMG-3T DM-24 TS vault

TRAM CMG-3T DM-24 TS vault
TSCN CMG-3T DM-24 TS vault
VAK CMG-3T Q330 Tunnel
WOL CMT-3T DM-24 Borehole (80m)

MOBB CMG-1T DM-24 OBS
BHC2 CMG-3T DM-24 OB borehole (910m)

KMB05 CMG-3T DM-24 OBS
KMB08 CMG-3T DM-24 OBS
KMC09 CMG-3T DM-24 OBS

Table 1. Stations, equipment and deployment
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Figure 2.35.1: Normal modes in the frequency band between 1.5 and 5.5 mHz. The top panel shows normal modes from the vertical channels. For 
the bottom panel, the normal mode spectra from the two horizontal channels have been summed. All spectra are normalized to 1. Where the traces 
are missing, no data are available from that station for the earthquake. Station equipment and deployment conditions are listed in Table 2.35.1.


