dvancing
research with a
state-of-the-art
supercomputer

Shiv Nadar University

Empowering researchers to crunch data faster
and more accurately with a new HPC cluster
based on Lenovo ThinkSystem technology and
NVIDIA® A100 Tensor Core GPUSs.



Shiv Nadar University (SNU) is a comprehensive, multidisciplinary,
research-focused, and student-centric institution based in Greater
Noida, Uttar Pradesh. It is bringing a paradigm shift in higher
education in India through its innovative curriculum and
interdisciplinary focus.

SNU offers a full range of academic programs at the undergraduate,
postgraduate, and doctoral level to a community of more than
8,000 students. Committed to excellence in teaching and research,
SNU aims to serve the higher education needs of India and the
world beyond.
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SNU’s goal is to become internationally recognized for its research and
creative endeavors in improving quality of life, generating new insights,
and expanding the boundaries of human knowledge.

High-performance computing (HPC) is the cornerstone of data-intensive
scientific and engineering research, as Deepak Agrawal, Head IT
Infrastructure at SNU, explains: “To simulate physical phenomena,
analyze and process large datasets, and develop new algorithms and
software, you need powerful computing resources.”

At SNU, demand for HPC resources is growing all the time. In the last

10 years, the number of HPC users has increased by a factor of 20,
putting pressure on the university’s existing cluster. “To keep up with
demand, we needed more: more cores, more graphics processing power,
more memory, more storage,” confirms Agrawal.



“Our HPC resources are open to everyone. Users
come from different disciplines across the university,
including mathematics, physics, chemistry,
engineering, and life sciences. As such, we need

the cluster to cater to all needs.”

Deepak Agrawal
Head IT Infrastructure, Shiv Nadar University



After an in-depth evaluation of
the market-leading HPC vendors,
SNU chose to renew its strategic
partnership with Lenovo to
deploy a new, state-of-the-art
supercomputer.

“Lenovo has been our preferred
partner for HPC for over a
decade,” says Agrawal. “Lenovo
doesn’t just deliver on the
technology front; their support
and services are also excellent.
We have always had a good
experience working with Lenovo,
and we have a great deal of trust
in the team.”

Hardware

Lenovo ThinkSystem SR645 servers
Lenovo ThinkSystem DEGOOOH
hybrid storage arrays

NVIDIA® AT00 Tensor Core GPUs

Software

IBM Spectrum Scale

Lenovo Intelligent Computing
Orchestration (LICO)

Red Hat Enterprise Linux
Slurm Workload Manager

Services

Lenovo HPC Deployment Services
Lenovo Post Warranty Services
Lenovo Professional Services
Warranty Upgrade



SNU worked closely with Lenovo Professional Services to install the new
HPC cluster. Named Magus, it consists of 57 Lenovo ThinkSystem SR645
compute nodes, 12 Lenovo ThinkSystem SR645 high-memory nodes, two
login nodes, and two master nodes with a total of 8,064 AMD Milan cores.

For storage, SNU selected Lenovo ThinkSystem DE60OOOH hybrid storage
arrays with IBM Spectrum Scale (formerly GPFS) with a total storage
capacity of 700 TB. The resources are connected via a high-bandwidth,
low-latency HDR10OO InfiniBand interconnect. The cluster runs Red Hat
Enterprise Linux with Lenovo Intelligent Computing Orchestration (LiCO)
for cluster monitoring and management, and Slurm Workload Manager for
job scheduling.

The Magus cluster features two specialized GPU nodes, each equipped
with four NVIDIA® A100 Tensor Core GPUs with NVIDIA Ampere
architecture, delivering DP TC 156 TFLOPS. These nodes offer GPU
acceleration for analytics, artificial intelligence (Al), and machine learning
(ML) workloads—demand for which is rising fast.

Agrawal comments: “Data science is a significant growth area, and we
have had requests from several users to run Al and ML models on the
cluster. With the new NVIDIA nodes, we can now offer GPU acceleration
to help advance research in this area.”



"The Magus cluster is designed to be flexible and
scalable, allowing it to grow and adapt to the changing
needs of researchers.”

Deepak Agrawal
Head IT Infrastructure, Shiv Nadar University



Delivering an Rpeak performance &  17xmore cores

of 321 TFLOPS and an Rmax

performance of 229 TFLOPS,

Magus is ranked 32nd in the Q 2.5x performance boost
Top Supercomputers-India list

of most powerful HPC clusters.

By providing access to such
high-performance compute Q
resources, as well as cutting-edge

GPU acceleration, SNU is

empowering researchers to Q 14x more storage capacity
process data faster and more

accurately, run larger and more

complex workloads, and cut

i to-in<i 32nd most powerful
time-to InSIth' Q supercomputer in India

320.4 TFLOPS Rpeak,
229 TFLOPS Rmax

T Ranked 32nd in the January 2023 Top-Supercomputer-India list.



https://topsc.cdacb.in/filterdetailstry?page=40&slug=January2023
https://topsc.cdacb.in/filterdetailstry?page=40&slug=January2023

“Upgrading to the latest Lenovo server and storage technology
means that performance is 2.5x faster than our previous cluster,”
says Agrawal. “Previously, users typically had to wait a week to run
a job; workloads ran so much slower that the cluster was always
maxed out. Now we have plenty of capacity and researchers never
need to wait to access HPC resources, meaning that they can get
on with their work. In fact, jobs run so fast that we never fully utilize
the cluster—there is no queue.”

He concludes: “The Magus cluster is a real feather in our cap,
helping to attract both people and funding to the university.
Supported by Lenovo, SNU is striving to become a major research
center, not just in India but globally.”

‘ ‘ “We have achieved a significant improvement in
core-to-core performance and capacity with the
launch of the new cluster.”

Rajesh Dawar
Director - IT, Shiv Nadar University



Lenovo’s proposal met all SNU’s technical requirements
within budget, including the university’s request for GPU
acceleration. “Lenovo offered the best price-performance
ratio of all the vendors we considered,” confirms Agrawal.

SNU was also impressed by Lenovo’s LiCO offering. “We
like the graphical user interface of LiCO, as it makes
managing compute resources easy,” says Agrawal. “LiCO
also integrates well with our Slurm workload manager
tool. None of the other vendors we considered has such
an advanced management solution for HPC.”

S~



“We are delighted to offer our faculty and students
access to the new HPC cluster. With this advanced
system, our researchers can perform complex
simulations, more easily analyze large data sets,

and enhance their research. The facility represents

a significant investment in research at our institution.
We hope that our research will continue to impact the
world in meaningful way.”

Dr. Ananya Mukherjee
Vice Chancellor, Shiv Nadar University



How do you crunch data faster
and more accurately?

Empowering researchers with a powerful new

HPC cluster based on Lenovo and NVIDIA technology. Powered by

Explore Lenovo HPC Solutions @

NVIDIA.
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https://www.lenovo.com/hpc
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