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A b s t r a c t 
The General Diagnostic Engine (GDE) 
provides an elegant and general f ramework for 
model-based diagnosis. However, l ike many 
other diagnostic systems, GDE's device models 
capture only the correct, or intended, behavior 
of i ts components. I t is lacking an impor tant 
par t of diagnostic reasoning: knowledge about 
how components may behave when they are 
faul ty . Th is fact can l im i t the performance of 
GDE considerably. We present a solut ion for 
in tegra t ing the use of faul t models into GDE in 
a very homogeneous way, a system called 
GDE + . Un l i ke the basic GDE, it can not only 
exploi t contradict ions between the assumed 
correct behavior of components and the 
observations, but also analyze whether the 
fault iness of components would real ly explain 
the observations. Based on an extended 
version of the A T M S , GDE + is able to prove 
the correctness of components and to rule out 
implausible diagnostic hypotheses. 

I n t r o d u c t i o n 
In many systems for model-based diagnosis, the 
model of the device under consideration captures 
only the normal , or intended behavior of i ts 
components. In explo i t ing the Assumption-Based 
Truth-Main tenance System (ATMS), the General 
Diagnostic Engine (GDE) of [de K leer -Wi l l iams 87] 
provides an elegant and general f ramework for th is 
type of diagnostic reasoning. The system assumes 
the correctness of each component and identi f ies 
conjunctions of such correctness assumptions that 
contradict the observations (measurements). The 
diagnostic process is then organized as a cycle of 
gather ing more in format ion that helps to decide 
which correctness assumption(s) should be retracted 
in order to remove the exist ing contradict ions. 

The advantages of GDE, besides being model-based, 
are tha t i t can handle m u l t i p l e f au l t s , and i t does 
n o t r e q u i r e f a u l t mode ls . 
On the other hand, GDE does n o t exp l o i t knowledge 
about the f a u l t y b e h a v i o r of components. The 

Figure 1 

simple example shown in F ig . 1 demonstrates that 
th is can be a drawback: a bat tery , S, is connected to 
three bulbs, B1, B2, B3, of the same type. ( In order to 
reduce the number of components involved, we 
assume tha t the connections, W1,...,W6 are direct ly 
attached to the bulbs.) Suppose we observe tha t only 
B3 is l i t . W i thou t requ i r ing fur ther measurements, 
we w i l l come up w i th the plausible diagnosis {B1, B2}, 
meaning that B1 and B2 are broken. Th is is because 
the l ight of B3 indicates the bat tery supplies 
sufficient voltage, and a bulb that is not l i t despite 
this fact is considered to be broken (or to have no 
contact). 

What w i l l GDE derive from this si tuat ion? I t 
suggests a var ie ty of diagnoses (as we w i l l show in 
deta i l in section 2). Among them is our preferred 
diagnosis, {B 1 , B2}, but also candidates l ike 

{S, B3}, { W 1 W 5 } , and others. 

The diagnosis {S, B3} explains the observations by a 
faul t in the bat tery and in the l igh t bulb B3 : "The 
battery does not supply voltage (that is why B1 and B2 
are not lit), and B3 is faulted: it is lit although there is 
no voltage"! And {W1, W5} says "B1 and B2 are not lit 
because the wire W1 is broken, and B3 is lit because 
the wire W5 is behaving improperly: it produces 
voltage"! 

1318 Knowledge Representation 



We do not accept these explanations as possible 
diagnoses because, un l ike GDE, we use not only 
knowledge about the correct behavior of the involved 
components but also knowledge about thei r possible 
behavior when they are faul ted. E.g. being l i t 
w i thout voltage supply is not a potent ia l faul t of a 
light bulb. 

The example demonstrates that knowledge about the 
faul ty behavior can be very important . In many 
cases, the diagnostic process involves both 
• generat ing candidates, or diagnostic hypotheses, 

by ident i fy ing sets of components whose c o r r e c t 
f u n c t i o n i n g c o n t r a d i c t s the observations, and 

• generat ing explanat ions, or conf i rming 
diagnoses, by analyzing whether the 
m a l f u n c t i o n i n g of a (set of) component(s) is 
cons i s t en t w i th the observations. 

GDE carries out the f i rst task, but not the second. 
The u l t imate reason for th is lies in what one might 
call the difference between logical negation 
and "physical negat ion": If the retract ion of a 
correctness assumption for a component removes the 
exist ing contradict ions, this means that the log ica l 
negation of the component's correctness is consistent 
w i th the observations. I t states that the component 
does not behave according to the normal model, but 
except for th is , it may behave in an arb i t rary way. 

However, if a component real ly breaks, i.e. after 
the " p h y s i c a l negat ion" of its correctness, it does not 
operate in a completely unconstrained manner. In 
many cases, it w i l l s t i l l behave in a determinist ic, 
describable way. There may be a number of such 
modes known, which are called fault models. 

Hence, extending GDE in order to capture and 
exploit faul t models appears to be promising. In this 
paper, we show that this is possible in a very 
coherent way. Since faul t models are applied under 
the assumption that the respective component is no t 
correct, and since a component is e i t he r correct or 
not, we have to use an extended version of the ATMS 
that is capable of handl ing negation and disjunction. 
Based on th is, we are able to make inferences like "/f 
none of the fault models of a component is consistent 
with the observations then it is correct", or "If each of 
the fault models of a component is inconsistent with 
the observations and the correctness of some other 
component then it is not a candidate for a single 
fault". 
The fol lowing section br ief ly summarizes the 
structure of GDE and the use of the ATMS in this 
f ramework. In section 3, we wi l l state the goal for the 
in tegra t ion of fau l t models and present an extended 
version of the A T M S . This is shown to establish the 
required basis for the explo i tat ion of faul t models: I t 
is possible to infer the correctness of components 
(section 4), and the use of faul t models improves the 
basis for cont ro l l ing the diagnostic process (section 
5). Perspectives are br ief ly discussed at the end. 

2 GDE and ATMS 
In this section, we wi l l sketch the basic principles of 
GDE, using the example introduced above. GDE is 
supplied w i th a m o d e l of the device in terms of 
c o r r e c t l y w o r k i n g c o m p o n e n t s . The component 
models are encoded by constraints which deduce 
values of system parameters from other known 
values. This inference process is based on 
obse rva t i ons , i.e. input/output data and 
intermediate measurements. GDE i terat ive ly 
performs the fol lowing steps: 
• P r e d i c t i o n : Based on the assumption that each 
component works correctly, compute values for 
system parameters. 
• C o n f l i c t de tec t i on : identify those correctness 
assumptions that are involved in the computat ion of 
contradictory values for parameters. 
• C a n d i d a t e gene ra t i on : construct sets of 
correctness assumptions that account for the known 
conflicts (i.e. their conjunctive retract ion would 
remove the contradictions). 
• M e a s u r e m e n t sugges t ion : propose 
measurements that are l ikely to help d iscr iminat ing 
among the candidates. 

When new observations are entered, new predictions 
are made. The process stops when some candidate is 
an acceptable diagnosis according to some (e.g. 
probabilistic) cr i ter ion. 

The measurement suggestion in |de Kleer-Wi l l iams 
87] is based on probabil istic methods. However, since 
it is a module quite independent of the others, it 
could be supplemented or replaced by other 
knowledge sources and wi l l not be discussed in th is 
paper (Ways for in tegrat ing fault models and 
probabil i t ies are presented in f l lamscher 881 and [de 
Kleer-Wi l l iams 89)). 

Con f l i c t Detec t ion 

If two contradictory values are computed for the 
same parameter, the correctness assumptions 
under ly ing these computations establish a c o n f l i c t . 
At least one of these assumptions must be wrong. (In 
real i ty , it might be a problem to decide whether or 
not two values are contradictory as opposed to 
merely reflecting imprecise measurements, see 
[Dague-Deves Raiman 87], [Struss 88al). 

For describing conflicts, the system has to ident i fy 
the correctness assumptions a derived value depends 
on, and, hence, to record the dependencies among the 
single predictive inference steps. This is done by 
using the ATMS ([de Kleer 86al). In the predict ion 
process, each application of a constraint is based on 
both the parameter values and the assumption tha t 
the component works in accordance w i th its 
description. This informat ion is t ransferred to the 
ATMS. 

In principle, the A T M S works as follows: It creates a 
node for each problem solver da tum given to it 
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(Nodes wi l l be wr i t ten in capital letters in the 
following). If the problem solver infers a datum from 
a conjunction of other data, the ATMS records this 
dependency as a j u s t i f i c a t i o n which relates the 
respective nodes. In our example, we have 
justif ications l ike 

For brevi ty, each correctness node wi l l be denoted 
simply by the name of the respective component: e.g. 
CORRECT(S) S. 

Distinct from the ATMS nodes, there are 
assumpt ions (wr i t ten in small letters), representing 
the decision of the problem solver to believe or 
hypothesize that a certain datum is true, e.g. 
s=scorrect(S) denotes the assumption of the 
correctness of S. The task of the ATMS is to compute 
the e n v i r o n m e n t s for each node, i.e. those sets of 
assumptions that allow the derivat ion of this node. 
Obviously, S has the environment { s } . If a derived 
node becomes an antecedent for another just i f icat ion, 
its environments are combined w i th those of the 
other antecedents and propagated to the newly 
derived node. Thus, via the first just i f icat ion shown 
above, VOLTAGE 1(S) - + also receives the 
environment { s }, The node LIGHT(B1)=ON gets 
{s, w1, w2, b1, because it is just i f ied by B1's 
correctness and the necessary voltage drop which in 
turn depends on the wires, W1, W2, and the battery 
working correctly. The ATMS computes minimal 
environments (w.r.t. set inclusion). If a node holds in 
the empty environment, it is universally true; it is a 
fact . 

There is a distinct node, FALSE, that represents 
inconsistency. FALSE may have justi f ications, in 
our case the existence of confl icting values: 

Sets of assumptions that allow to derive FALSE (i.e. 
inconsistent conjunctions) are called nogoods. 
Because each superset of a nogood is also in
consistent, the ATMS computes the set of min imal 
nogoods as an efficient representation of the exist ing 
contradictions. Since we observed that B1 is not l i t , 
i.e. L I G H T ( B 1 ) = O F F is a fact, we obtain 

nogood {s , w1,w2,bl }. 

This exemplifies how the ATMS performs the task of 
conflict detection, and it shows that automatical ly 
m i n i m a l conflicts are generated. In our example, the 
fol lowing min imal conflicts are identif ied: 

Cand ida te Genera t i on 

A candidate is a set of components, or rather, their 
respective correctness assumptions, that accounts for 
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al l known conflicts. The underly ing idea is that 
retract ing a l l correctness assumptions of a candidate 
(which means considering the components as faulty) 
removes a l l contradictions wi th the observations so 
far. In this sense, a candidate is a diagnostic 
hypothesis. 

Each candidate has to contain at least one element 
out of each min imal conflict. For the sake of a 
compact description of al l candidates, again it 
suffices to construct the candidates that are min imal 
w.r.t. set inclusion. From the conflicts described 
above, GDE derives not less than 22 min imal 
candidates, including the fol lowing w i th 2 elements: 

This confirms our claim in the introduction. We see 
that al l but the last one of the 2-element candidates 
are not acceptable diagnoses, since they contain 
either a wire that produces voltage out of nothing or 
a bulb l i t wi thout voltage. Only further measure 
ments would enable GDE to rule out implausible 
diagnostic hypotheses. As we stated in the 
introduction, the reason for this deficiency lies in the 
purely logical nature of negating correctness: it 
allows arbi t rary faulty behaviors, excluding only the 
correct one. Something is missing that is very 
essential for real diagnostic reasoning: knowledge 
about what specifically might happen under a fault 
occurring. 

3 In teg ra t ing Faul t Models 
3.1 The P rob lem 

We extend the components' models by descriptions of 
the behavior they exhibi t when they fai l . Since 
different failures may lead to different faulty 
behaviors, the component models can contain a 
number of f au l t v iews captur ing the various fault 
models of the component. Like the normal models, 
these fault models are represented by constraints. 
But they can be activated (and deactivated) 
independently. A general framework for structured 
models and their controlled application is described 
in (Struss 88a, bj. 

What do we need in order to exploit the fault models? 
• If a component, C, has nc distinguishable ways of 

fai l ing, which are described by fault models, 
then, i f C is genera l l y co r rec t , i t is c o r r e c t 
w . r . t each o f these f au l t v iews: 

CORRECT(C) => CORRECTi(C) . 
(This statement assumes that each fault can be 
detected and not be compensated by others). 

• If we want to express that there are no other 
ways for C to fa i l , i.e. the f a u l t mode ls are 
considered comple te , we add 



There are no problems in expressing these 
s ta tements as jus t i f i ca t ions in the basic A T M S (see 
F ig . 2 where C i stands for CORRECTi(C) and the 
dashed circles and ar rows indicate the suppor t ing 
assumpt ions) . 

However , when app ly ing fau l t models, we assume 
t h a t CORRECTi{C) is n o t t r ue , and we have to 
express the d is junct ion tha t a component is e i ther 
correct or fau l ty . Ex tended versions of the A T M S 
t h a t a l low us to encode negat ion and disjunct ions 
have been described by [Dressier 871 and [de Kleer 
88] . Here , we w i l l b r ie f ly summarize the essential 
features of the extensions requi red to solve our 
p rob lem. (For a deta i led discussion of thei r 
proper t ies in par t i cu la r in re la t ion to nonmonoton ic 
logic, see [Re in f rank et a l . 891). 

3.2 A n E x t e n d e d A T M S 

The basic A T M S as described in section 2 al lows a 
prob lem solver to hypothesize or bel ieve the t r u t h of 
a node, No, by c rea t ing an assumpt ion, no, for it 
(Remember the convent ion of us ing capi ta l let ters for 
nodes and smal l le t ters for assumptions). The 
e x t e n d e d A T M S provides a way to explore the 
consequences of the assumpt ion tha t No does n o t 
h o l d . Th is assumpt ion, denoted ¬no, supports the 
corresponding node, ¬N0. 

Two ru les in the extended A T M S establ ish the 
desired re la t ion between the nodes No and ¬No (and 
the i r respective assumptions): 
• The c o n s i s t e n t b e l i e f r u l e states tha t No and 

¬No cannot bo th be t rue at the same t ime. I t 
creates jus t i f i ca t ions such as: 

The n o g o o d i n f e r e n c e r u l e expresses that one 
of N0 and ¬No must hold. I t enables the problem 
solver to exp lo i t knowledge about inconsistent 
env i ronments . If E is an env i ronment , and E U 
{ ¬ n o } is inconsistent , then it must be the case 
t h a t N0 holds in E. Therefore, for any detected 
nogood t ha t conta ins a negated assumpt ion, 

nogood {n1 , n2 , ..., nk , ¬ n 0 } , 

t h i s ru le creates the jus t i f i ca t ion 

In par t i cu la r , f rom nogood{ ->no }, N0 is in fe r red 
to hold in the empty env i ronment , i.e. No is 
establ ished to be a fact. 

In [Dressier 88], i t is shown tha t the two ru les suffice 
to achieve the desired effect. ¬N0 holds in a 
consistent context i f and only i f N 0 does not . Our 
solut ion for using fau l t models in the G D E 
f ramework exploi ts the nogood inference ru le 
extensively, as is shown in the next section. 

4 Fau l t A s s u m p t i o n s - I n f e r r i n g 
Cor rec tness o f C o m p o n e n t s 

We use the faci l i t ies provided by the extended A T M S 
in the fo l lowing way: For each faul t model of a 
component, C, two nodes are created, C i 

= CORRECTi(C) represent ing "C is correct w.r.t. the 
i-th potential fault mode" and ¬Ci. Each conclusion 
d rawn f rom the use of the i-th fau l t model receives 
¬C i as a suppor t ing node which is based on the 
respective f a u l t a s s u m p t i o n , ¬c i . As usual , the 
appl icat ion of the normal model of C is supported by 
the node C, i.e. CORRECT(C), wh ich receives the 
assumption c. 

One mot iva t ion for the in t roduc t ion of fau l t models is 
to support an inference step l ike "If each of the known 
possible failures of a component contradicts the 
observations, then it is not faulty". We now 
demonstrate how the extended GDE (Let us cal l i t 
GDE + ) performs th is step. The i-th fau l t model of a 
component, C , c o n t r a d i c t s t h e o b s e r v a t i o n s , i f 
there is a (possibly empty) set of o ther components, 
say { A , B }, such tha t the i-th fau l t model of C cannot 
consistently be jo ined w i t h any combina t ion of the 
correct models a n d fau l t models of A and B. In te rms 
of assumptions, th is means: 

the nogood inference ru le of the extended A T M S 
concludes that a l l B j are va l id under a l l 
env i ronments { ¬c i, asmA }. Because the conjunct ion 
of all B j just i f ies the general correctness of B 
(consider F ig . 2), these env i ronments are propagated 
to B. Bu t , since (4.1) also impl ies t ha t a l l 
env i ronments { ¬c i, asm A, b } are nogoods, we get 

In the same manner, is detected to be a 
nogood, and the nogood inference rule derives C i to 
be a fact . If this is the case for a l l faul t models of C 
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(i.e. they a l l contradict the observations) then , based 
on the completeness of models (Fig. 2), C is 
established to be t rue, i.e. C works correct ly. The 
remain ing m in ima l confl icts no longer contain c. 

As an i l lus t ra t ion , we can now see tha t G D E + solves 
the problem of the int roductory example. Let each 
type of component have exactly one faul t model, 
in formal ly stated as: 
Bat te ry empty: 
Bulb damaged: 
Wi re broken: 

The bulb's only fau l t model direct ly contradicts the 
observat ion for B3. Hence, B3 is inferred to be correct, 
and b3 is removed f rom the m in ima l conflicts. So a 
non-zero current at B3 is a fact, which rules out each 
broken wire and the empty bat tery. At last, { b1 , b2 } 
is the only m in ima l candidate, as desired. GDE + 
real ly got r id of the implausible candidates. 

Obviously, th is technique for using fau l t models 
increases the complexi ty of GDE and bears the 
potent ia l danger of creat ing a huge number of 
combinat ions of correct models and fau l t models 
some of which may be very un l ike ly . However, even 
in such cases, the use of faul t models may s t i l l be 
eff icient as wel l as advantageous if combined w i th 
appropr iate control strategies. This is demonstrated 
in the fo l lowing section. 

5 Fau l t Models and Single Fau l t 
A s s u m p t i o n 

One useful cr i ter ion for cont ro l l ing the diagnostic 
process is to concentrate on smal l candidate sets and, 
in par t icu lar , on single faults. Faul t models may 
support such a control regime considerably. For 
instance, if each faul t model of a component, C, 
under the given observations contradicts the 
correctness assumption of at least one other 
component, then the fault iness of C alone cannot 
expla in the observations and, hence, C is not a 
candidate for a single faul t . W i thou t affecting the 
capabi l i ty to handle mul t ip le faul ts , GDE + 
automat ica l ly performs this k ind of inferences as the 
fo l lowing in formal ly presented example i l lustrates. 

Water is supposed to f low from an in f in i te water 
supply, S, through a pipe, P I N , into a container, C, 
and f rom there through pipe P O U T to the out let . 
For security reasons, there is another container, C-S, 
for captur ing water from an overflow or broken pipes 
(Fig. 3). 

Assume, S real ly contains enough water, and the 
only avai lable in format ion is 

O U T P U T ( P - O U T ) - 0 
W A T E R LEVEL(C-S) = 0. 

The correct models o f P I N , C, P O U T imply 
O U T P U T ( P - O U T ) = + , and, f rom the f i rst 
observat ion, 
(5.1) {p-in , c , p-out} 
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F i g u re 3 
is established as the only m in ima l confl ict, which 
merely indicates that something is wrong on the way 
f rom the water supply to the out let . Generat ing three 
m in ima l candidates, { p - i n }, { c }, { p - o u t } , is a l l the 
basic GDK can do. We use GDE+ and supply it w i t h 
the fo l lowing faul t models (g iv ing the i r respective 
faul t assumptions reasonable names): 

I f these faul t models are act ivated, the fo l lowing 
nogoods wi l l be detected: 
(5.2) {hole(C), p-in, c-s } 
(i.e. water runn ing out of C through a hole would be 
detected in a correct C-S in contrast to the second 
observation). S imi lar ly , the fo l lowing nogoods are 
found: 
(5.3) {perforated)P-IN), c-s} , 
(5.4) {perforated(P-OUT),p-in, c, c-s } , 
and, f ina l ly , 
(5.5) {clogged(P-OUT), p-in, c, c-s } 
( I f P-IN works, C is also correct, and P-OUT is 
clogged, then C-S would contain water f rom the 
resu l t ing overflow of C). Note tha t (5.2) th rough (5.5) 
are not conflicts, because they include fau l t 
assumptions. 

F rom (5.2), the nogood inference rule creates 

Th is has two results: due to (5.1), a second confl ict, 
(5.6) {p-in, c-s, p-out }, 
is detected, and the nogoods (5.4) and (5.5) are 
minimized to 
(5.4') {perforated(P-OUT), p-in, c-s } and 
(5.5') {clogged(P-OUT), p-in, c-s }. 

The nogood inference rule appl ied to (5.4') and (5.5') 
establishes 

and, via completeness of P-OUT's fau l t models, 
reduces the conflict (5.6) to 
(5.6f) { pin , c-s } . 



The min ima l candidates derived f rom the min imal 
confl icts, (5.1) and (5.6'), are 

{ p - i n }, { c , c-s }, and {p-out ,c-s], 

and P I N is the only candidate for a single fault . 
Moreover, under the single faul t assumption, we 
have in format ion about w h a t is w r o n g w i th P-IN 
(5.3) excludes PERFORATED(P-IN) f rom being a 
single fau l t and, hence, implies that CLOGGELHP-
IN) is the only possible fai lure of P I N . 

In th is case, the system could not prove the 
correctness of a component. However, in using fault 
models, it changed the set of the min imal candidates 
and provided impor tan t in format ion for control 
decisions, e.g. focusing on P I N . The core of the 
performed inferences is the fol lowing: If each faul t 
model of C is inconsistent w i th some set of correct 
models of other components, 

(5.7) 

(remember ¬c i =¬correctJC) ) then the nogood 
inference rule creates just i f icat ions 

and, via completeness of faul t models, C 
=CORRECT(C) receives an environment consisting 
only of correctness assumptions: 

This expresses the fact tha t , regardless of how C 
fai ls, th is can only be true if some other component is 
also faul ty . 

Note tha t for establ ishing (5.7), it suffices to consider 
only combinat ions of models that contain exact ly 
one faul t model. This means the results are 
der ivable w i thout the potent ia l combinatorial 
explosion that might occur in the correctness proof 
presented in the previous section. The analysis can 
be focused on contexts that contain not more than 
one fau l t assumption. [Dressler-Farquhar 891 
presents a contro l mechanism based on consumers 
([de K leer 86bl) which is able to perform this task. 

6 Perspect ives 
The completeness of faul t models is an essential 
condi t ion for the inference mechanism presented 
here. If a fau l ty component exhibi ts a behavior that 
is not captured by one of the faul t views, wrong 
conclusions may be drawn. A reasonable diagnostic 
strategy is to first assume that only typical or known 
faul ts occur, un t i l there is evidence to the contrary. 
Th is requires mak ing the assumption about the 
completeness of fau l t models expl ici t . An addit ional 
antecedent for the correctness of a component is 
introduced: 

It represents the remain ing faults and is supported 
by an assumption. [Struss 88b, 891, describe how 
GDE + can reason about such assumptions 
under ly ing the diagnostic process (the correctness of 
observations and the single faul t hypothesis are 
other examples). Again, this is possible w i thout 
leaving the basic concepts and mechanisms of GDE. 
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