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Abstract engines, and online advertising. The industry-scale

We investigate the Plackett-Luce (PL) model
based listwise learning-to-rank (LTR) on
data with partitioned preference, where a set
of items are sliced into ordered and disjoint
partitions, but the ranking of items within a
partition is unknown. Given N items with
M partitions, calculating the likelihood of
data with partitioned preference under the
PL model has a time complexity of O(N+S1),
where S is the maximum size of the top M —1
partitions. This computational challenge re-
strains most existing PL-based listwise LTR,
methods to a special case of partitioned pref-
erence, top-K ranking, where the exact order
of the top K items is known. In this paper,
we exploit a random utility model formula-
tion of the PL model, and propose an efficient
numerical integration approach for calculat-
ing the likelihood and its gradients with a
time complexity O(N +52). We demonstrate
that the proposed method outperforms well-
known LTR baselines and remains scalable
through both simulation experiments and ap-
plications to real-world eXtreme Multi-Label
classification tasks.

1 Introduction

Ranking is a core problem in many information re-
trieval systems, such as recommender systems, search
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ranking systems are typically applied to millions of
items in a personalized way for billions of users. To
meet the need of scalability and to exploit a huge
amount of user feedback data, learning-to-rank (LTR)
has been the most popular paradigm for building the
ranking system. Existing LTR approaches can be cate-
gorized into three groups: pointwise (Geyl|1994), pair-
wise (Burges et al., |2005), and listwise (Cao et al.
2007} [Taylor et al.,2008) methods. The pointwise and
pairwise LTR methods convert the ranking problem
into regression or classification tasks on single or pairs
of items respectively. As the real-world ranking data
are often presented as (partially) ordered lists of items,
the listwise LTR methods instead directly optimize ob-
jective functions defined on ranked lists of items, in or-
der to preserve more information of the interrelations
among items in a list.

One of the most well-known group of listwise LTR
methods (Cao et al., 2007; [Xia et al., [2008]) are based
on the Plackett-Luce (PL) model (Plackett] [1975;
Luce, {1959). These methods define their objective
functions as the likelihood of the observed ranked list
under a PL model. Despite being useful in many cases,
a major limitation of such methods comes from the
fact that, evaluating the likelihood of general partial
rankings under a PL model is usually intractable for a
large number of items. This computational challenge
restricts the application of existing PL-based listwise
LTR methods to limited special cases of partial rank-
ings, such as top-K ranking, where the exact order of
the top K items is known.

In this paper, we extend PL-based listwise LTR to
a more general class of partial rankings, the parti-
tioned preference (Lebanon and Maol 2008} [Lu and
Boutilier} [2014)), defined as following: given N items,
partitioned preference slices the items into M disjoint
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partitions, where order of items within each partition
are unknown while the M partitions have a global or-
der. Partitioned preference not only is a strictly more
general class of partial rankings compared to top-K
ranking, but also better characterizes real-world rank-
ing data. For example, in a page of recommended
items, we usually only observe binary clicks or a small
number of ordinal ratings (e.g., 5-star rating) as user
feedback but do not know the exact order among the
clicked items or items with the same rating scale. How-
ever, computing the exact likelihood of data with par-
titioned preference under the PL model requires an in-
tractable time complexity[f] of O(N+S1), where S is the
size of the largest partition among the top M —1 parti-
tions. While there exist sampling-based methods (Liu
et all |2019) that approximate the PL likelihood of
partial rankings that are even more general than par-
titioned preferences, they cannot be directly adapted
to the LTR setup where we usually need the gradients
of the likelihood with respect to (w.r.t.) learnable pa-
rameters of a ranking model.

To overcome this computational challenge, we propose
a novel numerical integration method. The key insight
of our method is that, by exploiting a random utility
model formulation of the PL model with Gumbel dis-
tribution (Yellott Jr, [1977; McFaddenl [1978)), we find
that both the log-likelihood and its gradients can be re-
written as the summation of multiple one-dimensional
integrals. This finding enables the proposed numer-
ical integration approach, which efficiently approxi-
mates the log-likelihood and the gradients. We for-
mally demonstrate that, as the number of items grows,
the overall time complexity of the proposed numerical
approach is O(N + 553) in order to maintain a con-
stant level of numerical error €, which is much more
efficient than the naive approach with the complexity
O(N + S!). We also discuss how our proposed ap-
proach might improve the generalized rank-breaking
methods (Khetan and Ohl 2018).

We evaluate the effectiveness of the proposed method
through both simulation and experiments with real-
world datasets. For simulation, we show that the pro-
posed method can better recover the ground-truth pa-
rameters of a PL model compared to baseline methods,
including a method (Hino et al., |2010) that approxi-
mates the PL likelihood with a tractable lower bound.
We also test the proposed method on real-world ex-
treme multilabel (XML) classification datasets (Bha-
tia et al., [2016). We show that the proposed method
can efficiently train neural network ranking models for
items at million-level, and outperforms other popular
listwise and pairwise LTR baselines.

!The exact versions of time complexity measures men-
tioned in this section can be found in Section

2 Related Work

2.1 Learning-to-Rank

Our work falls in the area of LTR (Liu, [2009). The goal
of LTR is to build machine learning models to rank a
list of items for a given context (e.g., a user) based on
the feature representation of the items and the context.
The choice of the ranking objective plays an important
role in learning the ranking models. Existing rank-
ing objectives can be generally categorized in to three
groups: pointwise (Geyl [1994), pairwise (Joachims|
2002; Burges et al.| 2005), and listwise (Cao et al.
2007, Xia et al.l [2008; Taylor et al., |2008; |Chris-
takopoulou and Banerjee, |2015; |Ai et al., |2018; [Wang
et al., [2018; [Bruch et al., 2020). The PL model has
been widely used in listwise LTR methods (Cao et al.|
2007; (Xia et all [2008} |[Schafer, [2018]). However, to
our best knowledge, existing PL-based listwise meth-
ods cannot be applied to partitioned preference data,
due to the aforementioned computational complexity
of evaluating the likelihood. Our work tackles the com-
putational challenge with a novel numerical approach.
Beyond the computational challenge, another major
limitation of the PL-based listwise methods is that,
the underlying independence of irrelevant alternatives
(ITA) assumption of the PL model, is sometimes overly
strong in real-world applications (Seshadri and Ugan-
der| [2019; Wilhelm et al.| [2018; |Christakopoulou and
Banerjeel |2015)). But more detailed discussions on the
ITA assumption is out of the scope of this paper.

XML classification as a ranking problem.
Given features of each sample, the XML classification
task requires a machine learning model to tag the most
relevant subset of an extremely large label set. The
XML classification tasks were initially established as
a reformulation of ranking problems (Agrawal et al.|
2013; |Prabhu and Varmal,|2014), and the performance
of which is primarily evaluated by various ranking met-
rics such as Precision@k or nDCG@k (Bhatia et al.|
2016]). The XML classification tasks are special cases
of ranking with partitioned preference, where the class
labels are considered items, and for each document its
relevant labels form one partition and irrelevant labels
form a second, lower-ranked partition. In this work,
we apply the proposed method for ranking with par-
titioned preference to the XML classification datasets,
and we find it achieving the state-of-the-art perfor-
mance on datasets where the first partition, i.e., the
set of relevant labels, is relatively large.

2.2 Rank Aggregation

Rank aggregation aims to integrate multiple partial or
full rankings into one ranking. The multiple rank-
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ings are considered as noisy samples from underlying
ground truth ranking preferences. Rank aggregation
is a broader research area that includes LTR as a sub-
problem. Statistical modeling is a popular approach
for rank aggregation. Various statistical models (Mal-
lows|, |1957; |Luce, [1959; [Plackett], [1975|) are proposed
to model the rank generation process in the real world.
Among them, the PL model (Luce, 1959 Plackett,
1975)) is one of the most widely-used. Evaluating the
likelihood of the PL model on various types of par-
tial rankings has been widely studied (Hunter et al.|
2004} [Maystre and Grossglauser}, [2015; [Liu et al.,[2019;
Yildiz et al., 2020; |Zhao and Xiaj [2020). However, we
note that many of these studies (Maystre and Gross-
glauser}, [2015} |Liu et al., [2019) are designed for rank-
ing data without any features, and thus are not suit-
able for LTR tasks. The ones (Yildiz et al.| [2020;
Zhao and Xiay, |2020) that can leverage sample features
are not directly applicable to large-scale partitioned-
preference data. It is worth noting that, our proposed
method shares the motivation of approximating the in-
tractable PL likelihood using sampling methods (Liu
et al., |2019), as numerical integration is a special case
of sampling. However, the integral form of the PL
likelihood inspired by the connection between the PL
model and Gumbel distribution makes our method
more efficient than a general sampling method.

3 Approach

3.1 Problem Formulation: Learning PL
Model from Partitioned Preference

Suppose there are N different items in total and we
denote the set {1,--- , N} by | N]. The PL model and
the partitioned preference are formally defined below.

Definition 1 (Plackett-Luce Model (Plackett] [1975;
Luce, [1959)). Given the utility scores of the N items,
w = [wy,ws, - ,wy|’, the probability of observing a
certain ordered list of these items, (i1,42, -+ ,in), 1S
defined as

N

Pl in)iw) = [ —e2l)
21 2=y exp(wi,)
Definition 2 (Partitioned Preference (Lebanon and
Mao), 2008; [Lu and Boutilier, |2014))). A group of M
disjoint partitions of |N|, S1,S2, - ,Snm, is called a
partitioned preference if (a) S1 = --- = Sy, where
Sm = S indicates that any item in m-th partition has
a higher rank than items in the m-th partition; (b) the
rank of items within the same partition is unknown.

Clearly, UM_,S,, = |N| and S, N Sz = 0 for any
1 <m # m < M. We also denote the size of each

partition S,, as n,, m = 1,--- , M. Under a PL
model parameterized by w as defined in Eq. , the
probability of observing such a partitioned preference
S1 > -+ > Sy is given by

P(S1 - >SM;U))

_ 3 ooep(w,)  (2)
N

)
(i1, ,iN)EQ(S1>=->=Sp; | [N]) =1 r=l eXp(wiT)

where Q(-; | N]) is a function that maps a partial rank-
ing to the set of all possible permutations of | N| that
are consistent with the given partial ranking.

Typically, the utility scores w are themselves parame-
terized functions, e.g. neural networks, of the feature
representation of the items and the context of rank-
ing (e.g., a particular user). Suppose the features for
item ¢ are denoted as v; and the item-independent con-
text features are denoted as . Then the utility score
of i for a given context (e.g., user) can be written as
wi(x,v;;0), where 0 represents the neural network pa-
rametersﬂ The problem of learning a PL model from
data with partitioned preference can be formulated as
maximizing the likelihood in Eq. over 6.

However, evaluating the likelihood function naively by
Eq. requires a time complexity of O(N +nq!+---+
nar—1!), which is made clear in the form of Eq.
given by Lemma This implies that the likelihood
becomes intractable as long as one partition is mildly
large (e.g., 20! > 10'8).

Lemma 1. Let o(-) be a function that maps a set of
items to the set of all possible permutations of these
items. Then Eq. (@ can be re-written as

M—-1

n( = M-

. -1 .,
wi Wi,
m=1 \ (i1, in,, )€ (Spm) I=1 ZjeRm ewi =y e

(3)

U}L'l

which happens to be

M—1
P(Sm - Rm+1),

m=1

where Ry, is the set of items that do not belong to the

top m — 1 partitions, i.e. R, =UM S,.

3.2 Efficient Evaluation of the Likelihood
and Gradients

Next, we present how to efficiently evaluate the likeli-
hood Eq. and its gradients. We derive a numerical
integral approach based on the random utility model
formulation of the PL model with Gumbel distribu-

tion (Yellott Jrl [1977; [McFadden), [1978]).

2We simplify the notation w;(x,v;;0) as w; for each i €
| V] when there is no ambiguity.
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The random utility model formulation of PL.
A random utility model assumes that, for each con-
text, the utility of preferring the item i € |N] is a
random variable u; = w; + €;. In particular, w; is the
aforementioned parameterized utility function, and e¢;
is a random noise term that contains all the unob-
served factors affecting the individual’s utility. When
each ¢; independently follows a standard Gumbel dis-
tribution (or equivalently, each u; independently fol-
lows Gumbel(w;), a Gumbel distribution with the lo-
cation parameter set to w;), we have the following
fact (Yellott Jr, [1977), for any permutation of items

(ila"' 7iN)a

Pug, > ujy > -

N .
R ()

B
321 k=g exp(wi,)

It implies that, after sampling N independent Gumbel
variables, the ordered indices returned by sorting the
Gumbel variables follow the PL model. Following this
result, we have developed Proposition [I| that charac-
terizes the preference for a given context between any
two disjoint partitions.

Proposition 1. Given a PL model parameterized by
w, for any A,B C |N| and AN B = (), the probability
of A = B is given by

P(A > B;w) = P(mingwa > maxgwb)
a€cA beB
/ [T —uexptoemwnlyau, (4)
u= aeA
where g, denotes a random wvariable following

Gumbel(w) and wp = log )", . 5 exp(wy).

Kool et al.| (2020) have shown a weaker version of
Proposition |1| where AU B = | N|. Here we extend it
to the case where AU B C |N|, whose proof is given
in Appendix In particular, the second equality
in Eq. provides an efficient way of computing the
likelihood of the preference for a given context between
two disjoint partitions.

Compute the likelihood and gradients by nu-
merical integral. Following the random utility
model formulation of PL, we can compute the log-
likelihood of the preference for a given context among
M partitions and its gradient efficiently by one-
dimensional numerical integrals. For the likelihood
function, it directly follows from Lemma [T and Propo-

sition [ that

P(Sy = -
M-1
P(Sm - Rm+1;’LU)

- S’M,'w)

()

m=1
M-1 1
o exp(w; —wgr
_ / IT (1 weoloems)) du,
m=1""=04eg,,
where wg,,, = log} ;. cp . exp(w;). Therefore,

we can compute the log-likelihood function through
M — 1 one-dimensional numerical integration. From
Lemma [2] we can see that the gradients of the log-
likelihood can also be obtained by N — nj; numerical
integrations using Eq. @

Lemma 2. The gradients of the log-likelihood w.r.t.
w can be written as

Ve log P(S; = -
M-—1

i me+1)

- SM,’LU)
T mE: P(S'm > Rm-‘rlv

Z Vw exp(w
=1
1
/ [ H (1 _ ueXP(wj—’me+1))]
u=0

JESm
exp(w; —wr

m—+1 ) log u

Cxp(wl _wR

u

1—u mt1)

(6)

Analysis of the computation cost. Suppose the
number of numerical integration intervals is set as T
Evaluating the likelihood requires a time complex-
ity O(N+T(N —na)) and evaluating the gradients (6])
requires a time complexity O(N + T(Z%;ll n2)).
Next we quantify the minimum 7T required by certain
desired numerical error. The numerical error consists
of the discretization error, which is caused by the dis-
cretization of the integral, and the round-off error,
which is caused by the finite precision of the com-
puter. While there is non-negligible round-off error
if we calculate the numerical integration directly using
formula and @, this can be largely alleviated us-
ing common numerical tricks (see Appendix [A.5)). So
we mainly focus on the analysis of the discretization
error, which is given in Theorem

Theorem 1. Assume that there exist some constants
c€R, and C > 1 and C = o(N'/9), such that, for
any 1 <m< M —1,

2 < exp(wg,, +¢) < C. (7)

m

Then for anye >0 and m=1,--- .M — 1,

(a) we need at most Cz("fg“) intervals for the m-th
integral in the likelihood (@ to have a discretiza-

tion error smaller than €;
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(b) if there exists some constant 0 < Cp < 1 and
Cio = o(V/N), such that, for eachi € S,,, defining
a = exp(w; + wg,,,, + 2¢) and b = exp(w; + ¢),
the following conditions hold,

a>4,a+2b>5, and b > Cy, (8)

fcll

Cge
(m,i)-th integral in gradients (@ to have a dis-
cretization error smaller than €/ny,.

then we need at most ~———"= intervals for the

We note that the assumptions @ and (§)) in Theorem
respectively require the largest and the smallest neural
network output logit, plus a constant ¢, to be not too
far away from zerdﬂ These assumptions are easy to
satisfy by first controlling the scale of the logits w, and
then choosing a proper ¢ to center the logits (¢ could
be either positive or negative). We provide the proof
of Theorem [I] in Appendix [A-4]

Theorem [I] implies that the computatlon cost of the
proposed method is overall O(N + = Zm L n3) to
maintain a discretization error at most e for both
the likelihood and its gradients, which is clearly much
more efficient than the naive approach with factorial
terms. We further highlight several computational ad-
vantages of the proposed numerical approach. 1) The
whole computation is highly parallelizable: the com-
putation of the T integrands and the product over S,,
within each integrand can all be done in parallel. 2)
The number of intervals T can be adjusted to con-
trol the trade-off between computation cost and accu-
racyﬂ ) In large scale ranking data, we often have
N ~ny >> Zm 1 Mm, thus ZM 11n will be negli-
gible for large N, resulting a linear complexity w.r.t.
N.

3.3 Improving the Computational Efficiency
of Generalized Rank-Breaking Methods

We discuss the potential application of the proposed
numerical approach to generalized rank-breaking meth-
ods (Khetan and Oh, 2018) as a final remark of this
section.

While partitioned preference is a general class of par-
tial rankings for a set of items, it is not able to repre-
sent the class of all possible partial rankings, which is
also known as arbitrary pairwise preference (Lu and
Boutilier, 2014} [Liu et al., [2019). It is challenging
to learn arbitrary pairwise preference using a listwise
method. To the best of our knowledge, there is no

3In practice, we find ranging from -10 to 10 is close
enough to give good empirical results.

4In our experiments in the main paper, we fix the hyper-
parameters 7' = 10000 and ¢ = 5 in all settings. We also
provide

scalable listwise method that is able to learn industry-
scale PL-based ranking models. Pointwise and pair-
wise methods are able to deal with any types of par-
tial rankings at the expense of lower statistical effi-
ciency. Generalized rank-breaking methods (Khetan
and Ohl [2018) are recently proposed to better trade-
off the computational and statistical efficiency in LTR.

An arbitrary pairwise preference of N items can be
represented as a directed acyclic graph (DAG) of N
nodes, where each node is an item and each directed
edge represents the preference over a pair of items.
The generalized rank-breaking methods first apply a
graph algorithm to extract a mazimal ordered parti-
tion of |[N|, S; = Sa,---,Sym: a group of M dis-
joint partitions of | V| with largest possible M, such
that the item preference in the M partitions is con-
sistent with that of the DAG. One difference between
data with partitioned preference and data with arbi-
trary pairwise preference is that the maximal ordered
partition is not unique for the latter, as the maximal
ordered partition does not preserve all relationships
in the DAG. With the extracted partitions, we can
maximize the likelihood of these partitions under a
PL model to learn the model parameters. [Khetan and
Oh/ (2018)) propose to calculate the likelihood as shown
in Eq. , which has a time complexity involves fac-
torials of the partition sizes. To overcome this chal-
lenge for learning large-scale data, existing methods
need to approximate the likelihood by dropping the
top M — 1 partitions with large sizes. In contrast,
the proposed numerical approach in this paper can
be directly applied to the likelihood evaluation step
of generalized rank-breaking methods to significantly
improve the computational efficiency.

4 Experiments

In this section, we report empirical results on both syn-
thetic and real-world datasets. We compare the pro-
posed method, denoted as PL-Partition, with two
groups of baseline methods that can be applied to
large-scale partitioned preference data.

First, we consider two softmax-based listwise methods:
PL-LB (Hino et all [2010) and AttRank (Ai et al.|
2018). PL-LB optimizes a lower bound of the likeli-
hood of partitioned preference under the PL model.
In particular, for each m = 1,--- , M — 1, the term
P(Sm = Rymy1;w) in Eq. is replaced by its lower

bound np,![[;cq, (exp(wi)/ i8R exp(wj)).
AttRank optimizes the cross-entropy between the soft-
max outputs and an empirical probability based on the
item relevance given by training labels.

For the second group of baselines, we consider two
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Figure 1: MSE of the estimated PL utility scores vs various numbers of items N and number of samples n. Both
x-axis and y-axis are in the logarithmic scale with base 10. The results are averaged over 5 different random
seeds and error bars indicate the standard error of the mean.

popular pairwise methods: RankNet (Burges et al.|
2005)) and RankSVM (Joachims, [2002). RankNet op-
timizes a logistic surrogate loss on each pair of items
that can be compared. RankSVM optimizes a hinge
surrogate loss on each pair of items that can be com-
pared.

4.1 Simulation

We conduct experiments on synthetic data which is
generated from a PL model. The goal of this sim-
ulation study is two-fold: 1) we investigate how ac-
curate the proposed method can recover the ground
truth utility scores of a PL model; 2) we empirically
compare the computation costs of different methods
over data with different scales.

Synthetic data generated from a PL model.
We first generate a categorical probability simplex
p € ANT! as the ground truth utility scores for
iid.

~

N items following p softmax(q) and ¢;
uniform(0,log N),1 < i < N. Then we draw n sam-
ples of full ranking from a PL model parameterized by
p. Finally, we randomly split the full rankings into M
partitions and remove the order within each partition
to get the partitioned preference. We note that the
synthetic data is stateless (i.e., there is no feature for
each sample), as this simulation focuses on the esti-
mation of the PL utility scores p rather than the re-
lationship between p and sample features. Further, in
large-scale real-world applications, we often can only
observe the order of limited items per sample. For ex-
ample, a user can only consume a limited number of
recommended items. To respect this pattern, we re-
strict the total number of items in top M —1 partitions
to be at most 500 regardless of N. We fix M = 4 and
generate data with varying (N, n) and random seeds.

Experiment setups. As the synthetic data is state-

less, we only need to train N free parameters, with
each parameter corresponding to an item. We use the
proposed method and baseline methods to respectively
train the parameters using stochastic gradient descent
with early-stopping. We use AdaGrad optimizer with
initial learning rate of 0.1 for all methods. We report
the mean squared error (MSE) between the softmax
of these free parameters and the PL utility scores p as
a measure of how accurately different methods recover

p.

MSE of the estimated PL utility scores. Fig-
ure[I]shows the MSE of the estimated PL utility scores
by different methods over various N and n. To better
compare results across data with different numbers of
items N, we further include an oracle reference method
PL-TopK, which has access to the full ranking of the
items in the top M —1 partitions and optimizes the cor-
responding PL likelihood. First, as expected, the pro-
posed PL-Partition method best recovers the ground
truth utility scores in terms of MSE on all data config-
urations, as it numerically approximates the PL likeli-
hood of the partitioned preference data. However, it is
worth noting that PL-LB, while also trying to approx-
imate the PL likelihood with a lower bound, performs
even worse than pairwise methods when N is small,
which indicates the existing lower bound method is not
sufficient to take the full advantage of the PL model.

Computation cost. Figure |2] shows the time and
memory costs of different methods over various N.
The results are obtained using a single Nvidia V100
GPU. We report the total time of running 1000 steps
of stochastic gradient descent with batch size 20. We
also report the peak CUDA memory. The costs of
both time and memory for the pairwise methods grow
faster than those for the listwise methods as N in-
creases. The two listwise baseline methods, AttRank
and PL-LB, have similar memory cost. PL-LB has
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Figure 2: Time and memory cost of different methods for various number of items N (average of 5 different
random seeds, each running 1000 steps of stochastic gradient descent with batch size 20). Both x-axis and y-axis
are in the logarithmic scale with base 10. The standard errors are barely visible, thus omitted. RankNet result
for N = 10° is missing as it ran out of memory.

Table 1: Precision@k and propensity-scored precision@k on the real-world XML datasets. Due to space limit,
PL-Partition, RankNet, and RankSVM are respectively renamed as PL-P, R-Net, and R-SVM. Bold numbers
indicate the best performance.

PL-P PL-LB R-Net R-SVM PL-P PL-LB R-Net R-SVM

D-1K Pa@l 66.72 66.12 64.11 61.95 PSP@1 33.22 3036  32.02 31.03
P@3 61.30 60.13  58.46 57.06 PSP@3 34.23 31.69 32.76 31.61
P@5 56.63 54.72  53.60 52.74 PSP@5 35.02 31.82  32.85 32.20
P@10 47.61 45.76  45.62 44.57  PSP@10 35.26 31.91 33.27 32.71
E-4K pal 78.12 66.46  T7.57 76.46  PSP@1 41.93 3455 42.81 4271
Pa3 62.81 51.58 63.05 61.88 PSP@3 43.46 3437 4555  45.69
pP@s 51.75 4135 52.55 50.95 PSpP@5 45.70 3444 48.61  47.43
P@10 33.79 2699 34.36 32.56 PSP@l10 57.13 4250 60.83 57.50
W-31K P@l 85.97 80.73 82.35 80.88  PSP@1 13.01 9.24 12.90 12.55
pPa@3 73.07 54.14  67.33 60.30 PSP@3  13.46 7.61 12.95 12.18
P@5 63.01 44.88  56.96 50.81  PSP@5  14.03 7.62 13.18 12.20
P@10 47.69 31.36 4247 37.50 PSP@10 15.70 7.61 14.90 13.04
D-200K P@l1 47.58 40.38  41.93 41.41  PSP@l 8.72 6.79 7.06 7.13
P@3 42.09 37.40  38.92 38.46  PSP@3 9.19 7.74 8.17 8.13
P@5 39.23 35.65 36.94 36.67  PSP@5 9.82 8.46 8.93 8.92
P@10 35.11 3240 33.66 33.44  PSP@10 11.01 9.75 10.20 10.21

Table 2: Comparisons between the proposed PL-Paritition and SLEEC and LEML. Bold numbers indicate the
best performance. The results of SLEEC and LEML are from the XML repository (Bhatia et al., 2016).

PL-Partition SLEEC LEML PL-Partition SLEEC LEML
D-1K pa1 66.72 67.59 65.67 PSPa@l 33.22 32.11 30.73
pPa@3 61.30 61.38 60.55 PSP@3 34.23 33.21 32.43
Pa@s 56.63 56.56 56.08 PSP@5 35.02 33.83 33.26
E-4K pal 78.12 79.26 63.40 PSPa@l 41.93 34.25 24.10
pPa@3 62.81 64.30 50.35 PSP@3 43.46 39.83 27.20
Pa@s 51.75 52.33 41.28 PSPaQ@5 45.70 42.76 29.09
W-31K P@l 85.97 85.88 73.47 PSP@l 13.01 11.14 9.41
pPa@3 73.07 72.98 62.43 PSP@3 13.46 11.86 10.07
pa5 63.01 62.70 54.35 PSP@5 14.03 12.40 10.55
D-200K P@1 47.58 47.85 40.73 PSpPa@l 8.72 7.17 6.06
pPa@3 42.09 42.21 37.71 PSP@3 9.19 8.16 7.24

Pa@bs 39.23 39.43 35.84 PSP@5 9.82 8.96 8.10
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a larger running time due to the calculation of mul-
tiple partition functions. The proposed PL-Partition
method has an overhead cost due to the numerical
integration. However, we observe that this overhead
cost is amortized as N increases. When N = 10°,
the computational cost of PL-Partition becomes close
to that of PL-LB. Overall, this benchmark empirically
demonstrates that the proposed method is scalable for
large-scale applicationsﬂ

4.2 Real-World Datasets

Experiment setups. We also verify the ef-
fectiveness of the proposed method on 4 real-world
XML datasets (Bhatia et al., [2016]): Delicious-1K (D-
1K), Eurlex-4K (E-4K), Wikil0-31K (W-31K), and
Delicious-200K (D-200K). The trailing number in the
name of each dataset indicates the number of classes in
the dataseﬂ Following many existing works (Prabhu
and Varmay, [2014; Bhatia et al., 2015) and the offi-
cial instructions of XML classification repository (Bha-
tia et al., [2016)), we evaluate different methods with
4 types of ranking metrics, Precision@k, Propensity-
Scored Precision@k, nDCG@k, and Propensity-Scored
nDCG@k. We observe that nDCG-based metrics show
similar trends compared to their Precision-based coun-
terparts. Due to space limit, we leave the results of
nDCG metrics in Appendix [A77]

We first compare the proposed PL-Partition method
with the 4 baseline methods. Note that PL-LB and At-
tRank collapse into exactly the same method on XML
classification as the number of partitions is 2. So we
only report the results of PL-LB. For each method,
we train a neural network model with the same archi-
tecture, 2-layer fully connected network with ReLU
activations and hidden size of 256. We train the
neural networks with stochastic gradient descent us-
ing the ADAM optimizer. The batch size is fixed
to 128. We use the official train-test split of each
dataset and further split the training set into train-
ing and validation (9:1 for D-200K and 3:1 for other
datasets). We tune the learning rate by line-search
from {1074,1073,1072} and apply early-stopping in
training, based on validation sets.

We also compare PL-Partition with two state-of-the-
art embedding-based XML classifiers, SLEEC (Bha-
tia et all 2015) and LEML (Yu et al. 2014)), which
are listed on the XML repository leaderboard (Bhatia
et al., [2016). SLEEC and LEML share similar model

5In practice, both pairwise and listwise methods can be
made more scalable by negative sampling.

5The average number of labels per sample (shown in
the brackets after the dataset names): D-1K (19.03), E-4K
(5.31), W-31K (18.64), D-200K (75.54). See Appendix[A.7]
for more summary statistics of these datasets.

architectures with our setup, i.e., 2-layer neural net-
works, but use different training objectives: SLEEC
uses a nearest-neighbor loss; LEML uses a least-square
loss.

Results. As can be seen in Table |1 the proposed
PL-Partition method significantly outperforms the
softmax-based listwise method PL-LB on all datasets,
indicating the importance of optimizing the proper
utility function for listwise methods. PL-Partition
also outperforms the pairwise methods RankSVM and
RankNet on D-1K, W-31K, and D-200K, where the
number of labels per sample is relatively large. When
the number of labels per sample is relatively small,
breaking the labels into pairwise comparisons leads to

little loss of information, and pairwise methods per-
form well (E-4K).

Table 2] shows the comparison between PL-Partition
and embedding-based XML classifiers SLEEC and
LEML. SLEEC is better than LEML on all met-
rics. PL-Partition achieves similar performance to
SLEEC on Precision@k and significantly outperforms
the baselines on Propensity-Scored Precision@k. The
propensity-scored metrics are believed to be less biased
towards the head items. Thus the results indicate PL-
Partition has better performance than SLEEC for the
torso or tail items.

Discussions.  We note for the task of XML clas-
sification, tree-based methods (Prabhu and Varma,
2014; Jain et all |2016|) sometimes outperform the
embedding-based methods. The focus of this paper
is to develop scalable listwise LTR methods for learn-
ing neural network ranking models from partitioned
preference, instead of methods tailored for XML clas-
sification. Therefore we restrain our comparison to
embedding methods only, whose model architectures
are similar as the 2-layer neural networks in our exper-
iment setup. We also note that SLEEC outperforms
tree-based methods for D-200K on the XML reposi-
tory leaderboard (Bhatia et al., [2016). This indicates
PL-Partition achieves state-of-the-art performance on
D-200K, where the top partition size is relatively large.
Guo et al.| (2019) recently showed that, with advanced
regularization techniques, embedding-based methods
trained by RankSVM or PL-LB can be significantly
improved to surpass state-of-the-art tree-based meth-
ods on most XML datasets. It seems an interesting fu-
ture direction to apply such regularization techniques
on our proposed LTR objective.

5 Conclusion

In this paper, we study the problem of learning neural
network ranking models with a Plackett-Luce-based



Jiaqi Ma, Xinyang Yi, Weijing Tang, Zhe Zhao, Lichan Hong, Ed H. Chi, Qiaozhu Mei

listwise LTR method from data with partitioned pref-
erences. We overcome the computational challenge
of calculating the likelihood of partitioned preferences
under the PL model by proposing an efficient numer-
ical integration approach. The key insight of this ap-
proach comes from the random utility model formula-
tion of Plackett-Luce with Gumbel distribution. Our
experiments on both synthetic data and real-world
data show that the proposed method is both more ef-
fective and scalable compared to popular existing LTR
methods.
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