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[199] Y. Liu, V. Chandrasekaran, A. Anandkumar, and A. Willsky. Feedback Message Passing for Inference
in Gaussian Graphical Models. IEEE Tran. on Signal Processing, 60(8):4135–4150, Aug. 2012.

[200] A. Anandkumar, V. Y. F. Tan, and A. S. Willsky. High-Dimensional Graphical Model Selection:
Tractable Graph Families and Necessary Conditions. In Proc. of Neural Information Processing (NIPS),
Dec. 2011. Oral Presentation, AR 1%.
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[201] A. Anandkumar, K. Chaudhuri, D. Hsu, S.M. Kakade, L. Song, and T. Zhang. Spectral Methods for
Learning Multivariate Latent Tree Structure. In Proc. of Neural Information Processing (NIPS), Dec.
2011.

[202] Animashree Anandkumar, Avinatan Hassidim, and Jonathan Kelner. Topology discovery of sparse
random graphs with few participants. In ACM SIGMETRICS Best Paper Award, volume 39, pages
253–264, 2011.

[203] M. A. Khajehnejad, J. Yoo, A. Anandkumar, and B. Hassibi. Summary Based Structures with Im-
proved Sublinear Recovery for Compressed Sensing. In Proc. of IEEE ISIT, July 2011.

[204] M.J. Choi, V.Y.F. Tan, A. Anandkumar, and A. Willsky. Learning latent tree graphical models. J. of
Machine Learning Research, 12:1771–1812, May 2011.

[205] V.Y.F. Tan, A. Anandkumar, and A. Willsky. Learning Markov forest models: analysis of error rates.
J. of Machine Learning Research, 12:1617–1653, May 2011.

[206] V.Y.F. Tan, A. Anandkumar, and A. Willsky. A large-deviation analysis for the maximum likelihood
learning of tree structures. IEEE Tran. on Information Theory, 57(3):1714–1735, March 2011.

[207] V.Y.F. Tan, A. Anandkumar, and A. Willsky. Learning Gaussian tree models: analysis of error
exponents and extremal structures. IEEE Tran. on Signal Processing, 58(5):2701–2714, May 2010.

Teaching

Foundations of Machine Learning (2018- ), Special topics in ML (2013,2015), Signals & Systems (2012-15),
Large-scale ML (2014), Stat. Learning Theory (2014), Estimation Theory (2011-15), Random Processes
(2010-11).

Scientific Leadership

Advisory Council for NORC at the University of Chicago, ECE Department at Cornell University, PNNL,
and Shell energy transition.

Founder of AI4Science initiative, Caltech, aimed at fostering interdisciplinary research.

Scientific advisory committee for the Center for Autonomous Systems and Technologies (CAST) at Caltech.

Action Editor for Journal of Machine Learning Research.

Expert network of the World Economic Forum.

Judge for MIT Technology Review 35 under 35 and Forbes AI50.

Invited Talks, Podcasts and Media

Keynotes and Named Lectures

TED talk on Neural Operators.

Talk and panel on “AI enabling Science” at the Presidents Council of Advisors on Science and Technology
(PCAST) (White House Link)(News article)

Semi-plenary on AI for mechanics, Committee on mechanics, National Academy of Sciences, 2023.

UCLA distinguished lecture, 2022. (Link)

Plenary at the SIAM Annual Meeting, 2021.
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https://www.ai4science.caltech.edu/
http://cast.caltech.edu/
https://www.whitehouse.gov/wp-content/uploads/2023/06/Anandkumar_PCAST.pdf
https://www.cms.caltech.edu/news-events/news/anima-anandkumar-briefs-pcast-on-ai-enabling-science
https://ww3.math.ucla.edu/dls/anima-anandkumar/


Podcasts/Documentary features

Unlocking the Language of Genomes and Climates: Anima Anandkumar on Using Generative AI to Tackle
Global Challenges. (Link)

Creative AI – conversation with theoretical physicist, John Ellis. (Link)

The Art of Collaboration: NVIDIA, Omniverse, and GTC - Featuring FourCastNet, our AI-based weather
forecasting model. (Link)

10,000 casts, Webby Award Honoree, 2022. (Link) (Link)

Interview on face recognition and bias in current systems by PBS Frontline. (Link)

In the News

How AI models are transforming weather forecasting: A showcase of data-driven systems, European Centre
for Medium-Range Weather Forecasts (ECMWF).(Link)

Iambic Therapeutics Announcing Clinical Trial using NeuralPlexer and Orbnet AI methods. (Link)

Research featured in Eric Schmidt’s editorial on AI for Science, MIT Technology Review. (Link)

They Plugged GPT-4 Into Minecraftand Unearthed New Potential for AI. (Link)

ACM Gordon Bell Special Prize for HPC-Based COVID-19 Research Awarded to Team for Modelling How
Pandemic-Causing Viruses, Especially SARS-CoV-2, are Identified and Classified (Link)

Researchers Tackle COVID-19 with AI. (Link)

Animashree Anandkumar Uses AI to Connect Scientific Fields. (Link)

The AI Researcher Giving Her Field Its Bitter Medicine. (Link)

Rapid Adaptation of Deep Learning Teaches Drones to Survive Any Weather. (Link)

Scientists Use AI to Improve Sequestering Carbon Underground. (Link)

Stealing theorists lunch. CERN Courier. (Link)

Latest Neural Nets Solve Worlds Hardest Equations Faster Than Ever Before. Quanta Magazine. (Link)

AI has cracked a key mathematical puzzle for understanding our world. MIT Technology Review. (Link)

Machine Learning Speeds Up Quantum Chemistry Calculations. Caltech News. (Link)

Caltech Celebrates Newest Cohort of Named Professors. (Link)

Last updated: April 25, 2024

http://tensorlab.cms.caltech.edu/users/anima/Resume/CV.pdf
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https://blogs.nvidia.com/blog/2023/09/13/anima-anandkumar-generative-ai/
https://audioboom.com/posts/7901817-3-creative-ai-with-anima-anandkumar-and-john-ellis
https://youtu.be/giHuu633Kus
https://www.moreintelligent.ai/articles/10000-casts-can-ai-predict-when-youll-catch-a-fish/
https://winners.webbyawards.com/2022/video/branded-entertainment/experimental-weird-branded/219390/10000-casts
https://www.pbs.org/wgbh/frontline/interview/anima-anandkumar/
https://phys.org/news/2023-09-ai-weather-showcase-data-driven.html
https://www.genengnews.com/topics/artificial-intelligence/iambic-rhythm-ai-drug-developer-enters-the-clinic-targeting-her2-cancers/
https://www.technologyreview.com/2023/07/05/1075865/eric-schmidt-ai-will-transform-science
https://www.wired.com/story/fast-forward-gpt-4-minecraft-chatgpt/
https://www.acm.org/media-center/2022/november/gordon-bell-special-prize-covid-research-2022
https://www.caltech.edu/about/news/researchers-tackle-covid-19-with-ai
https://www.aaas.org/membership/member-spotlight/animashree-anandkumar-uses-ai-connect-scientific-fields
https://www.quantamagazine.org/the-ai-researcher-giving-her-field-its-bitter-medicine-20220830/
https://www.caltech.edu/about/news/rapid-adaptation-of-deep-learning-teaches-drones-to-survive-any-weather
https://blogs.nvidia.com/blog/2022/04/08/ai-improves-carbon-sequestration/
https://cerncourier.com/wp-content/uploads/2021/08/CERNCourier2021SepOct-digitaledition.pdf
https://www.quantamagazine.org/new-neural-networks-solve-hardest-equations-faster-than-ever-20210419
https://www.technologyreview.com/2020/10/30/1011435/ai-fourier-neural-network-cracks-navier-stokes-and-partial-differential-equations/
https://www.caltech.edu/about/news/machine-learning-speeds-quantum-chemistry-calculations
http://www.caltech.edu/content/caltech-celebrates-newest-cohort-named-professors
http://tensorlab.cms.caltech.edu/users/anima/CV.pdf

