
People Groping by Spatio-Temporal Features of Trajectories
Asami Okada†, Yusuke Moriguchi†, Norimichi Ukita†, and Norihiro Hagita†‡

† Nara Institute od Science and Technology
‡Advanced Telecommunications Research Institute International

e-mail ukita@is.naist.jp

Abstract

This paper proposes a method for detecting people
groups from their trajectory data. This grouping is ap-
plied to each pair of people. The trajectories of the pair
are featured by their spatio-temporal relationships such
as a distance and velocities. The features are classified
to either of “group” or “non-group” by a discriminative
classifier. In contrast to previous features, the proposed
features are robust to unsteady behaviors of people and
noise of their trajectories. Experimental results using
a publicly-available dataset of trajectories demonstrate
the effectiveness of the proposed method.

1 Introduction

People tracking is an important issue in machine vi-
sion. While several kinds of vision sensors (e.g. video
cameras[1, 2] and laser range finders[4, 3]) are applica-
ble to people tracking, the results of all tracking meth-
ods are represented by the trajectories of people.
The goal of people tracking is to obtain the trajec-

tory of each individual independently. While this inde-
pendent tracking is useful for various applications such
as surveillance, mutual interactions and relationships
between multiple people also give us useful informa-
tion. For example, the groups of people can be addi-
tional clues for people tracking. Navigation and adver-
tisement in a shopping mall depending on the members
of each group are also prospective applications.
This paper proposes a method for grouping people

in their trajectory data as illustrated in Fig. 1. It is
assumed that multiple people are observed simultane-
ously by a sensor(s), while they are not too crowd to
detect groups as shown in Fig. 1 (a). In this paper,
it is also assumed that the trajectories are already ob-
tained by existing tracking algorithms. As with previ-
ous works[1, 5], spatio-temporal relationships between
the trajectories of different people are extracted and
classified to either of “group” or “non-group”.
Difficulty in people grouping with their trajectories

is the unsteady behaviors (e.g. passing and stopping by
a crowded spot) and noise of the trajectories. The pro-
posed feature and classification scheme cope with this
difficulty by carefully narrowing down and enlarging
the types of the features; 1) noisy and ambiguous fea-
tures are removed and 2) additional useful properties
such as cooccurrence of different features are added.

2 Related Work

A number of algorithms have been proposed for
people tracking in videos captured by cameras and
laser range finders. While people tracking in a dense
crowd[6] has been becoming important in machine vi-
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Figure 1. People in a scene. Their trajectories are
divided into groups as illustrated in (b).

sion, this paper focuses on relatively-sparse people for
detecting groups only from trajectory-based features.
The effectiveness of spatial relationships for group-

ing people and estimating their attributes has been
explored also in still images[7]. General differences be-
tween the problems in still images and videos are 1)
temporal cues are available in the videos and 2) rich
appearance features (e.g. age and gender estimation
from a face image) are available in the still images while
it is difficult to extract such features from the videos
because people are imaged smaller in the videos.
As a model for representing interactions between

people, a social force model[8] has been widely used.
The model is employed in several machine vision prob-
lems such as abnormal behavior detection[9] as well as
people grouping[1, 10, 5].
In addition to the model, a classification scheme is

also crucial for people grouping. A bottom-up hier-
archical clustering and a conditional random field are
employed in [11] and [12], respectively. In [13], dis-
criminative classification is applied to trajectory data
for people grouping.

3 People Grouping by Spatio-Temporal Fea-
tures of Trajectories

3.1 Basic Spatio-Temporal Features

In the proposed method, each pair of pedestrians is
grouped. The trajectories of the pair are featured with
their spatio-temporal relationships. Let i and j be the
pedestrian IDs of the pair. pi and vi denote the po-
sition and the velocity of i-th pedestrian, respectively.
The following five features (i.e. F1, F2, F3, F4, and
F5) proposed in [13] are employed as basic features be-
tween i and j at each moment in the proposed method
(see Fig. 2):

• (F1) Distance between pi and pj: |pi − pj |.

• (F2) Absolute difference in speeds of vi and vj :
||vi| − |vj ||.
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Figure 2. Spatio-temporal features used in [13].
pi and pj denote respectively the 2D locations of
pedestrians i and j at the same time, while vi

and vj denote their velocities.
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Figure 3. Distance between each pair in the same
group.

• (F3) Absolute difference in directions of vi and
vj : | arctan(vi)− arctan(vj)|.

• (F4) Absolute difference in direction of vi and rel-
ative position between pi and pj : | arctan(pi −
pj)− arctan(vi)|.

• (F5) Time-overlap ratio: |T i∩T j |/|T i∪T j |, where
T i is a set of time steps in which pedestrian i is
observed by a sensor(s).

In [13], F5 and the normalized histograms of F1, F2,
F3, and F4 are concatenated for obtaining a feature
vector. The dimension of this feature is 4dh+1, where
dh is the dimension of each histogram.

3.2 Improving Spatio-Temporal Features

The basic features described in Sec. 3.1 have several
problems:

1. Missing cooccurrence in histograms: Since each of
F1, F2, F3, and F4, is expressed independently
by a histogram, cooccurrence among the different
features is not represented.

2. Aeolotropy in F4: F4 is changed depending on
whether vi or vj is used.

3. Distant pedestrians in a large group in F1: While
pedestrians in the same group are expected to be
closer, some of F1 features extracted from the
large group might be larger. In an example il-
lustrated in Fig. 3, there are three pedestrians
whose locations are p1, p2, and p3 in the same
group. Since |p1 −p3| is larger, it might be closer
to a typical distance between pedestrians not in
the same group.

4. Unstable directions of velocity in F3 and F4: The
directions of velocity might be fluctuated in par-
ticular when a pedestrian is standing.

For solving the above problems, the following exten-
sions are implemented in the proposed method:

1. Featurization in each frame: A feature vector (de-
noted by fe

f ) is extracted in each f -th frame so

time

F1

F2

F3

F4

Original F5

Local F5

f
e

1

f
e

2

f
e

3

f
e

N

f
o

Histogramming

Figure 4. Features used in [13] and the pro-
posed method. Only one feature, fo, is ex-
tracted from all frames of a pair of pedestrians by
[13]. The proposed features are obtained in each
frame, fe

1, · · · ,fe
N , where N denotes the number

of frames in which a pair of pedestrians, i and j,
are observed simultaneously: N = |T i ∪ T j |.

that F1, F2, F3, F4, and F5 are concatenated.
fe
f represents the dependence relationships among

F1, F2, F3, F4, and F5. Furthermore, for locally
representing a temporal feature, F5 at f -th frame
is computed from (f − T f)-th frame to (f + T f)-
th frame, where T f denotes a constant; TF corre-
sponds to 3 sec in all experiments. Figure 4 shows
how to extract the proposed features fe

f and the
original feature (denoted by f o) used in [13].

2. Using two features: F4i and F4j are computed
with vi and vj , respectively. Both F4i and F4j
are included in a feature vector.

3. Distance between nearest neighbors: If three or
more pedestrians are in a group, only a distance
to the nearest neighbor pedestrian is regarded as
the feature of each pedestrian. If a pedestrian p is
paired with two pedestrians, these two pedestrians
are also paired with each other through p.

In an example illustrated in Fig. 3, the nearest
neighbors of p1, p2, and p3 are p2, p1, and p2, re-
spectively. In a training step1, only |p1 − p2| and|p2 − p3| are trained as features of a group. In a
grouping step, on the other hand, |p1−p3| is also
evaluated for evaluating whether or not pedestri-
ans 1 and 3 are in the same group. Note that
even if they are regarded as people not in the same
group because |p1−p3| is larger, they are eventu-
ally grouped in the same group if pairs of “1 and
2” and “2 and 3” are grouped.

4. Thresholding in speeds: Features in such frames
that the speed of a pedestrian is below a threshold,
T s; T s = 0.25 m/sec in all experiments.

While the former two extensions enlarge the features
for improving the discriminativity of features, the lat-
ter two narrow down the features for suppressing the
bad effect due to their noise and ambiguity.
The proposed feature in each frame is defined by a

concatenation of the extended F1, F2, F3, F4i, F4j,

1The training step is described in Sec. 3.4.
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Table 1. Percentages of true-positives and false-negatives by different four methods.
True-positive False-negative

M1 ([5]) 79.5 NA
M2 ([13]) 90.7 9.3
M3 (Proposed feature with BoF) 96.2 11.5
M4 (Proposed feature at each frame) 94.4 7.4

and F5 described above. Specifically, since F1, F2,
F3, F4i, F4j, and, F5 are scalar values, the proposed
feature is a 6D vector.

3.3 Classification of a Set of Features

The proposed feature defined in Sec. 3.2 is classified
to “group” or “non-group”. One proposed feature is
extracted in each frame, while only one feature is ex-
tracted from all frames of a pair of pedestrians in the
original work[13]. With the proposed feature, there-
fore, a set of the features are obtained for classifying a
pair of pedestrians.
For classifying the set of the features, the following

two methods are implemented in the proposed method:

Bag-of-features: In a training step, all features ex-
tracted from training data, including “group” and
“non-group” features, are clustered (e.g. by using
K-means clustering) and then the mean vector of
each cluster is obtained. Each set of features ex-
tracted from a pair of pedestrians is expressed by a
histogram whose bins are represented by the mean
vectors.

Frame-by-frame classification: In each frame, a
6D feature vector is classified. If Tw % or more of
frames are classified to “group”, the correspond-
ing pair of pedestrians is regarded as pedestrians
in the same group: Tw = 66 in all experiments.

3.4 Discriminative Classification for Grouping

For both bag-of-features and frame-by-frame classi-
fication methods, feature classification is required. In
[12, 5], the probabilities of “group” and “non-group”
are computed from features, while features are clas-
sified with a large number of training samples by
a discriminative classifier such as the support vec-
tor machine[15, 16] (SVM) in [13]. In the proposed
method also, features are discriminatively classified by
the SVM, in which all positive (i.e. group) and nega-
tive (i.e. non-group) samples are employed for training
the classifier.

4 Experiments

Experiments were conducted with a dataset of hu-
man trajectories[14], which were measured by laser
range finders. The trajectories were obtained in a
shopping mall (shown in Fig. 1 (a)) where pedestrians
walked by, went in various directions, and stopped to
browse and chat. This complex situation makes people
grouping difficult. The dataset contains the trajecto-
ries of 392 pedestrians, including 54 pairs.

Table 1 shows the results of quantitative evaluation.
For comparison, the results of the following four meth-
ods are shown in the table:

M1: Classification method used in [5].

M2: Classification method used in [13].

M3: Proposed features with bag-of-features based
classification.

M4: Proposed features with frame-by-frame classifi-
cation.

While the results of M1 are taken from its paper[5],
M2, M3, and M4 were evaluated under the following
conditions. Each result is the mean of 15 trials. At
each trial, all trajectories were divided to training and
testing data with no duplicates. 10 % of all trajectories
were used for training.
The results of the comparative experiments prove

the better performance of the proposed feature. It
can be seen that one of the proposed methods, M4,
overcomes previous methods, M1 and M2, in terms
of both true-positive (i.e. correctly detected pairs in
the same group) and false-positive (i.e. incorrectly de-
tected pairs NOT in the same group) rates.
Figures 5 and 6 show typical examples of false-

positives and false-negatives in M4, respectively. The
spatio-temporal features shown in the left-hand and
right-hand graphs in Fig. 8 and 9 correspond to the
left-hand and right-hand trajectories shown in 5 and
6, respectively.
In Fig. 5, it can be seen that the trajectories of

two independent pedestrians got closer in the false-
positives. The distance between them is evaluated as
F1. For further investigation, the temporal histories
of features were shown in Fig. 8. For comparison,
those of true-positives were also shown in Fig. 7. The
graphs in Fig. 7 and 8 also say that F1 is crucial for
classification.
Figures 6 and 9 shows that not only F1 but also

other components in the feature affect the results of
classification. The trajectories shown in Fig. 6 were
regarded as “non-group”, while they were close to each
other. In the left-hand graph of Fig. 9, a pair was clas-
sified to “non-group” at the beginning and the ending
of the observation period because F3 was larger. In
the right-hand graph, on the other hand, a pair was
classified to “non-group” through all frames probably
because each component was not greatly different from
that of a pair in the same group but every component
as a whole was different from that.
Figure 10 shows typical examples in a large group.

Although pedestrians ID1 and ID3 were regarded as
“non-grouop” by SVM, they were also detected as a
pair because “ID1 & ID2” and “ID2 & ID3” were
paired by SVM.
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Figure 5. Examples of the trajectories of two
pedestrians: false-positives.

Figure 6. Examples of the trajectories of a pair:
false-negatives.

Figure 7. Examples of spatio-temporal features:
true-positives. Each graph shows the temporal
histories of F1, F2, F3, F4, and, F5 as well as
those of classification (denoted by “label”).

Figure 8. Examples of spatio-temporal features:
false-positives. The graphs correspond to Fig. 5.

Figure 9. Examples of spatio-temporal features:
false-negatives. The graphs correspond to Fig. 6.

ID1 & ID2 ID2 & ID3 ID1 & ID3
Figure 10. Examples of spatio-temporal features
in a large group: true-positives. True-positive
detections of “ID1 & ID2” and “ID2 & ID3” were
propagated to “ID1 & ID3”.

5 Concluding Remarks

This paper proposes a method for grouping people
by classifying their trajectory data. The proposed fea-
ture represents spatio-temporal relationships between
a pair of pedestrians at each moment. The trajectories
of the pair are expressed by the history of the features
and classified to either of “group” or “non-group”. Ex-
perimental results using a pubic dataset demonstrated
the progress of the proposed feature.
Future work includes developing applications of peo-

ple grouping (e.g. event detection[9] and motion
prediction[13]) as well as further extension of the fea-
ture for improving robustness to noisy trajectories.
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