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ABSTRACT
Predicting Media Memorability is a task offered by The Benchmark-
ing Initiative for Multimedia Evaluation in the set of challenges
for the MediaEval 2021 Workshop. This task aims at predicting the
memorability of visual media to explore the possibility of automated
supporting systems in multiple areas of application such as adver-
tisement, recommendations, education, and more. To approximate
the memorability score of media, we employ an attention-based
fusion network with a hierarchical structure that resembles binary
computation trees with the embedding of root nodes used to com-
pute the final memorability score.

1 INTRODUCTION
The task of Predicting Media Memorability at MediaEval 2021 [8]
requires participants to automatically predict the probability that a
human may remember a specific visual media of type video after
a specified time period. This task offered us two datasets for the
training and evaluation of our methods, namely the Memento10k
dataset [10] with short term memorability and the TRECVid dataset
[2] with both short term and long term scores.

To aid readers in understanding our approach, we organize our
paper as follow: Section 2 visits some prior works with concepts
related to our approach that might help readers gain preliminary
knowledge; Section 3 introduces the proposed architecture as well
as elaborating details about our network; Section 4 provides detailed
results of our runs together with multiple insights that guided us
through our experiments; Section 5 discuss about the conclusion of
our research and possible future approaches based on our method.

2 RELATEDWORK
In Predicting Media Memorability task, participants need to ap-
proximate the probability of each video sample being memorized
by human and hence, this task may be categorized as video regres-
sion with input being 4D features sampled from each video [5, 7].
Regression and classification on video has long been studied in
academic literature [1, 13, 14] with many achievements recently
when Transformer-based architecture of neural networks [12] being
applied on this category [9, 11].
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Figure 1: Overview of our proposed method AHFNet.

3 APPROACH
Figure 1 show an overview of our proposed method. The core
of our method is the attention-based hierarchical fusion network
(AHFNet). Its mechanism is to repeat the process of pairing and
fusing two consecutive visual features into a high-level semantic
feature by a fusion module according to the hierarchical structure
as a binary tree from the leaf to the root node.

3.1 Fusion Module
We propose a Fusion Module to fuse two visual features into one
based on the attention mechanism, given those two features are
computed using similar method on different inputs. As illustrated
in figure 2, for any two visual features 𝑉1,𝑉2 ∈ R𝐻×𝑊 ×𝐶 , we first
add a positional encoding 𝑃𝐸 ∈ R𝐻×𝑊 to each of two features and
employ a multi-headed self-attention [12] which is responsible for
learning the association or correlation among the targets within
each current frame:

𝑆𝐴(𝑉 ) = 𝑀𝐻𝐴(𝑉 + 𝑃𝐸,𝑉 + 𝑃𝐸,𝑉 + 𝑃𝐸) (1)
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Figure 2: Illustration of our Fusion module.

where 𝑉 ∈ {𝑉1,𝑉2}.
For consistency, 𝑉1 = 𝑓 (𝑉1) and 𝑌 = 𝑓 (𝑉2) where 𝑉1,𝑉2 ∈

R𝑇𝑓 ×𝐻×𝑊 ×𝐶 are inputs while 𝑓 is the computation acts on subset
of 𝑉 used to compute 𝑉1 and 𝑉2, respectively.

The cross-attention between two visual features are then taken
before fusing both of them into a single feature, helping the network
learn the relationship of those two:

𝐶𝐴(𝑋,𝑌 ) = 𝑀𝐻𝐴(𝑆𝐴(𝑋 ), 𝑆𝐴(𝑌 ), 𝑆𝐴(𝑌 )) (2)
where 𝑋,𝑌 ∈ {𝑉1,𝑉2}.

The fusion operator is then applied to merge two visual features
into single one:

𝑉 ′ = 𝐹𝑢𝑠𝑒 (𝐶𝐴(𝑉1,𝑉2),𝐶𝐴(𝑉2,𝑉1)) (3)

where 𝐹𝑢𝑠𝑒 may be any reduction operator.
In our approach, we adopt the summation as Fusion operator:

𝑉 ′ = 𝐶𝐴(𝑉1,𝑉2) +𝐶𝐴(𝑉2,𝑉1) (4)

3.2 Hierarchical Fusion Network
We extracted 8 frames from each video, which were used for our
image-based feature extraction. The ResNet-50 [6] (pre-trained on
ImageNet) was used to extract a 2048-dimensional feature vector
for each frame. And then, we make pair of the features of the frame
(1, 2), (3, 4), (5, 6), (7, 8) and then fuse each pair with a fusion
module to achieve a higher semantic feature from each pair. Then,
the number of features is reduced by half. We continue doing the
same process until the final feature is fused. The final feature has
the video’s high-level information that can now be used to predict
the memorability score.

In the figure 1 we show only the short version with only 4 frames
with 2-levels of fusion module. However, our work uses 8 frames
with 3-levels of fusion module.

3.3 Cross-Modal With Text Captions
We use a pre-trained BERT [3] to extract the linguistic features of
each video’s text caption. These features are inserted into Fusion
Module to highlight the visual features that are matched with cor-
responding linguistic clues by the CMEM module (Cross-Modal
Excitation Modulation) [4]. The CMEM module is illustrated as a
violet component in Figure 2.

Short term Long term
Metrics Caption Normalised Raw Raw

Spearman
(higher better)

No 0.06 0.066 0.013
Yes 0.069 0.101 0.059

Pearson
(higher better)

No 0.085 0.1 -0.023
Yes 0.101 0.11 0.067

MSE
(lower better)

No 0.02 0.01 0.04
Yes 0.02 0.01 0.06

Table 1: Results of our Subtask 01 on TRECVid test set for
Short Normalised, Short Raw and Long Raw memorability

Short term
Metrics Caption Normalised Raw

Spearman
(higher better)

No 0.508 0.516
Yes 0.473 0.456

Pearson
(higher better)

No 0.531 0.534
Yes 0.476 0.461

MSE
(lower better)

No 0.01 0.01
Yes 0.01 0.01

Table 2: Results of our Subtask 01 on Memento10k test set
for Short Normalised, Short Raw memorability

4 RESULTS AND ANALYSIS
We have 2 different runs for each dataset (TRECVid, Memento10k)
with each type of score (short raw, short normalised, long raw)
in Subtask 01. The first run of each is the AHFNet without the
text captions (AHFNetWTC), and the second is the full version
of AHFNet. Table 1 and 2 show our results on the TRECVid and
Memento10k, respectively.

With our experiments, we observe that the raw short term
is almost better than the normalised one for both datasets. Our
AHFNetWTC is better on theMemento10k test set. On the TRECVid
test set, however, our AHFNet achieves higher results in all met-
rics and score types. These better results can be explained that
our network extracts the TRECVid’s text captions better than the
Memento10k.

5 CONCLUSION
This paper describes a hierarchical fusion networkwith the attention-
based proposed for the 2021 Predicting Media Memorability task of
MediaEval. The main contributions of this paper are to propose a fu-
sion module to capture the high-level semantics of two consecutive
frames, leverage the binary hierarchical structure to fuse the video’s
features and highlight the visual features by the corresponding text
caption.

In the future, we plan to conduct this taskwith additional features
like audio in videos and a more robust feature extractor. So that
can extract high-level features from dynamic videos effectively.
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