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Abstract. Designing new-generation diversity-aware tools flage up to the
emerging complexity in knowledge is one of the leisfgresearch challenges in
recent years. In this paper, we provide key notiipsut opinion, bias and di-
versity, and propose an interdisciplinary approatten managing them. Our
basic tenet is that diversity should be seen assast rather than as a problem
to be avoidea priori.
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1 Introduction

One of the biggest research challenges in recars\@0] has been facing up to the
emerging complexity in data, information and knadge, in terms of size, diversity
of sources, diverging viewpoints, while taking ttignamics of their unpredictable
evolution in time into accourit The Web is the clearest example of the enormous
quantity and diversity of material — text, images ather media — continuously made
available online. It is widely agreed that knowledg strongly influenced by the di-
versity of context, mainly cultural, in which it generated. Thus, while it may be
appropriate to say that (some kinds of) cats amg$ doe food in some parts of China,
Japan, Korea, Laos and the Philippines, this ikkelyl to be the case in the rest of the
world. Sometimes, it is not just a matter of divgrg culture, viewpoints or opinion,
but rather a function of different perspectives godls. In fact, knowledge useful for
a certain task, and in a certain environment, ofittn not bedirectly applicable to
other circumstances, and will thus require adagatdience the pressing need to find
effective ways of dealing with such complexity, esially in terms of scalability and
adaptability in data and knowledge representathanfirst advocated in [10], we are
firmly convinced that diversity in knowledge shouldt be avoided, as often happens
in approaches where, at design time, a global septation schema is proposed.
Rather diversity in knowledge is a key feature, goal being to develop methods and
tools leading to effective design by harnessingitmling and using the effects of

1 Details can be found in the ongoing delivery reg®dundations for the representation of
diversity, evolution, opinion and bias”. Living Kmtedge EU FET project, WP1, 2009

2 Details can be found in the ongoing delivery regaralysis of Bias and Diversity: Prob-
lems, Features, Related Work”. Living Knowledge EEJT project, WP4, 2009.



emergent knowledge properties. Using these toels, kmowledge can be obtained by
adapting existing knowledge but respecting the amirely predictable process of
knowledge evolution and/or aggregation. We envisafature where developing di-
versity-aware navigation and search applicatiorlsbeicome increasingly important
as they will automatically classify and organizénigns and bias producing more in-
sightful, better organized, aggregated and easientlerstand output by detecting
and differentiating between, what we call, divergiimensions. This explains our
adoption of a highly interdisciplinary approachttbaings together expertise from a
wide range of disciplines: sociology, philosophysofence, cognitive science, library
and information science, semiotics and multimod&brimation theory, mass media
research, communication, natural language proogssid multimedia data analysis.
A solution to the problems posed above is gradwatherging from this synergy.

The rest of the paper is organized as follows.i8e@ explores the key notions of
opinion, bias and diversity. Section 3 describesdbrrent state of the art in opinion
mining and diversity-aware web searching, whilet®ac4 describes the proposed
framework within the interdisciplinary approachlésted. Finally, Section 5 draws
some conclusions and outlines future work.

2 Opinion, bias and diversity

The purpose of this section is to introduce theéomat of opinion, bias and diversity
which we see as closely intertwined. We define ginion as follows:

Opinion. An opinion is a subjective statement, i.e. a minimum semantically self-
contained linguistic unit, asserted by at least one actor, called the opinion holder,
at some point in time, but which cannot be verified according to an established
standard of evaluation. It may express a view, attitude, or appraisal on an entity.
This view is subjective, with positive/neutral/negative polarity (i.e. support for, or
opposition to, the statement).

By ‘entity’ we mean something that has a distisefparate existence, not necessar-
ily a material existence; it may be a concrete e an abstract concept., In the sen-
tence “President Obama said that police in Cambriddassachusetts, ‘acted stu-
pidly’ in arresting a prominent black Harvard preder”, the opinion holder is
President Obama, the statement ipolice acted stupidly which expresses an opinion
of negative polarity. We then define bias as follows:

Bias. Bias is the degree of correlation between (a) the polarity of an opinion and
(b) the context of the opinion holder.

We thus see bias as a linking device. The polarftgn opinion is the degree to
which a statement is positive, negative or neufrhe context may refer to a variety
of factors, such as ideological, political, or eafimnal background, ethnicity, race,
profession, age, location, or time. Bias is potdiytimeasurable directly in terms of a
scale for this correlation e.g. measuring the nifpnajority status of opinions in
different contexts, particularly in relation to tural diversity [2, 29, 30]. For exam-
ple, by asking the questiofhat proportions of conservatives, liberals and socialists
favoured integration of Turkey into the EU in 1999, 2004 and 2009? we begin to see,



in a scalable way, whether the polarity of an apinis correlated with the particular
context of the opinion holders and, indeed, whethenges in bias occur over time.

We define diversity in relation to definitions thave emerged from Media Con-
tent Analysis [27, 28, 29] as follows:

Diversity. Diversity is the co-existence of contradictory opinions and/or statements
(some typically non-factual or referring to opposing beliefs/opinions).

There are various forms and aspects of diversity:

e The existence of opinions with different polaritpoat the same entity (sub-
ject), e.g., at different times;

 Diversity of themes, speakers, arguments, opinidiains and ideas or frames;

« Diversity of norms, values, behaviour patterns, amhtalities;

 Diversity in terms of geographical (local, regionadtional, international, glo-
bal focus of information), social (between indivédis; between and within
groups), and systemic (organizational and sociasggcts in media content;

 Static (at one point in time) and dynamic (longxigdiversity;

« Internal diversity (within one source) and exterdiakrsity (between sources).

Generally speaking, the followindimensions of diversity can be distinguished,
both in texts and images:

« Diversity of sources (multiplicity of sources okte an images);

« Diversity of resources (e.g., images, text);

« Diversity of topic;

« Diversity of speakers/actors/opinion holders (egrjety of political affiliation

of opinion holders)

« Diversity of opinions;

« Diversity of genre (e.g., blogs, news, comments);

« Diversity of language;

» Geographical/spatial diversity;

» Temporal diversity.

More specifically, dimensions of diversity in tecdn, at the very least, be distin-
guished atdocument level and atstatement level. Specific dimensions of diversity can
also be recognized for images. Besides the diyes$itveb contentdiversity in que-
ries may well be relevant, where possible dimensionkide user intent, user gender,
and the time of the formulation of the query.

3 State of the art

Key notions in our definition of bias are the palaof an opinion and the context of
the opinion holder. The definition of diversity @syls crucially on opinion detection.
Several techniques to identify and analyze opirimgn availableopinion mining, or
sentiment analysis, has been mainly consideredkisaay or three-class classifica-
tion problem. Applied techniques include naturaigaage processing and machine
learning [14] which are mostly applied to onlineguct reviews. Some research ex-
plores the problem of identifying the opinion haldéoungho et al. [12] exploit lexi-



cal and syntactic information; Kim and Hovy [13]atyre the semantic structure of
sentences and use semantic-role labelling to lapi@ion holder and topic; Berthard
et al. [11] propose a semantic parser-based systeich identifies opinion proposi-
tions and opinion holders. In the latter systene, semantic parser labels sentences
with thematic roles (e.g. Agent and Theme) by trajnstatistical classifiers and is
endowed with additional lexical and syntactic featuto identify propositions and
opinion holders. Work on relating opinion holderghatheir personal background is
still unavailable. However, some techniquesconsider diversity.

Diversity of search results in text retrievalhas been considered in the context of
result diversification. Since user queries may Vellambiguous as regards their in-
tent, diversification attempts to find the rightldrzce between having more relevant
results of the ‘correct’ intent and having moreede results in the top positions. In
order to improve user satisfaction, the top N rssaite either ranked by diversity [15,
16] or diversified optionally by clustering themcaeding to the different diversity
dimensions covered [17, 18].

Diversity in queries is mostly related to user intent when posting a e query.
Existing research in this area deals with classdiiic of user queries according to
content destination (e.g. informational, navigatiibrtransactional) [31, 32]. Some
values for diversity dimensions, as considered ,hare certainly available through
meta-information (e.g. source and resource dimes}iorhe identification of other
values requires automatic algorithms for topic diébe, language identification, in-
formation extraction and opinion mining.

Image search engines and the diversification of sedn results is a relatively
new area of research, where one way of increasiegdity is to ensure that dupli-
cate, or near-duplicate images in the retrievedagethidden from the user [19], e.g.
by forming clusters of similar images and showinge aepresentative for each of
them. Other approaches use semantic web technsltgieelp increase the diversity
of the search results. For instance, in ImageCLEFE jmage search results are pre-
sented as columns corresponding to the indivica@its discovered.

Context analysis identifies relevant information behind the confeaspecially
spatial and temporal information. With images, stethniques can identify the ori-
ginal source of the picture which may be of befiescessing quality, or even for
automatic tagging [21] (e.g. tags propagated from image to another).

Diversity dimensions in imagesdirectly extracts values from EXIF information
inserted automatically (digital camera) or manugé#yg. by the photographer) in an
image file (jpeg format). In the absence of EXIggasome features can be derived
using image retrieval techniques [22], forensihteques [24, 25], and algorithms for
automatically annotating images and extracting téglel semantic features [23].

4 The proposed framework

Our objective is to enhance the state of the addweloping search facilities that de-
termine diversity in a completely automatic way aagture diversity in all its dimen-
sions, whence the interdisciplinary approach. Belaw first introduce the method-
ologies we have identified, and then we show howytlare combined in the
framework (see Fig. 1) we propose:



Media Content Analysis (MCA) from a social sciences perspective. The
analysis typically starts from the formulation ainse specificresearch ques
tions, in terms of topics, actors and patterns of imetgtion (i.e. indications
about how the discourses are framed) that neeck timkestigated. The work
proceeds with the identification of specifiariables (i.e. metadata), which
make up theCodebook. It consists of different characteristics for gveariable

to ask specifically about in the relevant medial ahf the instructions for the
manual coding. The set of relevant media (e.g. ohaeus, newspapers, web-
sites, blogs and forums) is called timcument corpus (equal to sample in so-
cial sciences). In particular, variables are ex@gdon different levels of the
documents: some address the whole document amsutee, some focus on
claims. Note that the term “claim” is taken fronetrecently-used method for
analyzing public discourse (i.e. political claimadysis) and hence denotes “the
expression of a political opinion by physical orrbe action in the public
sphere” [1]. We refer to “claim” in a more genesense of “statement” as the
expression of an opinion in the public sphere. Vagables from the Code-
book, which are further aggregated imalicators, are used for statistical pur-
poses when responding to research questions. gh#dicance of this method-
ology lies precisely in its capacity to detect exttand cultural diversity.

Multimodal Genre Analysis (MGA) from a semiotic perspective. This two-
step process first annotates parts of websitegxdsahd-image combinations,
i.e. multimodalmeaning-making units, and, then, as a set loferarchical pat-
terns (MGA templates) includinginter alia, genres and mini-genres such as
logos, contact information, menus, ‘running texdrggraphs. Detailed analysis
of such patterns, functioning on different scatarls, helps predict where spe-
cific information will or will not be found in a wasite. Inspired by Halliday's
theory of meaning, which posits the existence deast three separate mean-
ings intertwined in every communicative act, thigmoach views opinion, bias,
and other appraisal systems, as part of interpafsoaaning [2, 3] and not, in
themselves, as part of what Halliday calls ideatianeaning, i.e. the expres-
sion of ideas. In this view, language and otherisgmresources such as col-
our, gesture, gaze, shapes, lines etc. are pdtianing systems which govern
the relationship between interpersonal and ideatioreaning-making systems.
This approach thus has the potential to detecepettand to predict where to
find relevant information and opinions and biasasdsis that information.

Facet Analysis (FA)from a knowledge representation and organizatien p
spective. FA is the process necessary for the aargin of aFaceted Classifi-
cation (FC) of a domain [4, 5]. An FC is basically a set ofdmomies, called
facets, which encode the knowledge structure of the epwading domain in
terms of the standard terms used, concepts ansethantic relations between
them. Each facet may be said to encode a dimemgi@nowledge in that do-
main. For each domain, facets are grouped intofspéndamental categories.
Originally, Ranganathan [4, 5] defined five fundanrz categories: Personal-
ity, Matter, Energy, Space and Time (synthetic®MEST). Later on, Bhat-
tacharyya [26] proposed a refinement which consi§tBour main categories,
called DEPA: Discipline (D) (what we call a domaiintity (E), Property (P)



and Action (A), plus another special category,eModifier. For instance, in
the medicine domain (D) the body parts (E), theakes which affect them (P)
and the actions taken to cure or prevent them (&)cearly distinguished.
Modifiers are used to sharpen the intention of acept, e.g. “infectious dis-
ease”. An FC is typically used to classify booksthie domain according to
their specific meaning, in contrast with classiealmerative approaches. They
have a well-defined structure, based on principdes tend to encode shared
perceptions of a domain among users, thus providioge organized input to
semantics-based applications, such as semantich#eguand navigation [8].
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Fig. 1 —Technological integration of the methodologies dbuting to the solution

Fig. 1 shows how these methodologies are integriatedan overall framework.
Black boxes correspond to the methodologies desgritbhove. MCA is central. Most
of the work in the project aims to automate thist pd the process. Based on the
analysis of typical research questions, Codebowiplates and the document corpora
used in MCA, FA is then used to generate FCs ferdibmains of interest. In order to
test the framework, we chose the topic “Europeactigins: migration, xenophobia,
integration” as our use case and identified théofdhg relevant domains: Political
Science, Sociology, Psychology, Economics, Law, geaghy, History, Philosophy,
Religion and Information, Mass Media Research anth@unication. Corresponding
FCs have been generated. MGA contributes by idg@mgfareas in the documents
which are relevant to the extraction of specifitormation, for instance for opinions
and bias. A set of feature extraction tools, wiach meant to automate the annotation
processes of the methodologies, are used to &lIGbdebook with the information



extracted from the document corpus. As describd@]inwhich extends the work in
[6, 7], FCs are used as a controlled vocabularinduhe whole process. For instance,
the framework might parse content from differentdiaeand identify the main {con-
cepts, people, political parties, countries, datesplutions, etc.} related to Xenopho-
bia and which of them are the most {controversiatepted, subjective, biased, etc.}.

5 Conclusions

In this paper we have described the key notiorgpofion, bias and diversity, and the
methodologies that, in our highly interdisciplinagpproach, will synergically

contribute to the development of advanced techsidoe diversity-aware searching
and navigation. The next challenges will mainly @gnm opinion, bias and diversity
representation and management, automation of thetaion process and the
implementation of the overall architecture.
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