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WIRELESS DATA NETWORK

FIELD OF THE DISCLOSED TECHNIQUE
The disclosed technique relates to communications methods,
systems and netwdrks in general, and to methods and systems of ad-hoc
communications networks in particular.

BACKGROUND OF THE DISCLOSED TECHNIQUE

Communications networks are known in the art. An ad-hoc
network is a network in which the participants in the network, known as
nodes, communicate between each other directly or via other nodes (i.e., a
node may perform the operation of a router). In ad-hoc networks, Nodes
may leave or join the network. Nodes may further be mobile, thus, the
topology of the network frequently changes. Consequently, routes, for
transmitting messages between nodes, may frequently vary.

Reference is now made to Figure 1, which is a schematic
illustration of a simple exemplary ad-hoc network generally referenced 10.
Network 10 includes nodes 12, 14, 16, 18 and 20. Each node has a
maximal transmit range indicated by circles R12, R14, R16, R18 and R20.
Maximal transmit range may be the maximal radio coverage range of a
node. The lines 22, between the two nodes, indicate that the nodes
communicate with each other. A one-hop neighbor of a node is another
node with which the node communicates directly. A two-hop neighbor of a
node is another node with which the node communicates via a third node.
For example, Nodes 14, 16 and 18 are the one-hop neighbors of node 12,
since they communicate directly with node 12. Node 20 is the two-hop
neighbor of node 12 since node 12 communicates with node 20 via node
18. Symmetrically, node 12 is a two-hop neighbor of node 20 since node
12 communicates with node 20 also via node 18.
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US Patent 6,304,556 to Haas entitled "Routing and Mobility
Management Protocols for Ad-Hoc Networks" directs to a technique in
which a system arranges nodes in an ad-hoc network, wherein a node is
cognizant of all the nodes in the routing zone of the node. A node directly
transmits messages to another node in the routing zone of the transmitting
node. The transmitting node is known as the source node and the
receiving node is known as the destination node. If the destination node is
not in the routing zone of the source node, the source node transmits a
route discovery query to peripheral nodes in the routing zone of the source
node. A peripheral node will announce itself as part of the route to the
destination node if the destination node is within the routing zone of the
peripheral node. If the destination node is not in the routing zone of the
peripheral node, the peripheral node will forward a route discovery query
to another peripheral node in the routing zone of the peripheral node.
Thus, a route from a source node to a destination hode may be
discovered. In order to reduce the number route discovery queries Haas
directs to a technique wherein route discovery queries are sent to one-or a
plurality of nodes known as Mobility Reporting Centers (MRCs). Each
MRC has a management zone defined in the same manner as the routing
zone. Thus, each node is associated with one or more MRC. The route
discovered by the MRCs may be the route for transmitting a message or

‘may indicate the direction in which a node may attempt to discover a

better path.

US Patent 6,385,174 to LI entitled "method and apparatus for
transmission of node link status messages throughout a network with
reduced communication protocol overhead traffic" directs to a technique in
which a system, arranges nodes in an ad-hoc network. Each node in the
network is @ member of a cluster of nodes with one of the nodes
designated as a cluster head. Nodes in a cluster communicate with each

other while nodes in different clusters communicate via the cluster heads.
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Each node broadcasts a node status message advertising the presence of
the node within the network. Each cluster head maintains a database
including information enabling the cluster head to determine a route to a
node in another cluster. Each node broadcasts link update messages
informing the cluster head of the node and other cluster heads of changes
that occurred in the topology. The cluster head neighbors broadcast the
update messages to their cluster head neighbors and cluster nodes.
Consequently, the databases of each cluster head are synchronized. The
system by LI concatenates the status messages and the link update
messages to reduce overhead transmissions. A node transmits a
message to the cluster head of the node. A cluster head determines the
cluster head neighbor a message is forwarded to according to the
database in the cluster head.

European patent application publication EP1,324,532A2 to Liu
et al., entitled "Method And Apparatus for on Demand Multicast and
Unicast" is directed to a technique wherein nodes, in a communications
network are arrange in clusters. A node, in a cluster, is selected as a
cluster head. The cluster head selects another cluster head as gateway.
Each node in the network transmits a beacon status message to one-hop
neighbors. The beacon status message includes a unique identification
code of the transmitting node and the one-hop neighbors of the node.
Consequently, each node maintains a local database of one and of
two-hop neighbors. A cluster head stores a cluster head routing table and
a gateway stores a gateway routing table.

A message source node may determine the next hop in a route
of a message whose destination is a node, at most two-hop from the node,
according to the local database. If a node in a cluster cannot locate a
destination node, the node forwards the message to the cluster-head. A
cluster head attempts to locate the destination node in the local database.
If the destination node is not in the local database of the cluster head the

Cluster head attempts to locate the destination node in a routing table
-3-
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stored in the cluster head. If the destination node is not in the routing
table stored in the cluster head routing table, the cluster head forwards the
message to a cluster head neighbor one-hop closer to the selected
gateway. If eventually the message reaches the gateway and the gateway
cannot find the destination node in the gateway routing table, the gateway
attempts to discover a route to the destination node.

US Patent 5,974,326 to Sherman entitled "Dynamically
Reconfigurable Communication Network and Method", is directed to a
technique wherein each node participating in the network is assigned a
permanent identification. Each node in the network, stores a prioritized
routing list to any other node in the network, according to the number of
hops required to reach a destination node. Every node transmitting a
message, may attach the routing list of the node to the transmitted
message. Therefore, a node acquires or updates the routing list of the
node, according to messages received from other nodes. According to
another embodiment of the system by Sherman, several different networks
referred hereinafter as sub-networks may form a single network. Each
sub-network has a central communication node. All of the nodes in a
sub-network communicate with each other, and with their central
communication node. The central communication node communicates
with central communication nodes of other sub-networks. A message,
originating at a node in one sub-network, destined to a node in another
sub-network, is routed to the central communication node of the
sub-network. The central communication node of the network, routes the
message to the central communication node of the other sub-network. The
central communication node of the other sub-network, further routes that
message to the destination node.

The publication to Pei et al. entitted "LANMAR: Landmark
Routing for Large Scale Wireless Ah Hoc Networks With Group Mobility"
directs to a technique wherein nodes forming a logical group of nodes

(e.g., a brigade, a soldiers in a battle field) select a landmark node
-4-
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representing the logical group of nodes. Thus, each node in the network is
associated with a landmark. Each node in the network exchange routing
information with the nodes in the local area of the node known as the
fisheye scope. For example, the fisheye scope of a node may be all the
one-hop and two-hop neighbors of the node. The routing information
includes routes to the nodes in the local area of the node and routes to the
different landmarks in the network. A node sends a message to another
node in the fisheye scope of the node according to the routing table stored
in the node. A node sends a message to another node, not in the fisheye
scope of the node by first directing the message to the landmark of the
other node. When the message reaches an intermediate node, and the

. destination node is within the fisheye scope of the intermediate node, the

intermediate node forwards the message directly to the destination node,
according to the routing table stored in the intermediate node.

The publication to Krishna et al. entitled "A Cluster-Based
Approach for Routing in Dynamic Networks" directs to a technique wherein
nodes in a network are arranged in overlapping clusters. Nodes,
belonging to more than one cluster are called boundary nodes. Each
node maintains a list of neighbors of the node, a list of the clusters in the
network, and a list of the boundary nodes of the cluster of the nhode. The
list of clusters is the same in each node. When a change in the topology
of the network occurs in a cluster, the boundary node or nodes of that
cluster, broadcast their updated list of clusters to neighboring boundary
nodes. The neighboring boundary nodes, broadcast in turn, their list of
clusters. The non-boundary nodes receive the lists of clusters broadcasts
of the boundary nodes and update their list of clusters.

Each node, maintains information about the location of every
other node in the network. Each node determines a route to every other
node. Each node creates a routing table with entries of the identification
representation of the other node. If the other node is not a one-hop

neighbor of the node, the routing table includes a respective
-5-
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boundary-node through which a message, destined to the other node, is
sent. A node, forwards a message to a destination node, according to the
routing table of the node. If the destination node is a one-hop neighbor of
the transmitting node, the transmitting node forwards the message directly
to the destination node. If the destination node is not a one-hop neighbor
of the transmitting node, the transmitting node will forward the message to
the respective boundary-node, associated with the destination node,
according to the routing table. The boundary-node will transmit the
message either directly to the destination node, or to ahother

boundary-node, according to the routing table of the boundary-node.
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SUMMARY OF THE PRESENT DISCLOSED TECHNIQUE

It is an object of the disclosed technique to provide a novel
method and system for a cluster-less communication network which
enables communication between mobile nodes. In accordance with the
disclosed technique, there is thus provided a wireless ad-hoc network
including a plurality of nodes. Each of the nodes has a dynamically
determined role. A portion of the nodes are designated with the role of
super-node and the remaining of the nodes are designated with the role of
ordinary-nodes. The super-nodes form the routing backbone of the
network. Each of the nodes includes a transmitter for transmitting
messages over a wireless medium, a receiver for receiving messages over
a wireless medium, a local topology processor, a network topology
processor and a routing processor. The local topology processor is
coupled with the transmitter and with the receiver. The network topology
processor is coupled with the transmitter, with the receiver and with the
local topology processor. The routing processor is coupled with the
transmitter, with the receiver, with the local topology processor and with
the network topology processor. The local topology processor, maintains
a local topology database, the local topology processor further determines
the role of the node. The network topology processor, operative when the
role of the node is super-node, maintains the network topology database,
and establishes and terminates a dedicated backbone routing link with
each one-hop super-node neighbor. The routing processor maintains a
local routing table according to the local topology database, and
construcis a network routing table, according to the network topology
database, when the node is a super-node. Each of the nodes attempts to
communicate with at least a minimal number of one-hop super-node
neighbors.

In accordance with another aspect of the disclosed technique,
there is thus provided a wireless ad-hoc network including a plurality of

nodes. Each of the nodes has a dynamically determined role. A portion of
-7-
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the nodes are designated with the role of super-node and the remaining of
the nodes are desighated with the role of ordinary-nodes.  The
super-nodes form the routing backbone of the network. Each of the nodes
includes a transmitter for transmitting messages over a wireless medium,
a receiver for receiving messages over a wireless medium, a local
topology processor, a network topology processor and a routing
processor. The local topology processor is coupled with the transmitter
and with the receiver. The network‘ topology processor is coupled with the
transmitter, with the receiver and with the local topology processor. The
routing processor is coupled with the transmitter, with the receiver, with the
local topology processor and with the network topology processor. The
local topology processor maintains a local topology database, the local
topology processor further determines the role of the node. The network
topology processor, operative when the role of the node is super-node,
maintains the network topology database, and establishes and terminates
a dedicated backbone routing link with each one-hop super-node
neighbor. The routing processor maintains a local routing table according
to the local topology database, and constructs a network routing table,
according to the network topology database, when the node is a
super-node. Each of the nodes attempts to communicate with at least a
minimal number of one-hop super-node neighbors. Ones of the
super-nodes, provides access for one-hop ordinary-node nheighbors
thereof, transmitting packets to nodes more than a neighbor limiting
criterion away from the transmitting ordinary-node.

In accordance with a further aspect of the disclosed technique,
there is thus provided a wireless ad-hoc network, the network including a
plurality of nodes. In the network, a node includes a transmitter for
transmitting messages over a wireless medium, a receiver for receiving
messages over a wireless medium, a local topology processor, a network
topology processor and a routing processor. The local topology processor

is coupled with the transmitter and with the receiver. The network
-8-
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topology processor is coupled with the transmitter, with the receiver and
with the local topology processor. The routing processor is coupled with
the transmitter, with the receiver, with the local topology processor and
with the network topology processor. The local topology processor,
maintains a local topology database, the local topology processor further
determines the role of the node. The network topology processor,
operative when the role of the node is super-node, maintains the network
topology database, and establishes and terminates a dedicated backbone
routing link with each one-hop super-node neighbor.  The routing
processor maintains a local routing table according to the local topology
database, and constructs a network routing table, according to the network
topology database, when the node is a super-node. The node attempts to
communicate with at least a minimal number of one-hop super-node
neighbors.

In accordance with another aspect of the disclosed technique,
there is thus provided a method for operating a node in a wireless ad-hoc
network. The network includes a plurality of nodes. The method includes
the procedures of identifying the role of the node, the role is that of an
ordinary-node or that of a super-node, detecting the redundancy of the
node when the role is identified as super-node, changing own role to
ordinary-node and terminating dedicated backbone routing links with
one-hop super-node neighbors, when the redundancy of the node is
detected, detecting the articulation status of the node when the role is
identified as ordinary-node, changing own role to super-node and
establishing the dedicated backbone routing links with one-hop
super-node neighbors, when the articulation of the node is detected,
identifying the number of one hop super-node neighbors when, either the
redundancy is detected, or when the articulation status is detected, or
when the role changed to super-node or when the role changed to
ordinary-node, identifying the number of one-hop super-node neighbors,

repeating from the procedure of receiving, when the number of one-hop
-0-
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super-node neighbors, at least equals a minimal number of one-hop
super-node neighbors the node attempts to communicate with, and
selecting a candidate for super-node designation when the number of
one-hop super-node neighbors is smaller than the minimal number of
one-hop super-node neighbors, transmitting a super-node designation
message to the selected candidate when the node selected a ohe-hop
ordinary node neighbor for the super-node designation and changing own
role to 6rdinary—node and terminating the dedicated backbone routing links
with one-hop super-node neighbors, when the node selected itself as the
candidate for super-node designation. Each of the dedicated backbone
routing links is a communication link between a pair of one-hop
super-node neighbors. The candidate is a one-hop ordinary-node
neighbor or the node when the role of the node is ordinary-node

In accordance with a further aspect of the disclosed technique,
there is thus provided a method for updating routing information in a node
in a wireless ad-hoc network. The network includes a plurality of nodes.
Each node is designated with a dynamically determined role. A portion of
the nodes are designated with the role of super-node and the remaining of
the nodes are designated with the role of ordinary-nodes. The routing
information is updated when the role of the node changes. The method
includes the procedures of detecting a change in the role of the node,
terminating a network routing table when the role of the node changes
from super-node to ordinary node, updating a local routing table according
to changes in a local topology database of the node, exchanging network
topology databases with at least one one-hop super-node neighbor and
constructing the network routing table accordingly, receiving network
topology update messages and updating the network topology database
and the network routing table accordingly and transmitting network
topology update messages to one-hop super-node neighbors according to
changes in a local topology database and updating the local routing table.

The network routing table includes routing entries to a sub-network of
-10-
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nodes in the network. The local routing table includes entries of routes to
neighbor nodes. The network topology database includes the topology of
the sub-network of nodes. The local topology database includes entries of
neighbor nodes of the node.

In accordance with another aspect of the disclosed technique,
there is thus provided a method for updating routing information in a node
in a wireless ad-hoc network. The network includes a plurality of nodes.
Each of the nodes is designated with a dynamically determined role. A
portion of the nodes are designated with the role of super-node and the
remaining of the nodes are designated with the role of ordinary-nodes.
Routing information is updated when the firs node is an ordinary-node and
when a second ordinary-node joins or leaves the one-hop neighborhood of
the first ordinary-node. The method includes the procedures of identifying
the joining or the leaving of the second one-hop ordinary-node from the
one-hop neighborhood of the first ordinary-node, deleting the routing entry
of the route to the second ordinary-node from a local routing table when
the second ordinary-node is identified as leaving the one-hop
neighborhood of the first ordinary-node, deleting routing entries,
associated with the second ordinary-node from the local routing table,
when the second ordinary-node is identified as leaving the one-hop
neighborhood of the first ordinary-node, adding a routing entry of the
second ordinary-node to the local routing table when the second
ordinary-node is identified as joining the one-hop neighborhood of the first
ordinary-node and adding routing entries associated with the second
ordinary-node, to the local routing table, when the second ordinary-node is
identified as joining the one-hop neighborhood of the first ordinary-node.
The local routing table is stored in each node and includes routing entries
to neighbor nodes of each node.

In accordance with another aspect of the disclosed technique,

there is thus provided a method for updating routing information in a node

. In a wireless ad-hoc network. The network includes a plurality of nodes.
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Each of the nodes is designated with a dynamically determined role. A
portion of the nodes are designated with the role of super-node and the
remaining of the nodes are designated with the role of ordinary-nodes.
The routing information is updated when the role of the node is
ordinary-node and when a super-node joins or leaves the one-hop
neighborhood of the ordinary-node. The method includes the procedures
of identifying the joining or the leaving of the super-node from the one-hop
neighborhood of the ordinary-node, deleting the routing entry of the route
to the super-node from a local routing table when the super-node is
identified as leaving the one-hop neighborhood of the ordinary-node,
deleting routing entries, associated with the super-node from the local
routing table, when the super-node is identified as leaving the one-hop
neighborhood of the ordinary-node, adding a routing entry of the
super-node to the local routing table when the super-node is identified as
joining the one-hop neighborhood of the ordinary-nod and adding routing
entries associated with the super-node, to the local routing table, when the
super-node is identified as joining the one-hop neighborhood of the
ordinary-node. The local routing table is stored in each node and includes
routing entries to neighbor nodes of each node.

In accordance with a further aspect of the disclosed technique,
there is thus provided a method for updating routing information in a node
in a wireless ad-hoc network. The network includes a plurality of nodes.
Each of the nodes is designated with a dynamically determined role. A
portion of the nodes are designated with the role of sSuper-node and the
remaining of the nodes are designated with the role of ordinary-nodes.
The routing information is updated when the role of the node is
super-node and when an ordinary-node joins or leaves the one-hop
neighborhood of the super-node. The method includes the procedures of
identifying the joining or the leaving of the ordinary-node from the one-hop
neighborhood of the super-node, deleting the routing entry of the route to

the ordinary-node from a local routing table when the ordinary-node is
-12-
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identified as leaving the one-hop neighborhood of the super-node,
deleting routing entries, associated with the ordinary-node from the local
routing table, when the ordinary-node is identified as leaving the one-hop
neighborhood of the super-node, adding a routing entry of the
ordinary-node to the local routing table when the ordinary-node is
identified as joining the one-hop neighborhood of the super-node and
Adding routing entries associated with the ordinary-node, to the local
routing table, when the ordinary-node is identified as joining the one-hop
neighborhood of the super-node. The local routing table is stored in each
node and includes routing entries to neighbor nodes of each node.

In accordance with another aspect of the disclosed technique,
there is thus provided a method for updating routing information in a node
in a wireless ad-hoc network. The network includes a plurality of nodes.
Each of the nodes is designated with a dynamically determined role. A
portion of the nodes are designated with the role of super-node and the
remaining of the nodes are designated with the role of ordinary-nodes.
The routing information is updated when the route of the node is
super-node and when a second super-node joins or leaves the one-hop
neighborhood of the first super-node. The method includes the
procedures of identifying the joining or the leaving of the second
super-node to the one-hop neighborhood of the first super-node, deleting
the routing entry of the route to the second super-node from a local routing
table when the second super-node is identified as leaving the one-hop
neighborhood of the first super—node,v adding a routing entry of the second
super-node to the local routing table when the second super-node is
identified as joining the one-hop neighborhood of the first super-node,
exchanging network topology databases with the second super-node when
the second super-node is identified as joining the one-hop neighborhood
of the first super-node, and updating a network routing table accordingly,
Transmitting network topology update messages to the second

super-node, according to changes in the network topology database and in
-13-
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a local topology database, when the network topology databases are
exchanged and receiving network topology update messages from the
second super-node and updating the network topology database and the
network routing table accordingly. The local routing table is stored in each
node and includes routing entries to neighbor nodes of each node. The
network topology database is stored in each super-node and includes a
sub-network of nodes. The sub-network of nodes is a limited number of
the nodes in the network. The network routing table is stored in ‘each
super-node and includes routing entries associated with non-neighbor
nodes. The network update messages include changes in the network
topology database and changes in the local topology database of each
super-node in the network.

In accordance with another aspect of the disclosed technique,
there is thus provided a method for determining by a node, in a wireless
ad-hoc network, an alternative next hop in a route from a packet source
node to a packet destination node, the node is part of the route. The
network includes a plurality of nodes. Each of the nodes is designated
with a dynamically determined role. A portion of the nodes are designated
with the role of super-node and the remaining of the nodes are designated
with the role of ordinary-nodes. The super-nodes form the routing
backbone of the network. The method includes the procedures of
identifying the role of said node, determining the number of hops from said
node to said packet destination node when said role is ordinary-node,
identifying one-hop ordinary-node neighbors as alternative next hops when
said role of said node is super-node and when said number of hops from
said node to said packet destination node is not greater than a neighbor
limiting criterion, identifying one-hop super-node neighbors as alternative
next hops when said number of hop from said node to said packet
destination node is larger than said neighbor limiting criterion, abstaining

from transmitting said packet when alternative next hops are not identified
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and forwarding said packet to a selected one of said identified alternative
next hops.
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BRIEF DESCRIPTION OF THE DRAWINGS

The disclosed technique will be understood and appreciated
more fully from the following detailed description taken in conjunction with
the drawings in which:

Figure 1, is a schematic illustration of a simple exemplary ad-hoc
network;

Figures‘2A, 2B and 2C are a schematic illustrations of an
exemplary network, constructed and operative in accordance with an
embodiment of the disclosed technique;

Figure 3, is a schematic illustration of a system, constructed and
operative in accordance with another embodiment of the disclosed
technique;

Figure 4, is a schematic illustration of a method for Operatingj a
node in a wireless and cluster-less network, operative in accordance with
a further embodiment of the disclosed technique;

Figure 5, is schematic illustration of a method for updating
routing information, when the own role of the node changes, operative in
accordance with another embodiment of the disclosed technique;

Figure 6, is a schematic illustration of a method for updating
routing information in an ordinary-node, when a node neighbor joins or
leaves the one-hop neighborhood of the ordinary-node, operative in
accordance with a further embodiment of the disclosed technique;

Figure 7, is a schematic illustration of a method for updating
routing information in a super—hode, when a node neighbor joins or leaves
the one-hop neighborhood of the super-node, operative in accordance with
another embodiment of the disclosed technique;

Figure 8, is a schematic illustration of an exemplary network, in
accordance with a further embodiment of the disclosed technique;

Figure 9A is a schematic diagram of a network generally
reference 500, operative in accordance with another embodiment of the

disclosed technique;
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Figure 9B is a schematic diagram of a network, operative in
accordance with another embodiment of the disclosed technique;

Figure 10, is a schematic illustration of a method for selecting
the alternative next hop of a node, operative in accordance with a further
embodiment of the disclosed technique;

Figure 11A is a schematic illustration of an exemplary
super-node backbone of a network, operative in accordance with another
embodiment of the disclosed technique;

Figure 11B is a schematic illustration of the super-node
backbone of the sub-network, operative in accordance with another
embodiment of the disclosed technique; and

Figure 11C is a schematic illustration of the super-node
backbone of the sub-network, operative in accordance with another
embodiment of the disclosed technique.
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DETAILED DESCRIPTION OF THE EMBODIMENTS

The disclosed technigue overcomes the disadvantages of the

prior art by providing a cluster-less communication network and a method

and a system there for, which enables communication between mobile

nodes wherein some nodes, designated as super-nodes, form the routing

backbone of the network and communicate between one another via a

dedicated backbone routing link. Each node (i.e., super-node or

ordinary-node) forwards packets to one-hop and two-hop neighbors

according to a local routing table. An ordinary-node forwards packets to

~other-node (i.e., more than two-hops) via the super-node backbone. A

super-node forwards packets to other nodes (i.e., ordinary-nodes and
other super-nodes), according to a network routing table. It is noted that
the term packet herein refers to packets of information transit through the
network. It is further noted that these packets are forwarded between
nodes participating in the network.

In a communication network according to the disclosed
technique, each node in the network is a router. Each node may be
coupled directly with one or more hosts. Fach node may further be
coupled with external routers (i.e., routers associated with external
networks). These external routers provide routing services to these
external networks. Each node provides routing services to hosts coupled
directly to the node, or to the external routers coupled therewith. Each
node transmits a node status message, which is received by one-hop
neighbors of the node. Node status messages will be referred to
hereinafter as "hello messages". A hello message includes the node
identification representation (e.g., MAC ID number) of the transmitting
node, the role of the node (i.e., ordinary-node or super-node), and a list of
the one-hop neighbors of the transmitting node and the role of each of
these one-hop neighbors. Accordingly, each node receives hello
messages from one-hop neighbors and these helio messages include

information about two-hop neighbors of the receiving node (i.e., nodes
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which can be accessed via the one-hop neighbor nodes). Consequently, a
node acquires information about the identification and the role of one-hop
neighbors and two-hop neighbors thereof, and forms a local topology
database, based on that information. It is noted that the term message or
messages refers to messages containing information relating to the
construction and maintenance of the network. It is further noted that these
messages are transmitted between nodes.

Each node in the network store at least one routing table. This
routing table includes the next node in a path to a destination node (i.e.,
the nodes a packet traverses from the packet source node to the packet
destination node). Every destination node may have several path listed.
Associated with each destination node, listed in the routing table, is the
cost of the path to that destination node. The cost of a path is the sum of
the cost of each hop in the route to the destination node. The cost of a
path may be, for example, the total number of hops in the path to the
destination node. The cost of a path may further be, for example, the sum
of metrics, measuring the quality of a link between two neighboring nodes
and the work load (e.g., number of one-hop neighbors) of each node. A
packet source node will attempt to forward a packet to a destination node,
via the path with the lowest cost associated therewith.

Each ordinary-node (i.e., a node that is not a super node) forms
a two-hop local routing table. This local routing table includes information
relating to every node, which is no more than two-hops away (i.e., one-hop
neighbors and two-hop neighbors). The local routing table includes
entries of the one-hop neighbors and of the hosts, and external routers
coupling external networks, coupled with the one-hop neighbor, to which
packets are forwarded. Information associated with the routing table
entries may include the unique network identification representation (e.g.,
IP address) assigned to each node, to each host or to each external router
coupling an external network. The local routing table further includes

entries of the two-hop neighbors, with the respective one-hop neighbors
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(i.e., there may be one or more than one one-hop neighbor which can
relay packets from a specific source node to a specific destination node),
and their unique routing identification representations. It is noted that the
local routing table may further include entries of hosts and of routers
coupling external networks, coupled with a two-hop neighbor. The routing
identification representations of the nodes in local routing table are derived
from the hello messages sent by each node. The routing identification
representations are derived from the node identification representation
since there is a one-to-one correspondence between them. The routing
identification representations of the hosts, coupled with the node, are
obtained according to a routing protocol (e.g., RIP).

When the destination of a packet is a one-hop node neighbor, or
a host coupled with a one-hop node neighbor (i.e., directly of via an
external router coupling an external network) of the packet source node,
the packet source node transmits the packet directly to the one-hop
neighbor. When the destination is a two-hop node neighbor, the packet
source node transmits the packet to a relaying one-hop neighbor, which
communicates with the destination node, according to the local routing
table. In turn, the relaying neighbor forwards the packet to the relevant
node.

Packets, destined to nodes which are more a neighbor limiting
criterion away from the packet source node, are routed via a one-hop
super-node neighbor of the packet source node. Packets, destined to
hosts coupled with a node more than a neighbor limiting criterion from the
packet source node, are also routed via a one-hop super-node neighbor.
The route, from a source node to a destination may be different for each
packet. The neighbor limiting criterion is for example the hop number of
node neighbors from the pertinent node. The neighbor limiting criterion
may further be the distance form the pertinent node. Each node may
dynamically determine the neighbor limiting criterion thereof (e.g., each

node may dynamically determine the number of hop neighbors thereof or
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the distance there from). The example of two-hop neighbors, as the
neighbor limiting criterion is used hereinafter.

A super-node is a node with capabilities to direct packets to
every node in the network, or hosts couple with the node (i.e., directly or
via an external router coupling an external network). A super-node, stores
a local routing table, including entries of the one-hop and two-hop
neighbors. That is, the local routing table includes entries to one-hop and
two-hop ordinary-node neighbors, one-hop and two-hop super-node
neighbors, and hosts and routers coupling external networks, coupled with
one-hop neighbors. Each entry includes information of the unique network
identification representation assigned to each node, to each host, or to
each external router of an external network coupled with the one-hop
ordinary-node neighbor. A super-node, further stores a network routing
table. This network routing table includes entries to all the nodes, the
hosts and external networks, with the respective one-hop super-node
neighbor or neighbors, to which the super-node forwards a packet
destined to these nodes, hosts, or networks. Each entry includes
information of the unique routing identification representation.

A super-node, receiving the packet, determines if the packet is
destined to the receiving super-node or hosts coupled with the receiving
super-node (i.e., directly of via an external router coupling an external
network). The receiving super-node further determines if the packet is
destined to a one-hop ordinary-node neighbor, or a host coupled with the
ordinary-node neighbor. When the packet is destined to a one-hop and
two-hop node neighbor, or a host coupled with that node neighbor, the
super-node forwards the packet according to the local routing table of that
super-node. When the packet is destined to a node or a host more than
two-hops away from the super-node, the super-node forwards the packet
to the next super-node neighbor according to the network routing table. It

is noted that a node (i.e., an ordinary-node or a super-node) prefers to
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forward a packet according to the local routing table rather than over the
super-node backbone when possible.

Each two super-nodes communicate between one another via a
dedicated backbone routing link. A recently promoted super-node
establishes a dedicated backbone routing link (e.g., by a Point to Point
Protocol) with each of the one-hop super-node neighbors of that
super-node. A new super-node request, and receives, from a selected
one hop super-node neighbor, the topology information of the network,
stored in that selected one-hop super-node heighbor. Thus, each
super-node creates a network topology database according to the network
topology information.  Super-nodes may exchange network topology
information according to a link state protocol (e.g., OSPF). Super-nodes
synchronize their network topology databases, and maintain this
synchronization by exchanging network topology update messages, with
other one-hop super-node neighbors. These network topology update
messages inform of changes in the topology of the one-hop neighborhood
of the super-node from which this message originated (e.g., an
ordinary-node left the one-hop neighborhood of the super-node). It is
noted that a super-node may exchange network topology update
messages not originated there from. Thus, network topology update
information propagates (i.e., flooded) through the super-node backbone,
and the super-nodes maintain their network topology databases
synchronized. Each super-node constructs and maintains a network
routing table according to the network topology database.

In the system according to the disclosed technique, a node is a
router to hosts coupled with that node (i.e., directly or via an external
router of an external network). For example, a route to a host coupled with
a node, stored in a routing table (i.e., local routing table or network routing
table) of a one-hop neighbor, is associated with that node. The node
informs the one-hop neighbors, of routes to the hosts coupled to the node

(i.e., either coupled directly or via an external router coupling an external
00
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network) by transmitting host routing information messages.  An
ordinary-node transmits these host routing information messages
according to a routing protocol (e.g., RIP). A super-node transmits host
routing information messages, informing one-hop neighbors of routes to
hosts couple with the super-node, according to the same routing protocol.
A super-node transmits network topology update messages, informing a
one-hop super-node neighbors of changes to hosts couple with the node
over the dedicated backbone routing link, according to the protocol by
which super-nodes exchange network topology information (i.e., the link
state protocol).

According to the disclosed technique, an ordinary-node attempts
to have at least a minimal one-hop local super-node number (i.e., a
minimum number of one-hop super-node neighbors). A super-node
should have at least a minimal one-hop backbone super-node number (i.e.
a minimum number of one-hop super-node neighbors). The minimal
one-hop local super-node number and the minimal one-hop backbone
super-node number may be predetermined or change dynamically. An
ordinary-node in the network may change its role to super-node or
designate other one-hop ordinary-node neighbors as super-nodes. A
Super-node is designated according to a static criterion (e.g., node ID
number), a weighted criterion (e.g., weighted connectivity and coverage),
or a combination thereof. An ordinary-node changes it role to a
super-node if the ordinary-node is an articulation node. An articulation
node will be further explained in conjunction with Figures 2A, 2B and 2C.
A super-node may change its role to an ordinary-node if the super-node
identifies self-redundancy. Self-redundancy is further explained in
conjunction with Figure 2B.

During the forwarding of a packet, between the packet source
node to the packet destination node, each intermediate node determines
the next hop in the route to the destination of that packet, according to the

pertinent routing table (i.e., local routing table or network routing table).
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This next hop is referred to herein as the primary next hop. However, the
link between the current node (i.e., the last node to receive the packet or
the packet source node) and the primary next hop may be inoperative (i.e.,
either temporarily or permanently). Moreover, the primary next hop may
be incapable of relaying the packet. If such events occur, the current
node transmits the packet to an alternative next hop. Using the alternative
next hop increases packet delivery reliability. The concept of the
alternative next hop is explained in conjunction with Figures 8A, 8B and 9.

Reference is now made to Figure 2A which is a schematic
illustration of an exemplary network generally referenced 100, constructed
and operative in accordance with an embodiment of the disclosed
technique. Network 100 includes sub-network 138 and sub-network 140.
sub-network 138 includes super-nodes 102, 106, 108 and ordinary-nodes
104, 110, 112. Sub-network 140 includes super-nodes 116, 118 and 122
and ordinary-node 120. Super-nodes 102, 106 and 108 form the
backbone of sub-network 138.. Super-nodes 116, 118 and 122 form the
backbone of the sub-network 140. Each of lines 124 represents a one-
hop communication link between two ordinary-nodes and between an
ordinary-node and a super-node. Each of the bold lines 126, 128, 130,
132, 134, and 136 indicate a dedicated routing backbone link between
super-nodes 102 and 106, 102 and 108, 106 and 108, 116 and 118, 116
and 122, 118 and 122 respectively. In network 100, it is desired that each
ordinary-node should have at least two one-hop super-node neighbors and
each super-node should have at least two one-hop super-node neighbors.
That is, the one-hop local super-node number and the one-hop backbone
super-node number are equal to two.

Reference is now made to Figure 2B, which is a schematic
illustration of an exemplary network generally referenced 100, constructed
and operative in accordance with an embodiment of the disclosed
technique. In network 100, node 114 joined the network and is now a

one-hop neighbor of nodes 110 and 116. In Figure 2B, sub-network 140
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has moved toward sub-network 138. Node 116 is now a one-hop neighbor
of nodes 110 and 114 as well. Node 118 is now a one-hop neighbor of
nodes 112 as well. Node 120 is now a one-hop neighbor of nodes 110,
112, 116 and 118. Node 110 acquires an articulation node status and
consequently, changes its role to super-node. An articulation node is a
node that has at least the predetermined number of one-hop super-node
neighbors, and not all one-hop super-node neighbors are vertices of a
continuous connectivity graph (i.e., communicate with each other
according to the local topology database of the node) or not all the
one-hop ordinary-node neighbors are one-hop away from the continuous
connectivity graph of super-nodes. Accordingly ordinary-node 112
acquired an articulation node status as well.

Reference is now made to Figure 2C, which is a schematic
illustration of an exemplary network generally referenced 100, constructed
and operative in accordance with an embodiment of the disclosed
technique. In network 100, node 110 changed its role to a super-node due
to the articulation node status of node 110. Alternatively, ordinary-node
114 designated node 110 as a super-node, thus, ordinary-node 114 has
two one-hop super-node neighbors. Super-node 110 forms a dedicated
backbone routing link 142 with super-node 102 and a dedicated backbone
routing link with 144 with super-node 116. Super-nodes 108 and 122
became redundant super-nodes and change their role to ordinary-nodes.
Super-node redundancy is further explained in conjunction with Figure 4.
Ordinary-node 112 promotes itself to the role of super-node since node
112 is an articulation node and forms dedicated backbone routing links
146 and 148 with super-node 118 and 106 respectively. In network 100, a
packet, destined to nodes more than two-hops away from the source
node, may be routed via two or more super-nodes. For example, node
104 may forward a message to node 112 either via super-nodes 102 and
110 or via super-node 108.
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Reference is now made to Figure 3, which is a schematic
illustration of a system 150, constructed and operative in accordance with
another embodiment of the disclosed technique. System 150 includes
network topology processor 152, local topology processor 154, routing
processor 156, receiver 158 and transmitter 160. Local topology
processor 154 is coupled with network topology processor 152, routing
processor 156, receiver 158 and transmitter 160. Network topology
processor 152 is further coupled with routing processor 156, receiver 158
and transmitted 160. Routing processor 156 is further coupled with
receiver 158 and transmitted 160.

Network topology processor 152 is operative when the node is a
super-node. Network topology processolr 152 maintains the network
topology database, and establishes and terminates dedicated backbone
routing links. Network topology procéssor 152 provides transmitter 160
with network topology database requests, with network topology update
message, with network topology database when a network topology
database request is received from another super-node and with the local
topology database when the node changes its role to a super-node.
Network topology processor 152 further provides routing processor 156
with the network topology database.

Local topology processor 154 is operative when the node is a
super-node and when the node is an ordinary-node. Local topology
processor 154 maintains the local topology database of the node and
determines if a change in the role of the node (i.e., from ordinary-node to
super-node or vice versa) or if a change in the role of a one-hop
ordinary-node neighbor is necessary. Local topology processor 154
further provides the local topology database to network topology processor
152 when the role of the node changes to super-node and to routing
processor 156. Local topology processor 154 further provides transmitter

160 with periodic hello messages, and with super-node designation
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messages (i.e., message that cause a change in the role of a one-hop
ordinary-node neighbor) when such a message is required.

Routing processor 156 is operative when the node is an
ordinary-node and when the node is a super-node. When the node is an
ordinary-node, routing processor 156 constructs and maintains a local
routing table according to the local topology database and provides
transmitter 160 with host routing information messages informing of hosts
and external routers coupled with the node. When the node is a
super-node, routing processor 156 further constructs and maintains the
network routing table according to the network topology database.

Receiver 158 receives hello messages from one-hop neighbors
of the node and provides the received hello messages to local topology
processor 156. While system 150 is an ordinary-node, receiver 158 is
further operative to receive host routing inférmation messages and provide
the received messages to local topology processor 154. When system
150 is a super-node, receiver 158 is further operative to receive network
topology database requests, network topology databases, network
topology update messages provide them to network topology processor
152.

In the network according to the disclosed technique, the ability of
a node to communicate with other nodes may dynamically change. This
change may be due to nodes joining or leaving the network. Alternatively,
this change may further be due to the movement of nodes relative to each
other. Therefore, each node constructs and maintains a local topology
database. This local topology database stores the local connectivity
information of each node (i.e., connectivity with at most two-hop neighbors
of each node). This local connectivity information is update according to
received hello message received from other nodes. Each hello message
includes the identification representation of the transmitting node, the role
of the transmitting node (i.e., super-node or ordinary-node) and the

one-hop neighbors of the transmitting node. According to another
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embodiment, when the number of one-hop neighbors of a transmitting
node is large, the transmitting node may send a hello message including a
partial list of the one-hop neighbors of the transmitting node. This hello
message is referred to herein as a slim hello message. The number of
neighbors listed in the slim hello message may be constant or dynamically
determined. The transmitting node may further include in the slim hello
message only the list the one-hop super-node neighbors of the
transmitting node. A node transmits a series of slim hellos followed by a
hello message. The number of slim hellos transmitted prior to a hello
message is configurable.

Each node, changes its role according to the local topology of
that node. An ordinary-node changes its role to a super-node when the
articulation node status of the node is positive or when that node receives
a super-node designation message. A super-node changes its role to
ordinary-node when that super-node detects self redundancy.
Furthermore, each node may send a super-node designation message to
a one-hop ordinary-node neighbor. A node decides to update the local
topology thereof (i.e., change its own role or send a super-node
designation message), when a hello message is received from another
node. However, when the number of one-hop neighbors of the node is
large, the number of received hello messages is very large as well. This
may cause the work load of the node to be very large and the network to
be unstable (i.e., nodes may frequently change their role). Therefore a
node may decide to update the local topology thereof according to a
decision update cue.

Reference is now made to Figure 4, which is a schematic
illustration of a method for operating a node in a wireless and cluster-less
network, operative in accordance with a further embodiment of the
disclosed technique. [n Figure 4, "Nr." denotes the number of super-node

neighbors, "2" denotes "at least" and "<" denotes "smaller than", Y :
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denotes the minimal one-hop local super-node number and X", denotes

the minimal one-hop backbone super-node number. . Further in Figure 4,

the term "Min." refers either to Y, or to X',, according the context, the

term "self" refers the node executing the method and the term "other"
refers to nodes other than the node executing the method.

In procedure 200, a topology decision update cue is received.
This topology decision update cue may be, for example, a hello messages
received from other nodes. The topology decision update cue may further
be an internal flag raised every configurable time period (i.e., topology
decisions are performed periodically). This configurable time period may
be predetermined. Alternatively, the configurable time period may further
be dynamically determined according to the number of one-hop node
neighbors of the node. With reference to Figure 3, local topology
processor 154 awaits a topology update decision queue.

In Procedure 202, the local topology database of the receiving
node is updated according to the received hello message. With reference
to Figure 3, local topology processor 154 updates the local topology
database. After the completion of procedure 202, the method proceeds to
procedure 204. When the node is an ordinary-node, the method further
proceeds to procedure 218.

In procedure 202, expired node entries are deleted from the
local topology database. Node entries are rendered expired, when a hello
message has not been received there from, during a predetermined
interval. With reference to Figure 3, local topology processor 154 deletes
expired node entries.

In procedure 204, the own role of the node is identified. When
the node is a super-node, then, the method proceeds to procedure 206.
When the node is an ordinary-node, then, the method proceeds to
procedure 210. With reference to Figure 3, local topology processor 154
identifies the role of the node.

-29-



10

156

20

25

WO 2007/122620 PCT/IL2007/000504

In procedure 206, the self redundancy of the receiving node is
determined. The system according to the disclosed technique, aims to
minimize the number of super-nodes, taking into account certain
networking constraints (e.g., robustness). Therefore, each super-node
tries to identify self-redundancy. A super-node is considered redundant if
all of the following occurs:

* the minimal one-hop backbone super-node number, X ,» is still

met, if that potentially redundant super-node was demoted to an
ordinary-node, for all of the one-hop super-node neighbors of the
potentially redundant super-node;

e the minimal local super-node neighbor number, X, is still met,

if that potentially redundant super-node was demoted to an

ordinary-node, for all of the one-hop ordinary-node neighbors;

» if the role of that super-node changes to ordinary-node, that
node will not exhibit an articulation node status.

When self redundancy is determined, then, the method
proceeds to procedure 208. When self redundancy is determined
negative, then, the method returns to procedure 214. With reference to
Figure 3, local topology processor 154 detects self-redundancy of the
node and changes the role of the receiving node to an ordinary-node when
self-redundancy is detected.

In procedure 208, the role of the node is changed to an
ordinary-node and dedicated backbone routing links, with one-hop
super-node neighbors, are terminated. With reference to Figure 3, local
topology processor 154 changes the role of the node to ordinary-node and
terminates dedicated backbone routing links with one-hop super-node
neighbors. After the completion of procedure 208, the method proceeds to
procedures 214.
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In procedure 210, self-articulation status is detected. Self
articulation status is determined according to either one of the following
criteria:

* A node that at least one of the one-hop super-node neighbors
thereof, are not vertices of a continuous connectivity graph (i.e.,
communicate with each other according fo the local topology
database);

* Not all the one-hop ordinary-node neighbors are one-hop away
from the continuous connectivity graph of super-nodes;

When the self-articulation status of the node is positive, then, the
method proceeds to procedure 212. When the self-articulation status of
the node is negative, then, the method proceeds to procedure 214. With
reference to Figure 3, local topology processor 154 determines the
self-articulation status of the node.

In procedure 212, the role of the node is changed to a
super-node and dedicated backbone routing links are established with
one-hop super-node neighbors. With reference to Figure 3, local topology
processor 154 changes the role of the node to super-node and establishes
dedicated backbone routing links with one-hop super-node neighbors.
After the completion of procedure 212, the method proceeds to
procedures 214.

In procedure 214, the number of one-hop super-node neighbors
of the current node is identified. Each ordinary-node should have a

minimal one-hop local super-node number, X ,, of one-hop super-node

neighbors. Each super-node should have a minimal one-hop backbone

super-node number, )X',, of one-hop super-node neighbors. When the
number of one-hop super-node neighbors, is at least X, when the node is
an ordinary-node, or at least X", when the node is a super-node, then, the

method returns to procedure 200. When the number of one-hop

super-node neighbors is either smaller than X, when the node is an
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ordinary-node or smaller than X', when the node is a super-node, then,

the method proceeds to procedure 216. With reference to Figure 3, local
topology processor 154 identifies the number of one-hop super-node
number of the receiving node.

In procedure 216, a candidate for super-node designation, is
selected. When the role of the node is a super-node, the node selects a
one-hop ordinary-node neighbor for super-node designation. When the
role of the node is ordinary-node, the node may select itself for super-node
designation as well. A node (i.e., a super-node or an ordinary-node) may
designate it self or another ordinary-node as a super-node according to, a
static priority criterion (e.g., identification representation), a weighted
criterion, or a combination thereof. According to the static priority criterion
the system selects the node with the highest static priority (e.g., lowest or
the highest identification representation). According to the weighted
criteria, the node calculates a certain value for each node. The node
designates the node with the highest value as a super-node. For example,
the value may be the sum of the weighted connectivity (i.e. the measured
power of received transmissions) and the weighted coverage of the node.
When the role of the node is ordinary-node and the nbde selected itself for
super-node designation, then, the method proceeds to procedure 220.
When the node (i.e., either an ordinary-node or a super-node) selected a
one-hop ordinary-node neighbor for super-node designation, the method
proceeds to procedure 218. With reference to Figure 3, local topology
processor 154 selects an ordinary-node for super-node designation.

In procedure 218, a super-node designation message is
transmitted to the selected ordinary-node. With reference to Figure 3,
local topology processor 154 transmits via transmitter 160 a super-node
designation message to the selected ordinary-node. After the completion
of procedure 210 the method proceeds to procedure 226. After the

completion of procedure 218, the method returns to procedure 200.

-32-



10

15

20

25

30

WO 2007/122620 PCT/IL2007/000504

In procedure 220, the role of the node is changed to a
super-node and dedicated backbone routing links, with one-hop
super-node neighbors, are established. With reference to Figure 3, local
topology processor 154 changes the role of the node to super-node and
establishes dedicated backbone routing links with one-hop super-node
neighbors. After the completion of procedure 220, the method proceeds to
procedures 200.

It is noted that an ordinary-node, may change its role to
super-node when that ordinary-node receives a super-node designation.
This change in role is independent of the topology decision update queue.

Reference is now made to Figure 5, which is schematic
illustration of a method for updating routing information, when the own role
of the node changes, operative in accordance with another embodiment of
the disclosed technique. In procedure 250, a change in the own role of
the node is identified. An ordinary-node may change its role to a
super-node and a super-node may change its role to an ordinary-node.
When a super-node changes its role to an ordinary-node, then the method
proceeds to procedures 252, 254, 256. When an ordinary-node changes
its role to a super-node, then the method proceeds to procedures 258.
With reference to Figure 3, local topology processor 154 detects the
change of the own role of the receiving node.

In procedure 252, the backbone routing table is terminated. An
ordinary-node forwards packets only according to a local routing table
stored therein. With reference to Figure 3, routing processor 156
terminates the backbone routing table.

In procedure 254, the one-hop super-node neighbors are
designated as gateways for forwarding packets in the local routing table.
Ordinary-node forwards packets to other nodes more than two hops away
via any of the one-hop super-node neighbors thereof. With reference to
Figure 3, routing processor 156 designates one-hop super-node neighbors

as gateways.
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In procedure 256, the local routing table is updated according to
changes in the local topology of the node (i.e., changes in the two-hop
neighborhood of the node). With reference to Figure 3, routing processor
156 updates the local routing table according to the changes in the local
topology of the node.

In procedure 258, a network topology database is exchanged
with at least one one-hop super-node neighbor and a network routing table
is constructed accordingly. When a node changes its role to a
super-node, it requests and receives a network topology database from at
least one selected one-hop super-node neighbors of the node.
Consequently, the new super-node is cognizant of the topology of the
network, and can calculate and construct a network routing table, with
entries to every node in the network and host coupled with those nodes
(i.e., either directly or via an external router coupling an external network).
With reference to Figure 3, network topology processor 152 exchanges
network topology databases with one-hop super-node neighbor and
routing processor 156 constructs a network routing table. After the
completion of procedure 258, the method proceeds to procedure 260, 262
and 264.

In procedure 260, network topology update messages are
received, and the network topology database and the network routing table
are updated accordingly. The network topology database of the super-
node, and consequently the network routing table, is updated by flooding
network topology update messages informing of changes in the topology
of the network.  Each super-node sends topology update messages of
changes in the topology in the one-hop neighborhood of the super-node
(e.g., a node changed its role, a node joined or left the local neighborhood
of the super-node or a node changed its connectivity state with other
nodes). With reference to Figure 3, network topology processor 152

receives network topology update messages and updates the network
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topology database. Routing processor 156 updates the network routing
table.

In procedure 262, network topology update messages are
transmitted to one-hop super-node neighbors, according to changes in the
network topology database. With reference to Figure 3, network topology
processor 152 transmits network topology update messages.

In procedure 264, network topology update messages are
transmitted to one-hop super-node neighbors, according to changes in the
local topology database and the local routing table is updated. With
reference to Figure 3, network topology processor 152 transmits network
topology update messages. Routing processor 156 updates the local
routing table.

One-hop neighbors of an ordinary-node may join or leave the
network or the one-hop neighborhood of the ordinary-node. Therefore, the
routing information and role of the ordinary-node may change when such
an event occurs.

Alternatively, the role of a one-hop neighbor of the ordinary-node
may change. This change of role is considered a combination of two
simultaneous events. The first event is the leaving of a node of one role,
and the second event being the simultaneous joining of a node of the
other role. The local topology database and the local routing table are
maintained during the change of roles. For example, the change of role of
a one-hope node neighbor, from ordinary-node to a super-node, is
considered as an event of an ordinary-node leaving and the simultaneous
event of a super-node joining the one-hop neighborhood.

Reference is now made to Figure 6, which is a schematic
ilustration of a method for updating routing information in an
ordinary-node, when a node neighbor joins or leaves the ohe-hop
neighborhood of the ordinary-node, operative in accordance with a further
embodiment of the disclosed technique. In procedure 280, the joining or

leaving of one-hop neighbor is identified by an ordinary-node. A node is
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identified as leaving, when hello messages of that node are not received
within a configurable time period. When a onhe-hop ordinary-node
neighbor leaves the one-hop neighborhood of the ordinary-node, the
method proceeds to procedure 282, 284 and 286. When a one-hop
super-node neighbor leaves the one-hop neighborhood of the
ordinary-node, the method proceeds to procedure 288 and 290. A node is
identified as joining, when the first hello message there from is received.
When an ordinary-node becomes a one-hop neighbor of the
ordinary-node, then the method proceeds to procedure 292, 294. When a
super-node neighbor becomes a one-hop neighbor of the ordinary-node,
then the method proceeds to procedure 296 and 298. With reference to
Figure 3, local topology processor 154 identifies if a one-hop neighbor
joined or left the one-hop neighborhood of the ordinary-node.

In procedure 282, the routing entry of the route to the leaving
ordinary-node, is deleted from the local routing table. With reference to
Figure 3, routing processor 156 deletes the routing entry of the route to the
leaving ordinary-node, from the local routing table.

In procedure 284, the routing entries, associated with the
one-hop neighbors of the leaving ordinary-node, are deleted from the local
routing table. These routing entries, associated with the one-hop
neighbors of the leaving ordinary-node, are the routes to hosts coupled
with this leaving ordinary-node. These routing entries are further routes to
the two-hop neighbors of the leaving ordinary-node. With reference to
Figure 3, routing processor 156 deletes the routing entries associated with
the one-hop neighbors of the leaving ordinary-node, from the local routing
table.

In procedure 286, the processing of host routing information
messages from the leaving ordinary-node, is ceased. Since the leaving
ordinary-node is no longer a one-hop neighbor, packets to hosts coupled
therewith (i.e., either directly of via an external router coupling an external

network) can no longer be routed via the leaving ordinary-node. With
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reference to Figure 3, routing processor 156 ceases to process host
routing information messages from the leaving ordinary-node and the
corresponding routing entries, in the local routing table.

In procedure 288, the routing entry, of the route to the leaving
super-node, is deleted from the local routing table. With reference to
Figure 3, routing processor 156 deletes the routing entries, associated
with the leaving super-node from the local routing table.

In procedure 290, the processing of host routing information
messages from the leaving super-node, is ceased, and the routing entries
of routes to hosts coupled with the leaving super-node, are deleted from
the local routing table. Since the leaving super-node is no longer a
one-hop neighbor, packets to hosts coupled therewith can no longer be
routed via the leaving super-node. With reference to Figure 3, routing
processor 156 ceases to process host routing information messages from
the leaving super-node. Routing processor 156 further deletes the routing
entries, of routes to hosts coupled with the leaving super-node, from the
local routing table.

In procedure 292, the processing of host routing information
messages from the joining ordinary-node is commenced, and routing
entries associated with the one-hop neighbors of the joining ordinary-node
are added to the local routing table. These routing entries, associated with
the one-hop neighbors of the joining ordinary-node, are the routes to hosts
coupled with these one-hop neighbors or two-hop neighbors of the node.
Since the joining ordinary-node is now a one-hop neighbor, packets to
hosts coupled therewith and to one-hop node neighbors thereof, are
routed via the joining ordinary-node. With reference to Figure 3, routing
processor commences the processing of host routing information
messages from the joining ordinary-node. Routing processor 156
commences the processing of host routing information messages from the

joining ordinary-node and adds routing entries associated with the one
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one-hop neighbors of the joining ordinary-node are added to the local
routing table.

In procedure 294, a routing entry of a route to the joining
ordinary-node, is added to the local routing table. With reference to Figure
3, routing processor 156 adds a routing entry of a route to the joining
ordinary-node, to the local routing table.

In procedure 296, the processing of host routing information
messages, from the joining super-node, is commenced, and routing
entries, of routes to hosts coupled with the joining super-node, are add to
the local routing table. Since the joining super-node is now a one-hop
neighbor, packets to hosts coupled therewith, can be routed via the joining
super-node.  With reference to Figure 3, routing processor 156
commences processing host routing information messages from the
joining super-node. Routing processor 156 further adds the routing
entries, of routes to hosts coupled with the joining super-node, to the local
routing table.

In procedure 298, the routing entry of the route to the joining
super-node, is added to the local routing table and the joining super-node
is designated as a gateway. With reference to Figure 3, routing processor
156 adds the routing entry, of the route to the joining super-node to the
local routing table.

One-hop neighbors of a super-node may join or leave the
network or the one-hop neighborhood of the super-node. Therefore, the
routing information and role of the super-node may change when such a
change occurs.

Alternatively, the role of a one-hop neighbor of the super-node
may change. As mentioned above, this change of role may be considered
a combination of two simultaneous events. For example, the event of a
one-hope node neighbor, changing its role from a super-node to an
ordinary-node is considered as an event of a super-node leaving and the

simultaneous event of an ordinary-node joining the one-hop neighborhood.
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Reference is now made to Figure 7, which is a schematic
illustration of a method for updating routing information in a super-node,
when a node neighbor joins or leaves the one-hop neighborhood of the
super-node, operative in accordance with another embodiment of the
disclosed technique. In procedure 310, the joining or leaving of one-hop
neighbor, is identified by a super-node. A node is identified as leaving,
when hello messages are no longer received within a certain time period.
The certain time period may be predetermined or dynamically determined.
When a one-hop ordinary-node neighbor leaves the one-hop
neighborhood of the super-node, then the method proceeds to procedure
312, 314 and 316. When a one-hop super-node neighbor leaves the
one-hop neighborhood of the super-node, then the method proceeds to
procedure 318. A node is identified as joining, when the first hello
message is received there from. Alternatively, a node is identified as
joining when a determined number of hello messages are received there
from. When a one-hop ordinary-node neighbor joins the one-hop
neighborhood of the super-node, then the method proceeds to procedure
320, 322. When a one-hop super-node neighbor joins the one-hop
neighborhood of the super-node, then the method proceeds to procedure
324 and 326. With reference to Figure 3, local topology processor 154
identifies if a one-hop neighbor joined or left the one-hop neighborhood of
the super-node.

In procédure 312, the routing entry of the route to the leaving
ordinary-node, is deleted from the local routing table. With reference to
Figure 3, routing processor 156 deletes the routing entry of the route to the
leaving ordinary-node, from the local routing table.

In procedure 314, the routing entries associated with the
one-hop neighbors of the leaving ordinary-node, are deleted from the local
routing table. These routing entries, associated with the one-hop
neighbors of the leaving ordinary-nodes, are the routes to hosts coupled

with these one-hop neighbors or two-hop neighbors of the node. With
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reference to Figure 3, routing processor 156 deletes the routing entries
associated with the one-hop neighbors of the leaving ordinary-node, from
the local routing table.

In procedure 316, the processing of host routing information
messages from the leaving ordinary-node, is ceased. Since the leaving
ordinary-node is no longer a one-hop neighbor, packets to hosts coupled
therewith (i.e., either directly of via an external router coupling an external
network) can no longer be routed via the leaving ordinary-node. With
reference to Figure 3, routing processor 156 ceases to process host
routing information messages from the leaving ordinary-node In procedure
318, routing entries of the route to the leaving super-node and routes
associated with the leaving super-node, are deleted from the network
routing table and from the local routing table. The routes, associated with
this leaving super-node, are routes to nodes in the network that this
leaving super-node serves as a first hop. With reference to Figure 3,
routing processor 156 deletes the routing entries of the route to the leaving
super-node and routes associated with the leaving super-node from
network routing table and from the local routing table.

In procedure 320, the processing of host routing information
messages, from the joining ordinary-node, is commenced and routing
entries, associated with the one-hop neighbors of the joining
ordinary-node, are added to the local routing table. These routing entries,
associated with the one-hop neighbor of the joining ordinary-node, are the
routes to hosts coupled with the joining ordinary-node. Since the joining
ordinary-node is now a one-hop neighbor, packets to hosts coupled
therewith, can be routed via the joining ordinary-node. With reference to
Figure 3, routing processor 156 commences the processing of host routing
information messages from the joining ordinary-node. Routing processor
156 commences the processing of host routing information messages

from the joining ordinary-node and adds routing entries associated with the
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one one-hop neighbors of the joining ordinary-node are added to the local
routing table.

In procedure 322, a routing entry of a route to the joining
ordinary-node, is added to the local routing table. With reference to Figure
3, routing processor 156 adds a routing entry of a route to the joining
ordinary-node, to the local routing table.

In procedure 324, routing entries, of the route to the joining
super-node and routes associated with the joining super-node, are added
to the local routing table. The routes, associated with this joining
super-node, are routes to one-hop neighbors of the joining super-node.
With reference to Figure 3, routing processor 156 adds routing entries, of
the route to the joining super-node and routes associated with the joining
super-node to the local routing table.

In procedure 326, network topology databases are exchanged
with the joining super-node and the network topology database and the
network routing table is updated accordingly. With reference to Figure 3,
network topology processor 152 exchanges network topology databases
with one-hop super-node neighbors and routing processor 156 constructs
a network routing table. After the completion of procedure 326, the
method proceeds to procedure 328 and 330.

In procedure 328, network topology update messages are
transmitted to the joining super-node neighbors, according to changes in
the network topology database and in the local topology database. This
network topology update message is flooded through the backbone. With
reference to Figure 3, network topology processor 152 transmits network
topology update messages.

In procedure 330, network topology update messages are
received from the joining super-node neighbors and the network topology
database and the network routing table are updated accordingly. This
network topology update message is flooded thorough the backbone. With
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reference to Figure 3, network topology processor 152 transmits via
transmitter 160 network topology update messages.

Reference is now made to Figure 8, which is a schematic
illustration of an exemplary network, in accordance with a further
embodiment of the disclosed technique ’generally referenced 400. In
network 400 the minimal one-hop local super-node number and the
minimal one-hop backbone super-node number are equal to one. Network
400 includes super-nodes 402, 404, 406 and 408 designated by
rhombuses, ordinary nodes 410, 412, 414, 416, 418, and 420 designated
by circles. Network 400 further includes hosts 422, 426, 430, 432, 434,
438 and 440 designated by triangles and router to external networks 424,
428 and 436 designate by hexagons. Routers 424, 428 and 436 may
have other hosts (not shown) coupled therewith. Hosts 422 and router
424 are coupled to super-node 402, constituting a sub-network having a
class C subnet address 10.120.20.0 (i.e., in accordance with the IP
addressing scheme). The network coupled with router 424 has a subnet
mask 130.40.30.0. Hosts 426, 430 and router 428 are coupled to
ordinary-node 416 constituting a sub-network having a class C subnet
address 10.120.50.0. The network coupled with router 482 has a class C
subnet mask 130.40.10.0. Hosts 432 and 434 are coupled to ordinary
node 418 constituting a sub-network having a class C subnet address
10.120.40.0. Hosts 438, 440 and router 436 are coupled to ordinary node
420 constituting a sub-network having a class C subnet address
10.120.30.0. The network coupled with router 436 has a class C subnet
address 130.40.20.0. The hosts, coupled to nodes 402, 416, 418 and
420, are brought herewith as an example. Other nodes (i.e.,
ordinary-node or super-node) may have hosts coupled to them. One-hop
Super-node neighbors communicate with each other by a dedicated
backbone routing link designated by a bold line. Super-node 404
communicates with super-nodes 402, 406, and 408 via dedicated

backbone routing links 442, 446 and 444 respectively. Super-node 408
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and 406 communicate with each other via dedicated backbone routing link

448. Lines 450 indicate ordinary nodes communicating with one-hop

neighbors.

Each node and host in exemplary network 400 is assigned a
unique IP address known in the art, as the unique routing identification
representation. The address is used to uniquely identify each node in the
routing tables stored in each node. For example, super-node 408 is
assigned address 100.200.0.4 and ordinary-node 416 is assigned address
100.200.1.3.

Table 1 is an exemplary routing table of ordinary-node 416 in
network 400 in accordance with a further embodiment the disclosed
technique. It is noted that this table is a "snap-shot" in time of the routing
local routing table of node 416. Ordinary-node 416 may randomly or
deterministically (e.g., according to the routing load of the super-nodes)
sends a packet to any of the one super-nodes neighbors thereof (i.e., a
packet may be sent to super-node 406 and a different packet may be sent
to super-node 408). Therefore, super-nodes 406 and 408 are indicated as
gateways to nodes in the network more than two hops away. The rest of
the entries are entries of ordinary-nodes 418 and 420, which are the one
and two-hop neighbors of ordinary node 416 and the hosts coupled to
ordinary-nodes 418 and 420.

Table 1

Ordinary-Node 416 Routing Table

Destination Subnet mask Sending Via Note

.1} 100.200.0.3 | 255.255.255.255 | 100.200.1.3 To SN 406 via self

2| 100.200.0.4 | 255.255.255.255 | 100.200.1.3 To SN 408 via self

3| 100.200.0.2 | 255.255.255.255 | 100.200.0.4 | To SN 404 via SN 408

41 100.200.0.2 | 255.255.255.255 | 100.200.0.3 | To SN 404 via SN 406
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5] 100.200.1.6 | 255.255.255.255 | 100.200.1.3 To ON 418 via self
6| 100.200.1.5 | 255.255.255.255 | 100.200.1.6 | To ON 420 via ON 418
.7 | 100.200.1.2 | 255.255.255.255 | 100.200.0.3 | To ON 412 via SN 406
.8 100.200.1.1 | 255.255.255.255 | 100.200.0.3 | To ON 414 via SN 406
9| 10.120.50.0 | 255.255255.0 | 10.120.50.1 | 1° network behind

node 416 via self
To network behind
10| 130.40.10.0 255.255.255.0 10.120.50.3 router 428 via router
428
To network behind
111 10.120.40.0 255.255.255.0 100.200.1.6 node 418 via node 418
To network behind
121 10.120.30.0 255.255.255.0 100.200.1.6 node 420 via node 418
Packets to the world
A3 0.0.0.0 0.0.0.0 100.200.0.4 | may pass through SN
408
Packets to the world
14 0.0.0.0 0.0.0.0 100.200.0.3 | may pass through SN
406
ON — Ordinary-Node
SN — Super-Node

Table 2 is the routing tables of super-node 404 in exemplary
network 400 in accordance with the disclosed technique. The routing
tables of super-node 404 include two routing tables. The first routing table
is the local routing table. The local routing table includes entries to
one-hop neighbors of super-node 404 and to the hosts coupled therewith.
The second routing table is the network routing table. The network routing
table includes entries to each node and host in the network other then the

one-hop neighbors of super-node 404.

-44-



WO 2007/122620

Table 2

PCT/IL2007/000504

Super-Node 404 Routing Tables

. ) . Link
Destination Subnet mask Sending Via Value Note
Local Routing Table
1. | 100.200.0.1 | 255255255255 | 10020002 | 1 To SN 402
via self
2. | 100.200.0.3 | 255.255.255.255 | 100.200.0.2 | 1 To SN 406
via self
3. | 100.300.0.4 | 255.255.255.255 | 100.200.02 | 1 To SN 408
via self
4. | 100.300.1.2 | 255.255.255.255 | 100.200.0.2 | 1 To ON 412
via self
5. | 100.200.1.4 | 255.255.255.255 | 100.200.02 | 1 To ON 410
via self
6. | 100.200.1.5 | 255.255.255255 | 100.2001.4 | 2 | T1OON420
via ON 410
Network Routing Table
To ON 414
7. | 10020011 | 255.255.256.255 | 10020003 | 2 | lo9N4ld
To ON 420
8. | 10020015 |255.255.256.255 | 10020004 | 2 | 1o9N420
To ON 418
9. | 10020016 | 255.255.255.255 | 100.200.0.4 | 2 | ToQN418
To ON 416
10.| 100200.1.3 | 265265265265 | 10020004 | 2 | ToN418
To ON 416
11.| 100.200.1.3 | 265265265265 | 10020003 | 2 | ToON41S
12.| 10.120.20.0 | 255.255.255.0 | 10.120.20.12 | 2 To network
coupled with
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SN 402 via
SN 402

13.

130.40.30.0

255.255.255.0

100.200.0.1

To network
coupled with
router 424 via

SN 402

14.

10.120.50.0

255.255.255.0

100.200.0.3

To network

coupled with

ON 416 via
SN 406

15.

130.40.10.0

255.255.255.0

100.200.0.3

To network
coupled to
router 428 via
SN 406

16.

10.120.50.0

255.255.255.0

100.200.0.4

To network

coupled with

ON 416 via
SN 408

17.

130.40.10.0

255.255.255.0

100.200.0.4

To network
coupled to
router 428 via
SN 408

18.

10.120.40.0

255.255.255.0

100.200.0.4

To network

coupled with

ON 418 via
SN 408

19.

10.120.30.0

255.255.255.0

100.200.0.4

To network

coupled with

ON 420 via
SN 408

20.

130.40.20.0

255.255.255.0

100.200.0.4

To network
coupled with
router 436 via

SN 408

ON — Ordinary-Node

SN — Super-Node
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During the transmission of a packet, between the packet source
node to the packet destination node, each node determined the next hop
in the route to the destination of that packet, according to the pertinent
routing table (i.e., local routing table or network routing table). This next
hop is referred to herein as the primary next hop.

However, according to one event, the link between the current
node (i.e., the last node to receive the packet or the packet source node)
and the primary next hop may be inoperative (i.e., either temporarily or
permanently). Moreover, according to another event, the primary next hop
may be incapable of relaying the packet. If such events occur, the current
node forwards the packet to an alternative next hop. This alternative next
hop is a node communicating with the original next hop, according to the
local topology database of the current node.  The alternative next hop
node relays the packet to the primary next hop. Alternatively, if there are
no one-hop neighbors, communicating with the primary next-hop, the
current node forwards the packet to a one-hop super-node neighbor or to
a one-hop ordinary-node neighbor not communicating with the primary
next hop.

Reference is now made to Figure 9A which is a schematic
diagram of a network generally reference 500, operative in accordance
with another embodiment of the disclosed technique. Network 500
includes super-nodes 502, 504 and 508, and ordinary-node 506. In
network 500 the minimal one-hop local super-node number and the
minimal one-hop backbone super-node number are equal to two. Each of
lines 510 represents a communication link between an ordinary-node and
a one-hop neighbor of the ordinary-node. Bold line 512 represents a
dedicated backbone routing link between super-node 502 and super-node
504. Bold line 514 represents a dedicated backbone routing link between
super-node 502 and super-node 508. Bold line 516 represents a
dedicated backbone routing link between super-node 508 and super-node

504.
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In the event that super-node 502 needs to forward a packet to
super-node 504 (i.e., super-node 504 is the original next hop), and the
dedicated backbone routing link 512 is inoperative, then super-node 502
forwards the packet to ordinary-node 506, or to any other ordinary-node
communicating with super-node 504, which in turn forwards the packet to
super-node 504.

Reference is now made to Figure 9B which is a schematic
diagram of a network generally reference 520, operative in accordance
with another embodiment of the disclosed technique. Network 520
includes super-nodes 524, 528, 530, 532, 534 and 536. Network 520
further includes ordinary-nodes 522 and 526. In network 520 the minimal
one-hop local super-node number and the minimal one-hop backbone
super-node number are equal to two. Each of lines 552 indicates a local
communication link between ordinary-node and a one-hop neighbor of the
ordinary-node. Bold line 538, 540, 542, 544, 546, 548 and 550 represents
the dedicated backbone routing link between super-nodes 536 and 524,
936 and 534, 534 and 524, 524 and 528, 528 and 530, 528 and 532 and
530 and 532 respectively.

In the event that ordinary-node 522 needs to forward a packet,
destined to a node at most two hops away, to super-node 524 (i.e.,
super-node 524 is the primary next hop), and the link between
ordinary-node 522 and super-node 524 is inoperative, ordinary-node 522
forwards the packet to ordinary-node 526, or to any other ordinary-node
communicating with super-node 524. In turn, ordinary-node 526 forwards
the packet to super-node 524.

In the event that ordinary-node 522 needs to forward a packet,
destined to a node more than two hops away, to super-node 524 (i.e.,
super-node 524 is the primary next hop), and the link between
ordinary-node 522 and super-node 524 is inoperative, ordinary-node 522

forwards the packet to super-node 528, or to any other super-node
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communicating with super-node 524. In turn, super-node 528 forwards the
packet to super-node 524.

Reference is now made to Figure 10, which is a schematic
illustration of a method for selecting the alternative next hop of a node,
operative in accordance with a further embodiment of the disclosed
technique. In procedure 570 the role of the current node is identified.
When the role of the current node is ordinary-node, then, the method
proceeds to procedure 572. When the role of the current node is
super-node, then, the method proceeds to procedure 574. With reference
to Figure 3, local topology processor 154 identifies the own role of the
node.

In procedure 572 the number of hops from the current node to
the packet destination node is determined. When the packet destination
node is at most two hops away from the current node (i.e., the destination
node is in the two hop neighborhood of the current node), then, the
method proceeds to procedure 574. Otherwise, the method proceeds to
procedure 576. With reference to Figure 3, local topology processor 154
determines if the packet destination node is in the local neighborhood of
the current node.

In procedure 574 one-hop ordinary-node neighbors are identified
as alternative next hops. When one-hop ordinary-node neighbors are
identified as alternative next hops, then, the method proceeds to
procedure 580. When one-hop ordinary-node neighbors are not identified
as alternative next hops, then, the method proceeds to procedure 578.
With reference to Figure 3, local topology processor 154 identifies one-hop
ordinary-node neighbors as alternative next hops.

In procedure 576 one-hop super-node neighbors are identified
as alternative next hops. When one-hop super-node neighbors are
identified as alternative next hops, then, the method proceeds to
procedure 580. When one-hop super-node neighbors are not identified as

alternative next hops, then, the method proceeds to procedure 578. With
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reference to Figure 3, local topology processor 154 identifies one-hop
super-node neighbors as alternative next hops.

In procedure 578, the packet transmission is abstained. With
Reference to Figure 3, routing processor 156 abstains from transmitting
the packet. |

In procedure 580, a one-hop neighbor is selected as the
alternative next hop. With reference to Figure 3, local topology processor
154 selects the alternative next hop. After the completion of procedure
580, the method proceeds to procedure 582.

In procedure 582, the packet is forwarded to the selected
alternative next hop, for further forwarding. With reference to Figure 3,
routing processor 154 forwards the packet to the selected alternative next
hop via transmitter 160.

As mentioned above, super-nodes synchronize their network
topology databases, and maintain this synchronization, by flooding the
network with network topology update messages. These network topology
update messages inform of changes in the topology of the one-hop
neighborhood of the super-node from which this message originated.
However, when the network is very large, a network topology update
message may take a long period of time to propagate through all the
super-node backbone. Furthermore, since the number of these network
topology update messages maybe very large, the bandwidth required to
handle all these network topology update messages, by a single
super-node, may be large as well.

Therefore, according to another embodiment of the disclosed
technique, a super-node maintains a sub-network topology database.
This sub-network topology database includes information regarding the
topology of each of a limited number of super-node neighbors. The
number of super-node neighbors is limited by a sub-network limiting
criterion. This sub-network limiting criterion may be, for example, the hop

number of super-node neighbors from the pertinent super-node. The
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sub-network limiting criterion may further be the distance form the
pertinent super-node. Furthermore, the network topology update
messages propagate only those limited number super-node neighbors. As
a consequence, each super-node maintains a different topology database
(i.e., each super-node "sees" a different sub-network). Packets, destined
to nodes or hosts which are not a part of the pertinent sub-network, are
routed through one, of at least one specially designated super-node
connected to a gateway, storing topology information regarding the entire
network. Alternatively, each sub-network may have at least one selected
super-node storing topology information regarding the entire network.

Reference is now made to Figures 11A, 11B and 11C. Figure
11A is a schematic illustration of an exemplary super-node backbone of a
network generally reference 600, operative in accordance with another
embodiment of the disclosed technique. In network 600, each super-node
maintains a sub-network topology database regarding the local topology of
each of three hop super-neighbors of the pertinent super-node. Figure
11B is a schematic illustration of the super-node backbone of the
sub-network, generally reference 620, stored in super-node 602, operative
in accordance with another embodiment of the disclosed technique.
Figure 11C is a schematic illustration of the super-node backbone of the
sub-network, generally reference 630, stored in super-node 606, operative
in accordance with another embodiment of the disclosed technique. Since
super-node 604 is a four hop neighbor of super-node 606, super-node 606
does not store the topology information regarding super-node 604. When
super-node 606 needs to route a packet destined to super-node 604, or to
any other node or host that are not stored therein, super-node 606 routes
the message to one of at least one specially designated super-node,
storing topology information regarding the entire network.

It will be appreciated by persons skilled in the art that the

disclosed technique is not limited to what has been particularly shown and
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described hereinabove. Rather the scope of the disclosed technique is
defined only by the claims, which follow.
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CLAIMS
1. A wireless ad-hoc network comprising:
a plurality of nodes, each of said nodes has a dynamically determined
role, a portion of said nodes are designated with said role of
super-node and the remaining of said nodes are designated with said
role of ordinary-nodes, said super-nodes form the routing backbone
of said network, each of said nodes including:

a transmitter, transmitting messages over a wireless
medium;

a receiver, receiving messages over a wireless medium;

a local topology processor, coupled with said transmitter
and with said receiver, maintaining a local topology database,
said local topology processor further determining said role of
said node.

a network topology processor, operative when said role of
said node is super-node, coupled with said transmitter, with said
receiver and with said local topology processor, for maintaining a
network topology database, and for establishing and terminating
a dedicated backbone routing link with each one-hop super-node
neighbor;

a routing processor, coupled with said transmitter, with said
receiver, with said local topology processor and with said
network topology processor, maintaining a local routing table
according to said local topology database, and constructing a
network routing table, according to said network topology
database, when said node is a super-node;
wherein, each of said nodes attempts to communicate with at

least a minimal number of one-hop super-node neighbors.

2. The network according to claim 1, wherein each of said nodes

provides routing services to at least one host coupled therewith.
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The network according to claim 2, wherein each of said nodes may
further provide routing services to external routers coupled therewith,
said external routers couple other networks with said node.

The network according to claim 1, wherein said local topology
database includes the identification representation of said node, said
role of said node, said identification representation of neighbor nodes
and said role of each of said neighbor nodes.

The network according to claim 4, wherein each of said nodes
transmits a node status message, said node status message
including at least said identification representation of the transmitting
node, said role of said transmitting node, said identification
representation of at least one-hop neighbors of said transmitting node
and said role of each of said at least one-hop neighbors of said
transmitting node.

The network according to claim 5, wherein said local topology
database is updated with the information included in received ones of

said node status messages.

The network according to claim 4, wherein expired node entries are
periodically deleted for said local topology database, said expired
node entries are node entries that where not updated for a

predetermined time period.

The network according to claim 6, wherein said routing processor
constructs a local routing table according to said local topology
database.
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9.

10.

11

12.

13.

14.

15.

16.

The network according to claim 8, wherein each of said nodes
transmits a packet to the neighbor nodes of the packet transmitting

node, according to said local routing table.

The network according to claim 9, wherein said neighbor nodes are
limited by a neighbor limiting criterion.

. The network according to claim 10, wherein said neighbor limiting

criterion is the hop number of said neighbor nodes from said
transmitting node.

The network according to claim 10, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting

node.

The network according to claim 8, wherein each node, designated
with said role of ordinary-node, transmits packets to nodes, not
included in said local routing table, via at least one one-hop
super-node neighbor.

The network according to claim 13, wherein said one-hop super-node
neighbor may change for each packet.

The network according to claim 1, wherein said network topology
database, includes a sub-network of nodes, said sub-network of
nodes is a limited number of said nodes in said network.

The network according to claim 15, wherein said network topology
database further includes entries to at least one host coupled with

each of said node in said sub-network.
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17.

18.

The network according to claim 16, wherein said network topology
database may further include entries to external routers coupled with
each of said nodes in said sub-network of nodes, each one of said

external routers couples another network with each of said nodes.

The network according to claim 15, wherein said sub-network of

nodes is limited by a sub-network limiting criterion.

19. The network according to claim 18, wherein said sub-network limiting

20.

21.

22.

23.

criterion is the hop number of said super-node neighbors of each of
said nodes designated with said role of super-node.

The network according to claim 18, wherein said sub-network limiting
criterion is the distance of said limited number of super-nodes from

each of said nodes designated with said role of super-node.

The network according to claim 15, wherein said sub-network
includes all the nodes in said network and said host and said external

routers coupled therewith.

The network according to claim 15, wherein, for each of said nodes,
designated with said role of super-node, said network topology
processor constructs a network routing table, said network routing
table includes an entry for each of said nodes stored in said network
topology database.

The network according to claim 22, wherein said network routing

table further includes an entry to at least one host coupled with each
of said nodes.
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24

25.

26.

27.

28.

29.

The network according to claim 22, wherein said network routing
table may further include entries to external routers coupled with each
of said nodes, said external router couples other networks with said
node.

The network according to claim 22, wherein each of said nodes, with
said designated role of super-node, transmits packets destined to
non-neighbor nodes, according to said network routing table.

The network according to claim 25, wherein said non-neighbor nodes
are nodes, designated with said role of super-node, more than
one-hop from said packet transmitting node,

and wherein said non-neighbor nodes are further nodes,
designated with said role of ordinary-node, more than a neighbor
limiting criterion from said packet transmitting node:

The network according to claim 26, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from said

transmitting node.

The network according to claim 26, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting
node.

The network according to claim 1, wherein for each of said nodes,
said minimal number of one-hop super-node neighbors, when said
node is designated with said role of ordinary node, is different than
the minimal number of super-node neighbors when said role of said
nodes is ordinary-node and when said node is designated with said
role super-node.
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30. A wireless ad-hoc network comprising:

a plurality of nodes, each of said nodes has a dynamically
determined role, a portion of said nodes are designated with said role
of super-nodes and the remaining of said nodes are designated with
said role of ordinary-nodes, said super-nodes form the routing
backbone of said network, each of said nodes including:

a transmitter, transmitting information over a wireless
medium;

a receiver, receiving information over a wireless medium;

a local topology processor, coupled with said transmitter
and with said receiver, maintaining a local topology database,
said local topology processor further determining the role of the
node.

a network topology processor, operative when said role of
said node is super-node, coupled with said transmitter, with said
receiver and with said local topology processor, maintaining a
network topology database, and establishing and terminating a
dedicated backbone routing link with each one-hop super-node
neighbor;

a routing processor, coupled with said transmitter, with said
receiver, with said Iocai topology processor and with said
network topology processor, maintaining a local routing table
according to said local topology database, and constructing a
network routing table, according to said network topology
database, when said node is a super-node;
wherein, each of said super-nodes attempts to communicate

with at least a minimal number of one-hop super-node neighbors

and wherein ones of said super-nodes, provides access for
one-hop ordinary-node neighbors thereof, transmitting packets to
nodes more than a neighbor limiting criterion away from the

transmitting ordinary-node.
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31,

32.

33.

34.

35.

36.

The network according to claim 30, wherein each of said nodes

provides routing services to at lest one host coupled therewith.

The network according to claim 31, wherein each of said nodes may
further provide routing services to external routers coupled therewith,
said external routers couple other networks with said node.

The network according to claim 30, wherein said local topology
database includes the identification representation of said node, said
role of said node, said identification representation of neighbor nodes
and said role of each of said neighbor nodes.

The network according to claim 33, wherein each of said nodes
transmits a node status message, said node status message includes
at least said identification representation of the transmitting node,
said role of said transmitting node, said identification representation
of at least one-hop neighbor nodes of said transmitting node and said
role of each of said at lease one-hop neighbor nodes of said

transmitting node.

The network according to claim 34, wherein said local topology
database is updated with the information included in said node status

messages, when said node status messages are received.

The network according to claim 33, wherein expired node entries are
periodically deleted for said local topology database, said expired
node entries are node entries that where not updated for a
predetermined time period.
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37.

38.

39.

40

41.

42.

43.

44,

The network according to claim 35, wherein said routing processor
constructs a local routing table according to said local topology
database.

The network according to claim 37, wherein each of said nodes
transmits a packet to said neighbor nodes of the packet transmitting

node, according to said local routing table.

The network according to claim 38, wherein said neighbor nodes are

limited by said neighbor limiting criterion.

. The network according to claim 39, wherein said neighbor limiting

criterion is the hop number of said neighbor nodes from said

transmitting node.

The network according to claim 39, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting

node.

The network according to claim 37, wherein each node designated
with said role of ordinary-node, transmits packets to nodes that are
not included in said local routing table, via at least one one-hop

super-node neighbor.

The network according to claim 42, wherein said one-hop super-node

neighbor may change for each packet.

The network according to claim 30, wherein said network topology
database, includes a sub-network of nodes, said sub-network of

nodes is a limited number of nodes in said network.
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45.

46.

47.

The network according to claim 44, wherein said network topology
database further includes entries to at least one host coupled with

each of said node in said sub-network.

The network according to claim 45, wherein said network topology
database may further include entries to external routers coupled with
each of said nodes in said sub-network of nodes, each one of said
external routers couples another network with each of said nodes.

The network according to claim 44, wherein said sub-network of
nodes is limited by a sub-network limiting criterion.

48. The network according to claim 47, wherein said sub-network limiting

49.

50.

91.

criterion is the hop number of said super-node neighbors of each of
said nodes designated with said role of super-node.

The network according to claim 45, wherein said sub-network limiting
criterion is the distance of said limited number of super-nodes from

each of said nodes with designated with said role of super-node.

The network according to claim 45, wherein said sub-network is all
the nodes in said network and said host and said external routers

coupled therewith.

The network according to claim 45, wherein, for each of said nodes
with designated said role of super-node, said network topology
processor constructs a network routing table, said network routing
table includes an entry for each of said nodes stored in said network
topology database.
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The network according to claim 51, wherein said network routing
table further includes an entry to at least one host coupled with each

of said nodes.

The network according to claim 51, wherein said network routing
table may further include entries to external routers coupled with each
of said nodes, said external router couples other networks with said

node.

The network according to claim 51, wherein each' of said nodes,
designated with said role of super-node, fransmits packets destined

to non-neighbor nodes, according to said network routing table.

The network according to claim 54, wherein said non-neighbor nodes
are nodes, designated with said role of super-node, more than
one-hop from said packet transmitting node,

and wherein said non-neighbor nodes are further nodes,
designated with said role of ordinary-node, more than a neighbor

limiting criterion from said packet transmitting node;

The network according to claim 55, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from said

transmitting node.

The network according to claim 55, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting

node.

The network according to claim 30, wherein for each of said nodes,
said minimal number of one-hop super-node neighbors when said

node is designated with said role of ordinary node, is different than
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the minimal number of super-node neighbors when said role of said
nodes is ordinary-node and when said node is designated with said
role super-node.

In a wireless ad-hoc network, said network including a plurality of
nodes, a node comprising:

a transmitter, transmitting messages over a wireless medium;

a receiver, receiving messages over a wireless medium;

a local topology processor, coupled with said transmitter and
with said receiver, for maintaining a local topology database and for
dynamically determining the role of said node, said role being that of
an ordinary-node or that of a super-node;

a network topology processor, operative when said role of said
node is super-node, coupled with said transmitter, with said receiver
and with said local topology processor, for maintaining a network
topology database, and for establishing and terminating a dedicated
backbone routing link with each one-hop super-node neighbor;

a routing processor, coupled with said transmitter, with said
receiver, with said local topology processor and with said network
topology processor, maintaining a local routing table according to
said local topology database, and constructing a network routing
table, according to said network topology database, when said node
is a super-node;

wherein, said node attempts to communicate with at least a
minimal number of one-hop super-node neighbors.

The node according to claim 59, wherein said node provides routing
services to at least one host coupled therewith.
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The node according to claim 60, wherein said node may further
provide routing services to external router coupled therewith, said

external routers couple other networks with said node.

The node according to claim 59, wherein said local topology
database includes the identification representation of said node, said
role of said node, said identification representation of the neighbor

nodes of said node and the roles of said neighbor nodes.

The node according to claim 62, wherein said node transmits a node
status message, said node status message includes at least said
identification representation of said node, said role of said node, said
identification representation of each of at least one-hop neighbors of
said node and said role of each of said at least one-hop neighbors of

said node.

The node according to claim 63, wherein said local topology
database is updated with the information included in received ones of

said node status messages.

The node according to claim 62, wherein expired node entries are
periodically deleted for said local topology database, said expired
node entries are node entries that where not updated for a

predetermined time period.
The node according to claim 64, wherein said routing processor

constructs a local routing table according to said local topology

database.
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The node according to claim 66, wherein said node transmits a
packet to said neighbor nodes of the packet transmitting node,

according to said local routing table.

The node according to claim 67, wherein said neighbor nodes are
limited by a neighbor limiting criterion.

The node according to claim 68, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from said

transmitting node.

The node according to claim 68, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting

node.

The node according to claim 66, wherein said node, designated with
said role of ordinary-node, transmits packets to nodes, not included in
said local routing table, via at least one one-hop super-node
neighbor.

The node according to claim 71, wherein said one-hop super-node

neighbor may change for each packet.

The node according to claim 59, wherein said network topology
database, includes a sub-network of nodes, said sub-network of

nodes is a limited number of said nodes in said network.

The node according to claim 73, wherein said network topology
database further includes entries to at least one host coupled with

each of said node in said sub-network.
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75.

76.

77

78.

79.

80.

81.

82.

The node according to claim 74, wherein said network topology
database may further include entries to external routers coupled with
each of said nodes in said sub-network of nodes, each one of said

external routers couples another network with each of said nodes.

The node according to claim 73, wherein said sub-network is

topology of a limited by a network limiting criterion.

. The node according to claim 76, wherein said sub-network limiting

criterion is the hop number of said super-node neighbors of said node
having said designated role of super-node.

The node according to claim 76, wherein said sub-network limiting
criterion is the distance of said limited number of super-nodes from

said node designated with said role of super-node.

The node according to claim 73, wherein said sub-network is all the
nodes in said network and said host and said external routers

coupled therewith.

The node according to claim 73, wherein said network topology
processor constructs a network routing table, said network routing
table includes an entry for each node stored in said network topology

database.

The node according to claim 80, wherein said network routing table
further includes an entry to at least one host coupled with each of

said nodes.

The node according to claim 80, wherein said network routing table

may further include entries to external routers coupled with each of
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83.

84.

85.

86.

87.

88.

said nodes, said external router couples other networks with said
node.

The node according to claim 80, wherein of said node, designated
with said role of super-node, transmits packets destined to
non-neighbor nodes, according to said network routing table.

The node according to claim 83, wherein said non-neighbor nodes
are nodes, designated with said role of super-node, more than
one-hop from said packet transmitting node,

and wherein said non-neighbor nodes are further nodes,
designated with said role of ordinary-node, more than a neighbor

limiting criterion from said packet transmitting node;

The node according to claim 84, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from said

transmitting node.

The node according to claim 84, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting

hode.

The node according to claim 59, wherein said minimal number of
one-hop super-node neighbors, when said node is designated with
said role of super-node is different than the minimal number of
super-node neighbors when said role of said nodes is ordinary-node

and when said node is designated with said role super-node.

In a wireless ad-hoc network including a plurality of nodes, a method

for operating a node comprising the procedures of:
67~
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identifying the role of said node, said role being that of an
ordinary-node or that of a super-node:

detecting the redundancy of said node when said role is
identified as super-node;

changing own role to ordinary-node and terminating dedicated
backbone routing links with one-hop super-node neighbors, when
said redundancy of the node is detected, each of said dedicated
backbone routing link being a communication link between a pair of
one-hop super-node neighbors;

detecting the articulation status of said node when said role is
identified as ordinary-node;

changing own role to super-node and establishing said
dedicated backbone routing links with one-hop super-node neighbors,
when said articulation of the node is detected:;

identifying the number of one hop super-node neighbors when
either said redundancy is detected, or when said articulation status is
detected, or when said role changed to super-node or when said role
changed to ordinary-node;

-identifying the number of one-hop super-node neighbors;

repeating from said procedure of receiving, when said number of
one-hop super-node neighbors, at least equals a minimal number of
one-hop super-node neighbors said node attempts to communicate
with;

selecting a candidate for super-node designation when said
number of one-hop super-node neighbors is smaller than said
minimal number of one-hop super-node neighbors, said candidate
being a one-hop ordinary-node neighbor or said node when said role
of said node is ordinary-node;

transmitting a super-node designation message to said selected
candidate when said node selected a one-hop ordinary node

neighbor for said super-node designation;
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changing own role to ordinary-node and terminating said
dedicated backbone routing links with one-hop super-node neighbors,
when said node selected itself as said candidate for super-node

designation;

The method according to claim 88, wherein said procedure of
identifying is performed when node status message is received, said
node status message at least said identification representation of the
transmitting node, said role of said transmitting node, said
identification representation of each of the neighbor nodes of said

transmitting node and said role of each of said neighbor nodes.

The method according to claim 89, wherein said neighbor nodes are

limited by a neighbor limiting criterion.

The method according to claim 90, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from said

transmitting node.

The method according to claim 90, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting

node.

The method according to claim 88, wherein said procedure of

identifying is performed periodically.
The method according to claim 88, further includes the procedure of

deleting expired node entries from a local topology database, said

local topology database being stored in said node;
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95.

96.

97.

The method according to claim 88, wherein said self-articulation
status is determined positive when said node has at least said
minimal local super-node number of super-node neighbors and at
least one of the following criteria is true:

at least one of the one-hop super-node neighbors of said nodes
is not a vertex of a continuous connectivity graph: or

at least one of the one-hop ordinary-node neighbors of said
node is not a one-hop neighbor of a super-node.

The method according to claim 88 wherein said self-redundancy
status is true when all of the flowing occurs:
said node has at least said minimal one-hop backbone
super-node number of super-node neighbors; and
all of the one-hop ordinary-node neighbors of said node
have at least said minimal one-hop local super-node number of
super-node neighbors; and
said self-articulation status of said node remains negative in

the event said node becomes an ordinary-node.

In a wireless ad-hoc network which includes a plurality of nodes, each
of the nodes being designated with a dynamically determined role, a
portion of the nodes are designated with the role of super-node and
the remaining of the nodes are designated with the role- of
ordinary-nodes, a method for updating routing information in a node
when the role of the node changes, the method comprising the
procedures of:

detecting a change in the role of said node:

terminating a network routing table when said role of said node
changes from super-node to ordinary node, said network routing table

includes routing entries to a sub-network of nodes in said network:
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98.

99.

100.

101.

updating a local routing table according to changes in a local
topology database of said node, said local routing table includes
entries of routes to neighbor nodes;

exchanging network topology databases with at least one
one-hop super-node neighbor and constructing said network routing
table accordingly, said network topology database includes the
topology of said sub-network of nodes;

receiving network topology update messages and updating said
network topology database and said network routing table
accordingly;

transmitting network topology update messages to one-hop
super-node neighbors according to changes in a local topology
database and updating said local routing table, said local topology
database includes entries of neighbor nodes of said node;

The method according to claim 97, further includes the procedure of
designating the one-hop super-node neighbors as gateways for
forwarding packets in said local routing table.

The method according to claim 97, further includes the procedure of
transmitting network topology update messages to one-hop
super-node neighbors according to changes in said network topology

database;

The method according to claim 97, wherein said neighbor nodes are

limited by a neighbor limiting criterion.

The method according to claim 100, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from said
transmitting node.

-71-



10

15

20

25

30

WO 2007/122620 PCT/IL2007/000504

102.

103.

104.

105.

106.

107.

108.

The method according to claim 100, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from said transmitting
node.

The method according to claim 97, wherein said routing entries,
associated with said neighbor nodes and stored in said local routing
table, relate to nodes and to at least one host coupled with each said
neighbor nodes.

The method according to claim 103, wherein said routing entries,
associated with said neighbor nodes, may relate to external routers
coupled with said neighbor node, said external routers couple said

nodes with other networks.

The method according to claim 97, wherein said routing entries
stored in said network routing table, relate non-neighbor nodes and to
the, the at least one host coupled with each of said nodes.

The method according to claim 105, wherein said routing entries,
stored in said network routing table, may further relate to external
routers in said sub-network, said external routers couple other

networks with said nodes.

The method according to claim 97, wherein said network topology
database further includes entries to at least one host coupled with

each of said node in said sub-network.

The method according to claim 107, wherein said network topology
database may further include entries to external routers coupled with
each of said nodes in said sub-network of nodes, each one of said

external routers couples another network with each of said nodes.
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110.

111.

112.

113.

114.

115.

The method according to claim 97, wherein said sub-network of

nodes is a limited number of nodes in said network.

The method according to claim 109, wherein said sub-network of
nodes is limited by a network limiting criterion.

The method according to claim 110, wherein said sub-network
limiting criterion is the hop number of said super-node neighbors of

said node having said designated role of super-node.

The method according to claim 110, wherein said sub-network
limiting criterion is the distance of said limited number of super-nodes

from said node designated with said role of super-node.

The method according to claim 97, wherein said sub-network
includes all the nodes in said network and at least one host coupled

with each of said nodes.

The method according to claim 113, wherein said sub-network may
further include external routers coupled with each of said nodes in
said sub-network of nodes, each one of said external routers couples

another network with each of said nodes.

In wireless ad-hoc network, the network includes a plurality of nodes,
each of the the being designated with a dynamically determined role,
a portion of the nodes are designated with the role of super-node and
the remaining of the nodes are designated with the role of
ordinary-nodes, a method for updating routing information in a first

ordinary-node when a second ordinary-node joins or leaves the
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116.

one-hop neighborhood of the first ordinary-node, the method
comprising the procedures of: v

Identifying the joining or the leaving of said second one-hop
ordinary-node from the one-hop neighborhood of said first
ordinary-node;

deleting the routing entry of the route to said second
ordinary-node from a local routing table when said second
ordinary-node is identified as leaving said one-hop neighborhood of
said first ordinary-node, said local routing table being stored in each
node and includes routing entries to neighbor nodes of each node;

deleting routing entries, associated with said second
ordinary-node from said local routing table, when said second
ordinary-node is identified as leaving said one-hop neighborhood of
said first ordinary-node;

adding a routing entry of said second ordinary-node to said local
routing table when said second ordinary-node is identified as joining
said one-hop neighborhood of said first ordinary-node;

adding routing enfries associated with said second
ordinary-node, to said local routing table, when said second
ordinary-node is identified as joining said one-hop neighborhood of

said first ordinary-node.

The method according to claim 115, further includes the procedure of
ceasing the processing of host routing information messages
received from said second ordinary-node when said second
ordinary-node is identified as leaving said one-hop neighborhood of
said first ordinary-node,

wherein, said host routing information messages inform one-hop
neighbors of the node transmitting said host routing information

messages, of at least one host coupled with said transmitting node.
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118.

119.

120.

121.

122.

The method according to claim 116, wherein said host routing
information messages may further inform said one-hop neighbors of a
route to external routers coupled with said other node, said external

routers couple other networks to said node.

The méthod according to claim 115, further includes the procedure of
commencing the processing of host routing information messages
received from said second ordinary-node when said second
ordinary-node is identified as joining said one-hop neighborhood of
said first ordinary-node,

wherein, said host routing information messages inform one-hop
neighbors of the node transmitting said host routing information
messages, of at least one host coupled with said transmitting node.

The method according to claim 118, wherein said host routing
information messages may further inform said one-hop neighbors of a
route to external routers coupled with said other node, said external

routers couple other networks to said node.

The method according to claim 115, wherein said neighbor nodes are
limited by a neighbor limiting criterion.

The method according to claim 120, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from each of said

nodes.

The method according to claim 121, wherein said hop number is
equal to two.
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“The method according to claim 120, wherein said neighbor limiting

criterion is the distance of said neighbor nodes from each of said

nodes.

The method according to claim 115, wherein said routes associated
with said second ordinary-node include routes to at least one host

coupled with said second ordinary-node.

The method according to claim 124, wherein said routes associated
with said second ordinary-node may further includes routes to
external routers coupled with said second ordinary-node, said

external routers couple other networks with said node.

In wireless ad-hoc network, the network includes a plurality of nodes,
each of the nodes being designated with a dynamically determined
role, a portion of the nodes are designated with the role of
super-node and the remaining of the nodes are designated with the
role of ordinary-nodes, a method for updating routing information in
an ordinary-node when a super-node joins or leaves the one-hop
neighborhood of the ordinary-node, the method comprising the
procedures of:

Identifying the joining or the leaving of said super-node from the
one-hop neighborhood of said ordinary-node;

deleting the routing entry of the route to said super-node from a
local routing table when said super-node is identified as leaving said
one-hop neighborhood of said ordinary-node, said local routing table
being stored in each node and includes routing entries to neighbor
nodes of each node;

deleting routing entries, associated with said super-node from
said local routing table, when said super-node is identified as leaving

said one-hop neighborhood of said ordinary-node;
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128.

129.

130.

adding a routing entry of said super-node to said local routing
table when said super-node is identified as joining said one-hop
neighborhood of said ordinary-node;

adding routing entries associated with said super-node, to said
local routing table, when said super-node is identified as joining said
one-hop neighborhood of said ordinary-node.

The method according to claim 126, further includes the procedure of
ceasing the processing of host routing information messages,
received from said super-node, when said super-node is identified as
leaving said one-hop neighborhood of said ordinary-node,

wherein, said host routing information messages, inform
one-hop neighbors of the node transmitting said host routing
information messages, of at least one host coupled with said

transmitting node.

The method according to claim 127, wherein said host routing
information messages, may further inform said one-hop neighbors of
a route to external routers coupled with said other node, said external

routers couple other networks to said transmitting node.

The method according to claim 126, further includes the procedure of
commencing the processing of host routing information messages
received from said super-node when said super-node is identified as
joining said one-hop neighborhood of said ordinary-node,

wherein, said host routing information messages inform one-hop
neighbors of the node transmitting said host routing information

messages, of at least one host coupled with said transmitting node.

The method according to claim 129, wherein said host routing

information messages may further inform said one-hop neighbors of a
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route to external routers coupled with said other node, said external
routers couple other networks to said node.

The method according to claim 126, wherein said neighbor nodes are
limited by a neighbor limiting criterion.

The method according to claim 131, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from each of said

nodes.

The method according to claim 132, wherein said hop number is
equal to two.

The method according to claim 131, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from each of said
nodes.

The method according to claim 126, wherein said routes associated
with said super-node include routes to at least one host coupled with

said super-node.

The method according to claim 135, wherein said routes associated
with said super-node may further includes routes to external routers
coupled with said super-node, said external routers couple other

networks with said node.

In wireless ad-hoc network, the network includes a plurality of nodes,
each of the nodes being designated with a dynamically determined
role, a portion of the nodes are designated with the role of
super-node and the remaining of the nodes are designated with the

role of ordinary-nodes, a method for updating routing information in a
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138.

139.

super-node when an ordinary-node joins or leaves the one-hop
neighborhood of the super-node, the method comprising the
procedures of:

Identifying the joining or the leaving of said ordinary-node from
the one-hop neighborhood of said super-node;

deleting the routing entry of the route to said ordinary-node from
a local routing table when said ordinary-node is identified as leaving
said one-hop neighborhood of said super-node, said local routing
table being stored in each node and includes routing entries to
neighbor nodes of each node;

deleting routing entries, associated with said ordinary-node from
said local routing table, when said ordinary-node is identified as
leaving said one-hop neighborhood of said super-node;

adding a routing entry of said ordinary-node to said local routing
table when said ordinary-node is identified as joining said one-hop
neighborhood of said super-node;

adding routing entries associated with said ordinary-node, to
said local routing table, when said ordinary-node is identified as

joining said one-hop neighborhood of said super-node.

The method according to claim 137, further includes the procedure of
ceasing the processing of host routing information messages,
received from said ordinary-node, when said ordinary-node is
identified as leaving said one-hop neighborhood of said super-node,
wherein, said host routing information messages, inform
one-hop neighbors of the node transmitting said host routing
information messages, of at least one host coupled with said

transmitting node.

The method according to claim 138, wherein said host routing

information messages, may further inform said one-hop neighbors of
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a route to external routers coupled with said other node, said external

routers couple other networks to said transmitting node.

The method according to claim 137, further includes the procedure of
commencing the processing of host routing information messages
received from said ordinary-node when said ordinary-node is
identified as joining said one-hop neighborhood of said super-node,
wherein, said host routing information messages inform one-hop
neighbors of the node transmitting said host routing information

messages, of at least one host coupled with said transmitting node.

The method according to claim 140, wherein said host routing
information messages may further inform said one-hop neighbors of a
route to external routers coupled with said other node, said external

routers couple other networks to said node.

The method according to claim 137, wherein said neighbor nodes are

limited by a neighbor limiting criterion.

The method according to claim 142, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from each of said

nodes.

The method according to claim 143, wherein said hop number is

equal to two.
The method according to claim 142, wherein said neighbor limiting

criterion is the distance of said neighbor nodes from each of said

nodes.
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The method according to claim 137, wherein said routes associated
with said ordinary-node include routes to at least one host coupled
with said super-node.

The method according to claim 146, wherein said routes associated
with said ordinary-node may further includes routes to external
routers coupled with said super-node, said external routers couple

other networks with said node.

In wireless ad-hoc network, the network includes a plurality of nodes,
each of the nodes being designated with a dynamically determined
role, a portion of the nodes are designated with the role of
super-node and the remaining of the nodes are designated with the
role of ordinary-nodes, a method for updating routing information in a
first super-node when a second super-node joins or leaves the
one-hop neighborhood of the first super-node, the method comprising
the procedures of:

Identifying the joining or the leaving of said second super-node
to the one-hop neighborhood of said first super-node;

deleting the routing entry of the route to said second super-node
from a local routing table when said second super-node is identified
as leaving said one-hop neighborhood of said first super-node, said
local routing table being stored in each node and includes routing
entries to neighbor nodes of each node;

adding a routing entry of said second super-node to said local
routing table when said second super-node is identified as joining
said one-hop neighborhood of said first super-node;

exchanging network topology databases with said second
super-node when said second super-node is identified as joining said
one-hop neighborhood of said first super-node, and updating a

network routing table accordingly, said network topology database
-81-



10

15

20

25

30

WO 2007/122620 PCT/IL2007/000504

149.

150.

151.

152.

being stored in each super-node and including a sub-network of
nodes, said sub-network of nodes is a limited number of said nodes
in said network, said network routing table being stored in each
super-node and includes routing entries associated with non-neighbor
nodes;

transmitting network topology update messages to said second
super-node, according to changes in said network topology database
and in a local topology database, when said network topology
databases are exchange;

receiving network topology update messages from said second
super-node and updating said network topology database and said
network routing table accordingly.

wherein, said network update messages includes changes in
said network topology database and changes in said local topology

database of each super-node in said network.

The method according to claim 148, wherein said routing entries
associated with said second super-node, stored in said local routing
table, relate to nodes hosts and external routers coupled with said

second super-node;

The method according to claim 148, wherein said neighbor nodes are

limited by a neighbor limiting criterion.

The method according to claim 150, wherein said neighbor limiting
criterion is the hop number of said neighbor nodes from each of said

nodes.

The method according to claim 151, wherein said hop number is
equal to two.
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154.

155.

156.

157.

158.

The method according to claim 150, wherein said neighbor limiting
criterion is the distance of said neighbor nodes from each of said
nodes.

The method according to claim 148, wherein said routing entries
associated with said non-neighbor nodes, stored in said network
routing table, relate to all the nodes, host and external routers in said
sub-network.

The method according to claim 148, wherein said sub-network is
topology of a limited by a network limiting criterion.

The method according to claim 155, wherein said sub-network
limiting criterion is the hop number of said super-node neighbors of
said node having said designated role of super-node.

The method according to claim 155, wherein said sub-network
limiting criterion is the distance of said limited number of super-nodes

from said node designated with said role of super-node.

In a wireless ad-hoc network, the network including a plurality of
nodes, each of the nodes being designated with a dynamically
determined role, a portion of the nodes are designated with the role of
super-node and the remaining of the nodes are designated with the
role of ordinary-nodes, the super-nodes form the routing backbone of
the network, a method for determining by a node an alternative next
hop in a route from a packet source node to a packet destination
node, the node being part of the route, the method comprising the
procedures of:

identifying the role of said node;
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determining the number of hops from said node to said packet
destination node when said role is ordinary-node;

identifying one-hop ordinary-node neighbors as alternative next
hops when said role of said node is super-node and when said
number of hops from said node to said packet destination node is not
greater than a neighbor limiting criterion:;

identifying one-hop super-node neighbors as alternative next
hops when said number of hop from said node to said packet
destination node is larger than said neighbor limiting criterion;

abstaining from transmitting said packet when alternative next
hops are not identified:

forwarding said packet to a selected one of said identified
alternative next hops.

The method according to claim 158, wherein said neighbor limiting
criterion is the hop number of said neiguhbor nodes from said
transmitting node.

The method according to claim 159, wherein said hop number is
equal to two.
The method according to claim 158, wherein said neighbor limiting

criterion is the distance of said neighbor nodes from said transmitting

node.
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