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Executive Summary

his report recognizes the imperatives that inspire 
the U.S. military’s pursuit of technological supe-
riority over all potential adversaries. These pages 

emphasize, however, that superiority is not synony-
mous with security. Experience with nuclear weapons, 
aviation, and digital information systems should inform 
discussion about current efforts to control artificial intel-
ligence (AI), synthetic biology, and autonomous systems. 
In this light, the most reasonable expectation is that the 
introduction of complex, opaque, novel, and interactive 
technologies will produce accidents, emergent effects, 
and sabotage. In sum, on a number of occasions and in a 
number of ways, the American national security estab-
lishment will lose control of what it creates.

A strong justification for our pursuit of technolog-
ical superiority is that this superiority will enhance 
our deterrent power. But deterrence is a strategy 
for reducing attacks, not accidents; it discourages 
malevolence, not inadvertence. In fact, technological 
proliferation almost invariably closely follows techno-
logical innovation. Our risks from resulting growth in the 
number and complexity of interactions are amplified by 
the fact that proliferation places great destructive power 
in the hands of others whose safety priorities and stan-
dards are likely to be less ambitious and less well funded 
than ours. 

Accordingly, progress toward our primary goal, 
superiority, should be expected to increase rather 
than reduce collateral risks of loss of control. This 
report contends that, unfortunately, we cannot reliably 
estimate the resulting risks. Worse, there are no apparent 
paths for eliminating them or even keeping them from 
increasing. The benefit of an often referenced recourse, 
keeping “humans in the loop” of operations involving 
new technologies, appears on inspection to be of little 
and declining benefit. 

We are not, however, impotent. With more attention 
the American military at least can dampen the likely 
increase in accidents and moderate adverse conse-
quences when they occur. Presuming that the United 
States will be a victim of accidents, emergent effects, 
and sabotage, America should improve its planning for 
coping with these consequences. This will involve real-
locating some of the immense energy our military invests 
in preparing for malevolence to planning for situations 
arising from inadvertent actions and interactions. 

The U.S. Department of Defense and intelligence 
agencies also must design technologies and systems not 
just for efficacy and efficiency, but also with more atten-
tion to attributes that can mitigate the consequences of 
failure and facilitate resilient recovery. The pervasive 
insecurity of digital information systems should be 
an object demonstration that it is exceedingly costly, 
perhaps impossible, to attempt to counter loss of control 
after we have become dependent on a new technology, 
rather than at the time of design. 		

Most demandingly, the United States also must 
work with its opponents to facilitate their control and 
minimize their risks of accidents. Twenty-first century 
technologies are global not just in their distribution, 
but also in their consequences. Pathogens, AI systems, 
computer viruses, and radiation that others may acci-
dentally release could become as much our problem 
as theirs. Agreed reporting systems, shared controls, 
common contingency plans, norms, and treaties must be 
pursued as means of moderating our numerous mutual 
risks. The difficulty of taking these important steps 
should remind us that our greatest challenges are not in 
constructing our relationships to technologies, it is in 
constructing our relationships with each other. 

These arguments are made to the national security 
community. These reflections and recommendations, 
however, should transcend their particulars and have 
implications for all discussion about control of dangerous 
new technologies.

T
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“Unlike a well-defined, precise game 
like Russian roulette, where the risks 
are visible to anyone capable of 
multiplying and dividing by six, one 
does not observe the barrel of reality.”

—Nassim Nicholas Taleb

3
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Introduction

Innovations in technology and in warfare have long, 
perhaps always, been intertwined. The 20th century’s 
world wars provided object lessons of the connection. 
World War II especially shaped our present perspectives. 
All military strategists recognized then, and remember 
now, that the war started with Blitzkrieg, a German 
strategy that exploited the combustion engine, message 
encryption, and the radio, and concluded with the code 
breakers in the U.K.’s Bletchley Park and the atomic 
bomb, a remarkable American orchestration of science 
and engineering. 

At the end of that conflict, the United States had 
immense advantages – among them an unscathed 
(indeed, economically revived) industrial establishment, 
half of the world’s GDP, and a majority of the global 
science and technology establishment. For three quarters 
of a century, buttressed by a plethora of postwar institu-
tions, a vibrant commercial sector, preeminent academic 
institutions, and well-funded government programs, 
our national security strategy extended and exploited 
those advantages.1

As the world has normalized, this triad of techno-
logical, economic, and military superiority has come 
under pressure. With a quarter of the world’s GDP, our 
position remains privileged, but not nearly so privi-
leged as previously. Indeed, China’s GDP is projected 
to be 50 percent greater than ours by the middle of 
this century. In modern times the United States has 
never faced an opponent of comparable, not to mention 
greater, wealth.2 Moreover, scientists, technological 
know-how, and commercial production are now globally 
distributed. Other nations, foreign companies, and even 
terrorist and criminal groups have the wherewithal to 
purchase, create, reverse-engineer, and steal technical 
products, insights, and methods. It might be said that, 
in this respect, they are trying to be Americans. We 
respond to this by redoubling our efforts to maintain 
technological superiority. 

Much is being written and said now about why, how, 
and whether America can sustain its preeminence. This 
report does not contribute to that discussion. It does not 
prescribe the particulars of how we should proceed; it 

assumes that our national security agencies will double 
down on our efforts to sustain supremacy; it even 
presumes their success. 

The focus in these pages is on a collateral, but con-
sequential, set of risks that rise when America and, 
following its lead, many other countries commit to using 
new technologies to expand their military power. These 
risks include unintended consequences of complex 
systems, errors in analysis or operation, interactive 
effects between separately developed systems, and dis-
tortions introduced by sabotage. 

The multinational reliance on ever-advancing tech-
nological capabilities is like loading increasing numbers 
of bullets into increasing numbers of revolvers held 
to the head of humanity. Even if no one ever wants a 
gun to go off, inadvertent discharges may occur. One 
nation’s inadvertent release of a pathogen, computer 
virus, or autonomous AI agent may have worldwide 
effects. Damaging, perhaps catastrophically damaging, 
unto itself, an inadvertent act also may trigger other 
reactions. For example, a Russian, Chinese, American, 
Israeli, or Iranian computer exploit intended to harvest 
intelligence might unexpectedly disrupt, or be thought 
to disable, a critical part of an electric grid or financial 
system and provoke catastrophic retaliation. 

These examples do not pretend to be predic-
tions. They are merely illustrative. The focus in 
this essay is on conditions in the environment that 
encourage unpredictable outcomes with unmeasur-
able probabilities, particularly those with potentially 
large-scale consequences.

As Taleb says in the epigraph, we can’t count the 
chambers in the barrels we face. But increasing 
the number of guns and bullets seems certainly to 
increase our danger. This could be described as a game 
of Russian roulette. But because the Russian game 
normally involves playing with only one bullet, this 
report distinguishes a new game and calls it Technology 
Roulette. The game is one played every day all over the 
planet, with increasing numbers of players, ever-greater 
variety in our weaponry,3 and increasing interactions 
within a crowded technological space, so that a live 
bullet may trigger deadly exchanges among many 
(or all) players.

Giving this dynamic a name isn’t likely to change the 
situation. These dangers have been recognized before,4 
particularly in analyses of American nuclear command 
and control.5 They can be seen, in a different guise, in 
the vulnerabilities introduced by digital information 
technologies. A first challenge is to harvest insight 
about risk from these experiences and apply it to newer 

Innovations in technology and 
in warfare have long, perhaps 
always, been intertwined.
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technological initiatives, including notably AI, syn-
thetic biology, and autonomous systems. American 
national security agencies then must recognize that 
our risks will rise as these technologies diffuse to other 
nations, that these nations may have lesser safeguards, 
and that their and our technologies will create risk as 
our systems interact. Against this backdrop, American 
agencies need to take initiatives to reduce risks from 
our own R&D programs and operations, and they need 
to reflect on how we might induce others to do the 
same. This report does these things, no doubt imper-
fectly, but hopefully usefully. 

Most importantly, these pages convey an overar-
ching message that is as difficult to accept, as it is – in 
the author’s view – fundamental. National security 
professionals focus on the struggle for superiority, 
emphasizing that superiority offers the strongest 
security and that deterrence, empowered by superi-
ority, is our most reliable tool. These arguments are 
both correct and congenial. They permit these pro-
fessionals to focus where they are most capable and 
comfortable – on winning a competition, rather than 
transcending it or recognizing its dangers. But they are 
not sufficient. Accidents and inadvertent “emergent” 
effects create risks outside the framework of the 
competition.6 Deterrence, though indispensable, is at 
best only marginally relevant to reducing the risks of 
accidents or unintended effects. In short, superiority is 
not synonymous with security. 

The scientists and engineers who develop tech-
nology opportunities have their own tendencies that 
also often obscure the implications of our technology 
risks. They frequently opt to discuss dangers in 
contexts less compelling and complex, more abstract 
and less subject to the sensitivities of patriotism, than 
presented by military programs. Those concerned with 
the currently most debated technology, AI, see risks 
from autonomous military weapons, but they unin-
tentionally obscure urgent present issues by asserting 
that the future danger substantially derives from 
removing the human “from the loop.” This misleads in 
three respects: It underestimates the extent to which 
machine decisionmaking already affects military deci-
sions; it overestimates the likely gain from assigning 
humans as decisionmakers in otherwise automated 
systems; and it deflects attention from the fact that 
aspects of the challenges that appear singular to AI 
are also posed by other technologies – as, for example, 
when biologists create new pathogens that have their 
own autonomy. 

This report argues that our national security agencies’ 
potential for loss of control of technologies – producing 
outcomes that they do not intend – is a risk not only for 
the future. It imperils our present. Unfortunately, the 
uncertainties surrounding the use and interaction of 
new military technologies are not subject to confident 
calculation or control. There are no apparent paths for 
eliminating our risks or even keeping them from rising. 
More human control over operational decisions is often 
not a viable, or even desirable, solution. There are, 
however, some technological and policy steps that can 
moderate our risks of loss of control. The United States 
should give them much more priority than at present. 
The hardest part of doing that is not in constructing our 
relationships to these technologies, it is in constructing 
our relationships with each other. 

The argument and recommendations are presented 
in six sections and a conclusion. Part I points out that 
laymen commonly fear consequences from new tech-
nologies because they are unfamiliar, unnerving, and 
destabilizing to existing processes and power relation-
ships. It notes, however, how those not usually distracted 
by these considerations, the experts and advocates for 
the new technologies highlighted here, are now, uncom-
monly, the very ones in the vanguard of emphasizing 
catastrophic risks inherent in these technologies. Part 
II specifies why, not withstanding valuable training and 
routinized precautionary procedures, military use of 
these technologies poses particularly great risks of pro-
ducing inadvertent, undesired outcomes. The next part 
outlines the five principal paths by which these outcomes 
have been, and may well again be, produced. Part IV 
describes why these risks of loss of control cannot be cal-
culated with even minimal confidence. Part V examines 
the advantages of the “human in the loop” and argues 
that, though this perceived safeguard yields advantages, 
these benefits are presently very limited and likely to be 
even more circumscribed in the future. Part VI argues 
that amidst this uncertainty we can and must do much 
more to control military technologies. Five actions are 
specified. A concluding section articulates some funda-
mental lessons that flow from this analysis.

Superiority is not synonymous 
with security. 
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Differentiating Between Lay Fear 
and Expert Fear

It is easy to point to clarion calls alerting us to techno-
logical apocalypse as a result of new technologies. Most 
of these simply express the emotions of those who are 
unsettled by the unknown. Fear is a companion to tech-
nological progress. New technologies commonly come 
to users unbidden – Trojan horses brought within the 
walls of established operations.7 Competitive pressures 
make it impossible to refuse these advances. Once 
admitted, they are transformative, then indispens-
able. It becomes inefficient, then debilitating, then not 
credible (even shameful) to continue as before. 

The new systems are often opaque, complex, and 
relentlessly demand modification and updating, in 
part so they can correctly interact with other evolving 
technical systems. These attributes heighten users’ 
feelings that they have lost control. As machines grow 
more capable and more central, resulting anxieties can 
become existential: Each person worries that his or 
her worth and individuality are being eroded – worse 
still, that our species is losing its power and place. 
Prometheus reached and Icarus flew too far. Dr. 
Frankenstein created too much.

If only this were all. If only our fears were like those 
of our 20th-century ancestors in the face of automa-
tion or of our 19th-century ancestors in the face of 
industrialization. But at the end of the second decade 
of the 21st century – or, if you prefer, the 550th decade 
of technological progress since the invention of the 
wheel – something unusual rides alongside these 
deep-seated,8 recurring and retrospectively exagger-
ated fears. It is now not just laymen affected by these 
technologies who react with unease. It is their creators 
and proponents. The alarms that concern us are being 
sounded not by hotheaded Luddites in the factories but 
rather by a chorus of creators in their laboratories.9 

Expert worry first came to the forefront for 
American national security policymakers when 
Einstein, Oppenheimer, and their colleagues created 
atomic weapons.10 It is now most pronounced amongst 
those who work with AI and synthetic biology. Thus 

Stephen Hawking and his colleagues recorded their 
view of AI, “Whereas [its] short-term impact . . . 
depends on who controls it, the long-term impact 
depends on whether it can be controlled at all.”11 A year 
later they were succeeded by, at last count, 3,722 “AI/
robotics researchers,” urging “a ban on offensive auton-
omous weapons beyond meaningful human control.”12 

Biologists worried about breakthroughs in gene editing 
have raised analogous concerns.13 The recent Director 
of National Intelligence responded more sympathet-
ically than his predecessors had to warnings about 
nuclear weaponry. In Senate testimony he labeled gene 
editing a potential “weapon of mass destruction”:

Research in genome editing conducted 
by countries with different regulatory or 
ethical standards than those of Western 
countries probably increases the risk of the 
creation of potentially harmful biological 
agents or products. Given the broad distri-
bution, low cost, and accelerated pace of 
development of this dual-use technology, 
its deliberate or unintentional misuse might 
lead to far-reaching economic and national 
security implications. Advances in genome 
editing in 2015 have compelled groups of 
high-profile US and European biologists to 
question unregulated editing of the human 
germline.14 

Experts on digital technologies also now speak of 
catastrophic risk, though for other reasons and in 
other ways. Here concern arises not so much from 
uncertainty about what is to come, as from the reality 
of our present pervasive (and expanding) dependence 
on a technology so vulnerable to subversion. Experts 
know how to achieve information integrity, availability, 
and confidentiality in small systems, but their ability 
to secure these essentials does not scale. Nonetheless, 
the ubiquity and proliferation of digital systems, from 
small “things” to “clouds,” is expanding far beyond our 
control. As one expert put it, “even though security 
is improving, things are getting worse faster, so we’re 
losing ground even as we improve.”15 Thus another 
leading thinker began a recent foundational paper by 
saying, “[W]e state as an axiom that cybersecurity and 
the future of humanity are now conjoined.”16 

It is now not just laymen 
affected by these technologies 
who react with unease. It is 
their creators and proponents.
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Why Focus on Military Development 
and Use of Technologies?

Civilian research and development activities often are 
intertwined with military developments. Even when 
independently pursued, commercial and academic 
work – for example, with pathogens – can pose risks of 
their own. These certainly warrant attention. However, 
the power and consequence of military weapons demand 
special attention to technologies related to these systems. 
Technological developments determine not only the 
character of these weapons, but also of the sensor, com-
munication, and analytic systems that in large measure 
determine whether and how weapons are used. 

These considerations are joined by another that is 
less evident, but central to this report. Despite hierar-
chies of command, rigid procedures, intense training, 
and elaborate screening of people and plans,17 military 
systems have attributes that make them especially prone 
to human error, emergent effects, misuse, and misun-
derstanding. These include the secrecy associated with 
advanced weapons development and use; the unpredict-
ability of operational interactions and environments; the 
mismatch between experts’ skills and military assign-
ments; the interdependencies and vulnerabilities that 
exist between military systems, especially on the scale of 
the U.S. military; the urgent deployment of new technol-
ogies to meet battlefield operational needs; and finally, 
the unconstrained nature of military competition. 

This section considers each of these in turn.

Secrecy
Civilian uses of complex technologies are commonly 
subject to review, oversight, and regulation. These are 
not perfect or cost-free. But when the SEC regulates high 
speed computer trading, the FDA drug developments, 
the FAA aircraft innovations, and so forth, they often 
reduce risk and sometimes puncture bubbles of overcon-
fidence.18 Visibility also promotes information exchange 
so that accidents and errors generate insight that 
supports improvements by developers and operators.19 

Public data permits third parties to evaluate risks, press 
opposing views through litigation, legislative proposals, 
publicity that will affect brands, etc. In contrast, military 
systems have very limited visibility in the United States 
and much less still in authoritarian nations. 

Even inside military organizations, knowledge of 
classified technologies is frequently kept from those 
who may be affected by them and even called to use 
them in wartime or other emergencies. One result is 
that mainstream technologies are not well coordinated 

with classified, particularly highly classified, systems. 
Civilian organizations with complex interactions strive 
to optimize visibility of their interoperability and inter-
dependencies.20 Systems of classification, intensified by a 
widely recognized propensity to overclassification,21 hide 
parts of the organization from one another. 

The Unpredictability of Operational Interactions 
and Environments
In a classic analysis 25 years ago, Scott Sagan described 
“high reliability organizations” as “relatively closed 
systems in the sense that they go to great efforts to 
minimize the effects that actors and the environment 
outside the organization have on the achievement” 
of safety.22 Pre-testing, though highly imperfect, is a 
major way of accounting for, and insulating against, 
external variables. Accordingly, before we depend 
on civilian technologies and deploy them at scale, we 
commonly insist that they be extensively tested in the 
full range of environments in which they will operate. 
Self-driving cars are accumulating tens of millions of 
miles of experience in real-world conditions as a pred-
icate to their normal use. Years of carefully calibrated 
clinical trials are prerequisites to the introduction of 
drugs and medical devices. Beta testing in a variety 
of use environments precedes deployment of major 
software systems. The military extensively tests its 
products,23 but warfare is among the least predictable 
of endeavors. The timing, locations, and circumstances 
of use, even the characteristics of adversaries and of 
users, are highly variable and at best very imperfectly 
foreseen.24 The hidden complexities of massive opera-
tions25 are compounded by the incentives for opponents 
to surprise one another. Accordingly, tests of military 
technologies and extrapolations to use are probably 
less reliable than for civilian systems. Accident rates 
are typically highest in new systems and diminish as 
experience accumulates and incremental improvements 
are introduced.26 Military innovations benefit from the 
same evolution – for example, with successive genera-
tions of fighter aircraft – but military technologies held 
in reserve, otherwise rarely exercised or hastily intro-
duced,27 do not have that benefit.

Assignment Policies Often Poorly Match 
Supervisors and Technologies
Military investments in training are exceptional and 
some military components – notably, for example, the 
nuclear Navy – demand technical excellence as a pre-
requisite to promotion. Generally, however, field grade 
officers and senior enlisted men and women are rotated 
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every two or three years among different positions and in 
and out of different operating and geographic situations. 
There is much less stability than in civilian environ-
ments. The technical environments in which military are 
assigned and reassigned are large and variable; promo-
tion policies prioritize management breadth and not 
technical depth; training is frequently not well matched 
to the challenges of operating both legacy and modern 
systems in different environments. Accidents result.28 

Operational Interdependencies
Over the last quarter century, our military has given the 
highest priority to joint operations and building “systems 
of systems.”29 As a result, many of our defense systems are 
exceptionally connected and interdependent even by the 
standards of an era when networking is widespread in 
civilian systems.30 America’s strategic commitment, likely 
to be followed by other militaries, is to move aggressively 
further in this direction. As a reporter recently observed, 
“service chiefs are converging on a single strategy for 
military dominance: connect everything to everything.”31 

These systems are very complex, opaque, interde-
pendent32 and subject to the “CACE principle: Changing 
Anything Changes Everything.”33 Operational reliance 
on the combination of separate systems increases 
vulnerability to emergent effects. It “creates a strong 
entanglement: improving an individual component 
model may actually make the system accuracy worse if 
the remaining errors are more strongly correlated with 
the other components.”34 In commercial enterprises, 
networked systems are heavily policed and partitions 
strongly disfavored.35 Networks transcending military 
services, by contrast, are built across siloed bureau-
cracies with proud heritages derived from the 18th 
and 19th centuries. 

Urgency and Importance of Uninterrupted 
Operations
Clichés honor, but civilians barely grasp, the military 
commitment to mission and a related “can-do” attitude 
in urgent situations. Peacetime design and acquisition 
of military weapons and platforms are painstakingly 
risk averse, but in wartime and even in “peacetime” 
combat the military commonly accepts consequences 
that would be intolerable in a civilian setting. During the 
Second World War, for example, in a rush to make use of 
an emerging technology, the United States moved from 
biplanes to jets and, while making this transition, intro-
duced more than 50 types of fighter aircraft and great 
numbers of variants of bombers and support aircraft.36 
The imperatives of assimilating these new capabilities 
as quickly as possible overwhelmed concern for safety: 
During the war, flight accidents in the continental United 
States “accounted for over 15,000 fatalities, the equiva-
lent of a World War Two infantry division.”37

The Unconstrained Nature of Military 
Competition
Commercial competitions between corporations are 
intense, but military competitions have more at stake: 
Richly endowed nation-state rivals operate with great 
paranoia and little inhibition. In military competitions 
security agencies presume sabotage, indeed proudly 
practice it. Even botched attempts at sabotage increase 
the risks of accidents and unintended effects. Moreover, 
fear of military opponents intensifies willingness to take 
risks: If they might be doing X, we must do X to keep 
them from getting there first, or at least so that we under-
stand and can defend against what they might do. 
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Causes of Loss of Control		

Many are the paths for loss of control of military tech-
nology. This section chronicles five primary concerns: 
analytic errors by technology creators, operational errors 
by technology users, unintended and unanticipated 
emergent effects from the evolution and interaction 
of technologies, sabotage of these technologies by 
opponents that can lead to malfeasance and errors in 
decisionmakers’ situational awareness and therefore 
misdirected employment of the technologies upon 
which they depend. 

Analytic and Operational Errors by the United 
States or Opponents
Military examples of analytic errors include miscalcu-
lations before a 1954 atomic bomb test that led to a yield 
three times greater than anticipated and consequent 
serious radiation exposure of 665 people.38 Operational 
errors by our military include two atomic bombs falling 
off the wings of a B-52 in flight in 1961,39 a B-52 crash 
while carrying four 1.1 megaton bombs in 1968,40 a failure 
to remove a training tape indicating nuclear attack so 
the watch officer thought an attack was occurring and 
counterattack aircraft were launched before being called 
back,41 and the mislabeling and shipment of live anthrax 
to 86 laboratories in 2015, described by the deputy secre-
tary of defense as “a massive institutional failure with a 
potentially dangerous biotoxin.”42 

To assess and address the risks of 
accidents, our national security agencies 
must consider potential opponents’ 
systems as well as our own. Technology 
proliferation increases technology risks 
even if others were as invested in safety 
as we are. These risks multiply as the 
number of actors and the number of 
their interactions grow. Furthermore, 
these problems are made much worse 
because others are not likely to be as 
safe as we are.43 Many other militaries 
operate with tighter budgets, more 
antiquated equipment, fewer controls, 
and less concern about the human and 
environmental costs of accidents.44 

Some accidents will have only local 
effect as when, for example, in 1979 a 
Soviet facility inadvertently released 
anthrax in Svertlovsk, killing some 
80 people.45 Others will have primary 
consequences locally and secondary 

consequences globally, as when inadequately trained 
personnel couldn’t cope with an explosion from a badly 
designed Soviet reactor at Chernobyl in 1986.46 But some 
will have as serious a set of consequences for others as 
they will for the forces that lose control. For example, the 
prevalent view among experts is that either a Chinese 
open air vaccine test or a Russian laboratory accident 
released a pathogen that caused the 1977 worldwide 
H1N1 pandemic.47

On March 1, 1954, the United States tested the most potent thermonuclear weapon in 
its history, resulting in three times the expected yield (in megatons) and unanticipated 
radioactive fallout. The test, named Castle Bravo, is depicted here. (United States 
Department of Energy/National Oceanic and Atmospheric Administration)

Experts believe that the 1977 H1N1 pandemic may have been caused 
by an open-air vaccine test or laboratory accident that released the 
pathogen, illustrated here. (Kateryna Kon/Science Photo Library/
Getty Images)
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Emergent Effects
Emergent effects are attributes that are not identifi-
able in any individual component of a system but that 
can be observed in the overall system. Consciousness 
is an example of an emergent behavior in human 
beings – we cannot identify it in any component of our 
bodies, but it “emerges” from those components. As 
an example of emergence in group behavior, a famous 
early analysis demonstrated that if all individuals in a 
neighborhood prefer that 60 percent of their imme-
diate neighbors be racially like them, the neighborhood 
would move to complete segregation, even though no 
member of the group sought that outcome.48 A short 
story by science fiction writer Arthur C. Clarke provided 
a dramatic picture of how a fictional military tech-
nology (“The Field”) could prove disastrous because 
of emergent consequences:

The first trial maneuvers proved satisfactory 
and the equipment seemed quite reliable. 
Numerous mock attacks were made and the 
crews became accustomed to the new tech-
nique. . . . [However, in combat] there was a 
hysteretic effect, as it were, and the initial con-
dition was never quite reproducible, owing 
to all the thousands of electrical changes and 
movements of mass aboard the ship while the 
Field was on. These asymmetries and distor-
tions were cumulative, and though they seldom 
amounted to more than a fraction of one per 
cent, that was quite enough. It meant that the 
precision ranging equipment and the tuned 
circuits in the communication apparatus were 
thrown completely out of adjustment. . . . Given 
time, we might even have overcome these dif-
ficulties, but the enemy ships were already 
attacking . . . Our magnificent Fleet, crippled by 
our own science, fought on as best it could until 
it was overwhelmed and forced to surrender 
. . . . This is the true story of our defeat.49 

In this report, the term “emergent effects” will be used to 
refer not only to emergence within a single system, but 
also to effects that emerge when two or more systems 
interact. Examples of emergent effects in military affairs 
are not compiled on websites or lists, as they are for 
accidents.50 World War I, however, can be seen as an 
emergent consequence of technological adaptation.51 In 
the first decade of the 20th century, European national 
security planners recognized that they must modernize 
their mobilization systems to take advantage of the 

railroad and the telegraph. Each country’s resulting 
“improvements” made sense on its own. But the inter-
active result of changes in all European nations was 
to create a system in which a destabilizing event (the 
assassination of an archduke) that might otherwise have 
been contained forced multiple European countries into 
preemptive mobilization. The tail of technology wagged 
the dog of decisions about war.52 In the resulting con-
flagration 20 million people died and 21 million people 
were wounded.53 

Though their 2017 analysis does not refer to this prec-
edent, the former third-ranking civilian at the Pentagon 
and a colleague note the same tendencies from recent 
and anticipated U.S. and Russian technological develop-
ments that increase dependencies on vulnerable space 
and cyber assets.54 This situation incentivizes “use it or 
lose it” first strikes. 

Advances in non-nuclear as well as nuclear strategic 
strike capabilities, and the way they interact, will have a 
significant impact on the prospects of “slippery slopes” 
of rapid escalation from crisis to conflict. They will do 
so singly, but it is particularly their interactions in the 
context of crisis and early conflict that is of concern. 
This is especially likely as the actual nature, scope and 
consequence of the use of such novel technologies may 
not be clearly anticipated or understood, compounding 
the already severe “fog of war.”55 

Sabotage and Espionage
The networked attributes of modern technologies make 
weapons and support systems more accessible than their 
analog predecessors. The complexity of these technol-
ogies renders it easier to hide a sabotage and easier, if 
discovered, to mask it as a system defect or accident. 
And close ties between commercial and military systems 
combine with the global diffusion of science and com-
mercial technology to facilitate reverse engineering. 

Among many consequences, three are particularly 
significant for our purposes. First, military officials who 
develop new technologies must presume that these 
technologies will be acquired by others.56 No warfare 
technology has been indefinitely exclusively retained. 
Arguably, first-mover advantages yield sustained 

The networked attributes of 
modern technologies make 
weapons and support systems 
more accessible than their 
analog predecessors.
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superiority or at least interim benefits during a period 
of exclusivity. But first movers need to evaluate more 
than competitive benefits. They also must weigh these 
benefits against the risks that arise as their initiatives 
permeate the global system.57 

Second, military innovators need to recognize that 
in any major state conflict, sabotage will be prevalent, 
so that substantial uncertainty will attend the use of 
high-technology weapons. Poisoning,58 misdirecting,59 

and disabling an opponent’s systems are part of the stock-
in-trade of intelligence and military work. As experience 
with information system vulnerabilities has indicated, 
thwarting these efforts is even more difficult than with 
traditional assets.60 

In some circumstances, between some opponents, 
advance recognition of that uncertainty may be sta-
bilizing. It is likely, for example, to inhibit China and 
the United States from full-scale conflict with one 
another – neither can be sure of what would happen and 
who would prevail. Nations with a smaller stake in the 
status quo or a more desperate sense of vulnerability, 
however, might find uncertainty acceptable, even desir-
able.61 Third, just as sabotage may be misinterpreted as 
accident, in tense situations accidents may be misinter-
preted as sabotage and trigger retaliation.62 

Misunderstanding by Responsible Officials
Limited understanding hobbles policymakers’ discus-
sions and decisions about whether to develop, how to 
employ, and how much to rely on complex capabilities. 
Increasingly, senior officials are called to make decisions 
about, and on the basis of, technologies that did not exist 
at the time of their education and earlier experience. 
On-boarding processes do correct these deficiencies. 
Very few have the time, talent and taste to update their 
understandings, but most do not. As a result, a former 
director of the NSA and the CIA writes about his experi-
ence in the White House Situation Room debating a use 
of cyber weapons:

[T]hese weapons are not well understood by the 
kind of people who get to sit in on meetings in 
the West Wing . . . I recall one cyber op, while 
I was in government, that went awry . . . In the 
after-action review it was clear that no two 
seniors at the final approval session had left the 
Situation Room thinking they had approved the 
same operation. 63

We should not be surprised. Sixty years earlier:

Truman asked Oppenheimer when he thought 
the Russians would develop their own atomic 
bomb. Oppenheimer replied . . . he did not 
know. Truman then said he did know. The 
answer, he said confidently, was “never.” 
Obviously, Truman had not understood what 
Oppenheimer had said . . . and what the Los 
Alamos scientists had tried to tell him.64

A colleague recalled, “Truman’s statement and the 
incomprehension it showed just knocked the heart out 
of [Oppenheimer].”65	

University of Michigan Ph.D. candidate Kevin Eyholt and a team of 
researchers demonstrate how the strategic placement of stickers 
on a STOP sign can distort machine perception. Known as physical 
adversarial perturbation, this tactic can cause inaccurate or 
missed object classifications, leading to real-world harm (e.g. an 
autonomous vehicle algorithm not recognizing a STOP sign).  
(Kevin Eyholt, et al./University of Michigan)



TECHNOLOGY & NATIONAL SECURITY  |  JUNE 2018

Technology Roulette: Managing Loss of Control as Many Militaries Pursue Technological Superiority 

12

Inability to Reliably and Persuasively 
Measure These Risks

It would be desirable to measure or at least reasonably 
estimate the risks from the just-described problems. 
Unfortunately, Taleb’s observation is sound: “one does 
not observe the barrel of reality.” While highly debatable 
premises and inferences may provide isolated points of 
insight, a reasonably informative and reliable assessment 
of the probability and consequences of these technology 
risks is beyond current abilities.66

Our experience with digital information systems 
should bring this point home. As America built digital 
dependencies our national security agencies had only 
very limited insight into digital vulnerabilities. Experts 
differed on fundamental questions such as whether 
vulnerabilities were sparse or dense.67 They frequently 
were – and are – surprised by vulnerabilities, even fun-
damental vulnerabilities, that they did not anticipate.68 
Independent actors have developed stockpiles of vulner-
abilities that endure, apparently remaining unknown to 
defenders who otherwise would patch them.69 Properly 
read, the 21st-century experience of digital information 
technologies is a humbling history of limited under-
standing and repeated surprise.70 

The limits of our predictive power are more mathe-
matically and extensively illuminated by the efforts of 
biologists to assess the likelihood of accidents before 
establishing research laboratories working with dan-
gerous pathogens. In the United States, Biological Safety 
Level Three Facilities are required for work with patho-
gens that “can cause serious or potentially lethal disease 
through respiratory transmission.” Biological Safety 
Level Four Facilities provide:

the highest level of biological safety. . . . The 
microbes in a BSL-4 lab are dangerous and 
exotic, posing a high risk of aerosol-transmitted 
infections. Infections caused by these microbes 
are frequently fatal and without treatment or 
vaccines. Two examples of microbes worked 
with in a BSL-4 laboratory include Ebola and 
Marburg viruses.”71 

The number of these American laboratories grew greatly 
after the 2001 anthrax attacks. There are now some 1,500 
BSL-3 facilities and 15 operating BSL-4 facilities in the 
United States.72 

A credible review of a risk assessment for a proposed 
American BSL-4 facility dealing with agricultural patho-
gens offered this summary:

The first Department of Homeland Security 
risk assessment . . . estimated . . . [an] escape risk 
[of ] over 70% likelihood for the 50-year life of 
the facility, which works out to be a basic proba-
bility of escape . . . = 2.4% per year. The National 
Research Council overseeing the risk assess-
ment remarked “The . . . estimates indicate that 
the probability of an infection resulting from a 
laboratory release of [foot and mouth disease] 
from [this facility] approaches 70% over 
50 years . . . with an economic impact of $9–50 
billion. The committee finds that the risks and 
costs could well be significantly higher than 
that. . . .” While the DHS subsequently lowered 
the escape risk to 0.11% for the 50-year lifetime, 
the NRC committee was highly critical of the 
new calculations: “The committee finds that 
the extremely low probabilities of release are 
based on overly optimistic and unsupported 
estimates of human error rates, underestimates 
of infectious material available for release, 
and inappropriate treatment of dependencies, 
uncertainties, and sensitivities in calculating 
release probabilities.”73

The biologists who offered this summary add their own 
judgment: “We have more trust in the NRC committee 
conclusions, as they have no skin in the game.” They offer 
their own calculation that over a ten-year period, ten 
carefully operated labs will have an 18 percent likelihood 
of at least one escape from undetected infection of a 
laboratory worker. If this occurs they observe that there 
is great variability in whether consequent exposure of 
others might cause a pandemic – this depends on the rate 
of reinfection associated with the pathogen – but they 
assess that the probability of a pandemic in this circum-
stance is between 1 percent and 30 percent.74

How would one extrapolate from these assessments 
to global risks given that a recent survey paints a darker 
picture of international bio-safety controls, including 
“gaps in biosafety norms for high-consequence research 

A reasonably informative and 
reliable assessment of the 
probability and consequences 
of these technology risks is 
beyond current abilities.
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that may lead to accidents with pandemic potential, 
and which should be addressed to increase laboratory 
safety, worldwide?”75 If this uncertainty applies to a 
biotechnology assessment where there is a consider-
able, well-documented track record, how confident 
could national security agencies be about risks from the 
development, testing, or deployment of new systems 
of AI, autonomous systems, space weaponry, and other 
technologies, many of them yet to be developed? And if 
all this could be done, how would they assess the risks 
from technology theft and proliferation, from poten-
tial sabotage, or from interactive effects in peacetime 
and in war? 

In short, U.S. national security leaders should not 
delude themselves that they have maps for the terrain 
they are traversing.76 This intensifies our difficulties 
in achieving progress – or even consensus about the 
importance of progress – in reducing risks from new 
technologies. Efforts for climate control engender sub-
stantial debate and resistance, but they operate from a 
foundation of scientific theory and evidence that helps to 
distinguish between baseless fear and well-founded fact. 
They have this advantage because they are dealing with 
technologies (those associated with burning fossil fuels) 
that have existed for decades, even centuries, and whose 
consequent effects can, to some degree, be measured. 
Even then, they are hotly disputed. The problem is 
significantly harder when dealing with new technol-
ogies whose nature and consequences are necessarily 
more speculative. 

Humans in the Loop

It is commonly thought to be beneficial to require human 
review of important machine decisions. If a machine 
action involves a likelihood of loss of life a human role is 
often said to be essential. This is taken as an axiom by our 
military establishment. “Defense Department watchers 
are always keen to remind people that official policy is 
to keep humans at the top of the command-and-control 
loop, overseeing – or at least retaining veto power – over 
the decision to take life.”77 

This position is psychologically empowered: Human 
beings gain comfort from the concept of human control. 
Trying to separate our analysis from our feelings, we can 
identify three considerations that argue for a human role 
in systems of machine decisions. 

The first is that a role for humans adds a different 
kind of reasoning to a system that relies on machines. If 
we want to bias a system against error from easy use, an 
added hurdle is desirable.78 Accordingly, for example, we 
require two operators, not just one, to launch a missile 
with a nuclear warhead. Further security is achieved if 
the second hurdle is well differentiated from the first. 
Machine systems can be hacked and misdirected in 
certain ways, while subversion of humans requires quite 
different tactics. The two together are less vulnerable to 
misdirection than one alone.79

This perspective, it should be noted, values a human 
role because it is additive and differentiated, not because 
it improves the likelihood of decisions later viewed 

Google DeepMind’s AI program AlphaGo defeated South Korean professional Lee Sedol in 2016. AlphaGo was initially trained with data 
from human games and then achieved superhuman performance by improving through self-play. A later version, AlphaGo Zero, achieved 
superhuman performance without any initial human training data. (Kim Min-Hee-Pool/Getty Images)
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as correct. A second argument holds that a human 
adds a transcendent qualitative factor to a machine 
decision: He or she can take account of things, like 
context or morality, that programmers have not yet 
confidently and comprehensively been able to program 
into machines.80 Accordingly, a system that empowers 
human oversight of machines is better protected 
against undesirable action than a machine system 
would be alone. 

A third argument derives from the unease we feel 
about unleashing a system that will follow its own 
programmed priorities without our having the ability 
to redirect it or shut it down. This concern arises not so 
much from the intrinsic nature of machines, but from 
the limits of our abilities to perfectly program them. As 
the discussion above indicates, there will be errors and 
unanticipated effects in the design and operation of 
complex systems. We want a check at the back end to 
make it less likely that these systems will run amok. 

All three of these arguments are valid. However, 
human decisions are overvalued as a mechanism of 
control. This is partly because they induce errors of 
their own, partly because there are many situations 
where a bias against action is not desirable,81 and 
mostly because, far from being an independent or 
dominant second source of judgment, human decision-
makers are machine-dependent to a greater degree 
than is acknowledged. As a result, though it yields 
some benefit, the prescription of human intervention is 
too weak and too frequently counterproductive to con-
sistently control automated systems where speed is at 
a premium. Moreover, this safeguard can be expected 
to steadily decline over time. The important lesson for 
purposes of this report is that efforts to control these 
systems are vastly more effective at the time of design 
than they can be in decisionmaking during operations. 
Early is imperative. Late is too late.

This section will seek to illuminate these points 
when dealing with AI. Before doing so, however, it is 
important to note that a number of concerns raised 
about AI may be relevant as well to other technologies. 
Biological systems, for example, are likely to become 
more prevalent in military operations as sensors, 
means of manufacturing products, and weapons.82 
In these systems, as in AI, opportunities for control, 
though imperfect, are preponderantly at the front end. 
Once unleashed, living systems respond to imperatives 
of their own – they act autonomously in response to 
environmental stimuli. Whatever means humans have 
for control arise predominantly from the forethought 
with which we design biological entities at the outset.	

A much-discussed case from 30 years ago provides a 
useful case study in human/machine decisionmaking 
in combat. In 1988, officers on board the cruiser USS 
Vincennes, judging that they were under attack, launched 
two missiles at an Iranian civilian airliner, killing 290 
passengers and crew. After extensive review, the U.S. 
Department of Defense was sympathetic to the crew’s 
error, even decorating the captain and others for their 
conduct. It did this notwithstanding the central fact that 
the targeted aircraft was not descending (as an attacker 
would), but rather ascending as a commercial aircraft 
would. Grappling with this issue, the official report 
observed that

there is a direct contradiction between the data 
tapes obtained from USS VINCENNES and the 
situation report submitted by USS VINCENNES 
. . . following the engagement. . . . Clearly, [the 
relevant officer] could not have been reporting 
from the data displayed on the CRO [character 
read-out]. The most reasonable explanation is 
contained in the report by [other officers] that 
his behavior was induced by a combination of 
physiological fatigue, combat operations, stress 
and tension which can adversely affect per-
formance and mission execution. As [a prior 
report] states, “The concept of ‘scenario fulfill-
ment’ could seem as applying in this case.” Since 
the TIC [Tactical Information Coordinator] has 
no doubt that the aircraft is an Iranian F-14, 
heading toward the ship, and is not acknowl-
edging repeated warnings, “the mind may reject 
incongruent data and facilitate mispercep-
tion which promote internal consistency.” His 
mental agitation is reflected in his testimony 
that he took it upon himself to take “every open 
shot” he was getting on Circuit 15 to ensure 
“everyone up in the command decision area 
was informed, kept aware of what was going on 
in case they got sidetracked on other events.” 
Toward the end it is reported he was yelling out 
loud.83

The Vincennes incident “remains a contentious issue”84 

and other factors, including ambiguities in the way the 
automated system presented data, the ship’s experience 
in other operations, and the participants’ personali-
ties, figure into the equation.85 Our purpose is not to 
assess responsibility but to assess the role of humans 
in controlling dangerous technological operations in 
stressful situations. With five minutes86 in which to make 
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a life-or-death judgment, the human decisionmakers 
on the Vincennes (a) were buffeted by emotions and 
distractions, (b) were highly dependent on proce-
dures deducing threat status from machine sensors, 
and (c) made a fundamental error reporting a critical 
machine output. 

This man-machine relationship has been much 
considered in commercial aviation, an industry that 
has seen steady movement toward increased machine 
capabilities and some competing conclusions about how 
much room is left for human control, even with highly 
trained and experienced pilots. “Airbus’s philosophy 
appears to be that automation generally knows better 
than the pilot and should, under most circumstances, 
have the final decision authority.”87 Airbus, for example, 
“defines hard tight envelope limits, beyond which the 

pilot cannot go regardless of circumstance. By contrast, 
Boeing sets soft limits that pilots can go beyond if they 
deem it necessary.”88 Though at present it is a close 
question which of these two systems is preferable,89 

over time the direction of change seems clear. If, as is 
very likely, machine decisionmaking improves more 
substantially than human decisionmaking, the arena of 
deference to humans will contract.

Processing speed and communication capabilities 
also increasingly tilt the equation against human deci-
sionmakers, both generally and especially in military 
situations. Humans now proceed at about one-millionth 
the speed of machines. Machines are becoming faster. 
Humans aren’t. When instant response is imperative, 
even our Defense Department’s proponents of humans 
in the loop concede that their desired human control 
cannot be achieved. It can be anticipated that this excep-
tion will swallow the rule as the range of tasks that can 
be accomplished by machines grows, machine speeds 
increase (both in calculation and in kinetic operations),90 
and autonomous operations proliferate. As two observers 
conclude, “military superpowers in the next century will 
have superior autonomous capabilities, or they will not 
be superpowers.”91

A software expert candidly addresses this phenom-
enon, emphasizing how human control of distant systems 
also introduces an unacceptable dependency on commu-
nications capabilities:

These are comforting terms such as “semiau-
tonomous” and “human in the loop.” However, 
. . . [e]ffective machine functionality in a variety 

Humans now proceed at about one-millionth the speed of machines. 
Machines are becoming faster. Humans aren’t.

Pictured here in 2003, the United States Navy cruiser USS Vincennes (CG-49), mistaking an Iranian civilian aircraft as an attacking fighter 
jet, launched two missiles at the aircraft in July of 1988 and killed all 290 aboard. The incident remains an important study in human-machine 
integration and decisionmaking, due to the USS Vincennes’ data presentation system and the role of human judgment in the decision to fire 
the missiles. (Getty Images)
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of situations requires full autonomy and a 
wink and a nod to ‘man in the loop’ is actually 
detrimental . . . For example, how do we expect 
a swarm of autonomous undersea vehicles to 
act when they have a critical target in sight . 
. . but realize that communications are being 
jammed. . . . When a missile enters a two and a 
half mile radius around a ship, a human doesn’t 
have enough time to react. The Phalanx system 
must operate in a completely autonomous way. 
It tracks the missile, aims and fires completely 
on its own.92

With the military and civilian experiences in mind, 
we should consider the ultimate preserve of human 
decisionmaking: our president’s exclusive authority to 
order nuclear retaliation. Then-Secretary of Defense 
Ash Carter emphasized, “Let’s not forget that when 
it comes to using force to protect civilization one of 
our principles ought to be that there’s a human being 
involved in making critical decisions. I think that’s an 
important principle. . . .”93 But while Secretary Carter’s 
words trumpet commitment they whisper qualifica-
tions. He did not say that “to protect civilization,” the 
president (or even a group of people around the pres-
ident) makes the critical decisions. He said there was 
“a human being involved.” In fact, a president asked to 
decide whether to launch upon warning is in a position 
like that of the captain of the Vincennes, with about 
the same decision time,94 except that, when compared 
with a Navy captain, a president has less training and 
experience relevant to the launch decision he or she 
might confront. If informed that missiles have been 
launched against the United States, on what basis would 
a president decide whether to credit this assessment 
and respond? 

Our president does not look through the windows of 
the oval office and observe missiles landing. Instead he 
or she relies on the counsel of a small group of advisors, 
and they in turn are dependent on a network of sensors, 
algorithms, and models that conclude (more precisely, 
we might say, support the inference) that missiles have 
been launched and are aimed at us. In those minutes our 
commander-in-chief, like the captain of the Vincennes, 
relies on the quality of information from the sensors, 
algorithms, data inputs, and models. About these, our 
chief executive and those around him or her are likely 
to have only a small degree of understanding.95 The most 
that can be said is that “a human being is involved.” What 
appear to be two separate systems – the machine and 
the human – are interdependent, and the greater influ-
ence on the decision resides in the machinery. This is a 
common situation in the modern age. Human decision-
makers are riders traveling across obscured terrain with 
little or no ability to assess the powerful beasts that carry 
and guide them.96

Issues of the human role in machine systems are 
fair grounds for debate. For our purposes a half dozen 
conclusions seem reasonable: Human decisionmakers 
add value because they complicate an attacker’s ability to 
subvert systems; at present, humans can add context that 
is elusive for machines; the human role will contract as 
machine capabilities expand, particularly for assessing 
context97 and as more decisions need to be made at 
machine speeds; even at present, decisionmakers are 
so dependent on machine inputs, they commonly do 
not add significant independent power as a mechanism 
of control; to the extent they are empowered, human 
decisionmakers are as likely to produce unintended 
consequences as to effect control; urgency stresses and 
distorts human decisionmaking, but machine complexity 
confounds human decisionmakers even when there is 
ample time for considered judgment.



@CNASDC

17

What Is to Be Done?

Analytic and predictive uncertainty and the limits of a 
human in the loop solution are not a prescription for 
ignoring a problem. Recognizing our limitations, it is 
all the more urgent to get a better (though imperfect) 
understanding of our military technology risks and to 
establish precautions against them. Each new technology 
introduced into military systems has unique attributes and 
risks. However, the technologies addressed here share two 
particularly troubling characteristics: They are developing 
faster than our mechanisms of control, and they have the 
potential for producing especially traumatic, one could 
say catastrophic, consequences. 

Control theory developed to protect us from systems 
running beyond acceptable parameters.98 For example, a 
thermostat measures many familiar systems so that if they 
run aberrationally hot or cold that out-of-state condition 
is recognized and steps are initiated to restore equilibrium 
or shut down the system. Familiar closed loop systems 
are comfortingly subject to this control. The technolo-
gies of concern to us have attributes that are not familiar 
and have the potential to move beyond the boundaries 
of closed loops.99

They also fall within what Nassim Taleb calls the 
fourth quadrant.

In some situations, you can be extremely 
wrong and be fine, in others you can be slightly 
wrong and explode. If you are leveraged, errors 
blow you up; if you are not, you can enjoy life. 
. . . Some decisions require vastly more caution 
than others. . . . For instance you do not ‘need 
evidence’ that . . . a gun is loaded to avoid playing 
Russian roulette, or evidence that a thief is on the 
lookout to lock your door. You need evidence of 
safety – not evidence of lack of safety.100

Our national security agencies have under-invested in 
comprehending and documenting the problems that 
may arise in military contexts from new technolo-
gies. Recourse to the proposition that they are keeping 
humans in the loop should offer limited comfort. Humans 
can add to machine decisionmaking but judgments by 
military officers are now commonly shaped by machines 
and machine influence will only increase as machine 
capabilities grow and demands for speed increase. The 
required offset is not to put humans “in the loop” or “on 
the loop” so much as to be maximally thoughtful and 
creative about new technologies at the time of their design 
and deployment.

In this light, here are five recommended initiatives, 
building from the most modest to the most expansive. 

1. Increase defense and intelligence agencies’ focus 
on risks of accidents and emergent effects. Do this, 
for example, by making these concerns a significant 
part of quadrennial reviews, periodic national intel-
ligence estimates, net assessments, war games, and 
red team exercises. Nothing is free. This recommended 
effort will be at the cost of some marginal investment 
otherwise used to assess and plan for conflict. This 
report argues, however, that this allocation of resources 
is warranted: Though the risks of inadvertent actions 
cannot be well calculated, a better-balanced system 
would at least educate senior decisionmakers about 
them and encourage them to take more account of them 
as urged in the following recommendations. Red team 
attacks are particularly valuable for exposing vulnerabil-
ities commonly overlooked by program proponents and 
day-to-day operators.

Against this, some might respond that the conse-
quences of intentionally initiated global warfare would be 
much greater than the consequences, however traumatic, 
from accident. By this view, accordingly, it would be ill 
advised to divert any preventive effort from the former 
to the latter. However, this argument envisions a binary 
state of badness: on the one hand, accidents that cause 
tolerable trauma and, on the other hand, malevolent acts 
that can cause intolerable catastrophe. This distinction is 
dubious. History and analysis clarify that accidents and 
emergent effects are significant causes of catastrophic 
malevolent acts.101 One value of the recommended games 
and assessments would be to clarify this and to suggest 
firebreaks and other ways of mitigating this risk. 

There is a second consideration. Agencies’ devel-
opment and deployment of new technologies will be 
jeopardized if catastrophic accidents occur and, most 
especially, if these agencies are ill prepared when they 
do occur. In this light, the recommended initiative, 
far from undermining technological investment for 
warfighting and deterrence, is a necessary protection 
for that investment. 

The technologies of concern 
to us have attributes that 
are not familiar and have the 
potential to move beyond the 
boundaries of closed loops.
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Beyond that, national security agencies need to 
increase knowledge of the risks these technology invest-
ments entail, to declare and dramatize these risks, and to 
stimulate processes that will be called upon in the event 
of accident.102 

Some top-level policy guidance is a prerequisite to 
balancing our interests, and this is most likely to result 
from heightened attention in regular policy reviews. 
In addition, at least some documents that reflect this 
recognition of risk must be public and engage Congress, 
the White House, and other relevant executive branch 
agencies and offices. The natural tendency within the 
national security establishment is to minimize the 
visibility of these issues and to avoid engagement with 
potentially disruptive outside actors. But this leaves tech-
nology initiatives with such a narrow a base of support 
that they are vulnerable to overreaction when accidents 
or revelations occur. The intelligence agencies should 
have learned this lesson when they had only weak public 
support in the face of backlash when their cyber docu-
ments and tools were hacked. 

Leadership attention and broader support alone are 
not sufficient. Leaders also must foster a more extensive 
understanding of these risks. The 2008 financial crisis 
catalyzed work to improve our understanding of how 
one bank’s actions can trigger reactions throughout the 
whole banking system.103 The 2013 Ebola crisis stimu-
lated analogous work on epidemic risk.104 The previous 
section described our shortfalls in understanding our 
risks from new technologies and observed that it is hard 
to assess these risks precisely because the technologies 
are, and will be, new. War games and simulations will 
build our understanding. 

 

2. Routinely consider and aim to reduce risks of 
proliferation, adversarial behavior, accidents, and 
emergent behaviors when developing, deploying, 
and employing technologies for warfare. Give 
priority to reducing these risks. During operations, 
the role of human decisionmakers will be limited. As 
technology advances, this role will contract. The most 
important opportunities for control are before they are 
used in conflict, that is, when programs and safeguards 
are designed and implemented. As a celebrated histo-
rian observed in other contexts, “the decisive choice is 
seldom the latest choice in the series. More often than 
not, it will turn out to be some choice made relatively 
far back in the past.”105 

The precept is broadly understood. Before new 
weapons systems are deployed, well-established 
defense department systems of test and evaluation 
require a “designated approval authority” to assess the 
risks of accidents from these weapons. A proponent of 
cybersecurity innovations, for example, must identify 
opportunities for adversarial attack and consider these 
risks, as well as risks of accident, before a new system is 
introduced.106 But this approach needs to be applied to 
emergent risks that do not lend themselves to convincing 
probabilistic calculation. It should be made applicable to 
the whole suite of new technologies (biology, robotics, 
etc., not just IT), to programs in development as well as 
near deployment, and to assessment of likely costs to us 
when adversaries adopt technologies we develop and 
exploit vulnerabilities we present as we increase the 
range and complexity of our systems. 

Encouraged in part by this report, DARPA and IARPA 
have begun to explore how they might systematically 
build these considerations into their programs. An 
appendix to this report presents questions developed by 
IARPA Director Jason Matheny as prerequisites to be 
answered before the introduction of new programs.

While American military and intelligence agencies 
progress with all technologies on which our national 
security depends, including particularly destructive tech-
nologies, it is important that their leaders understand the 
limits of our comprehension of what they are introducing 
and that agencies design for resilience in the face of 
failure.107 This requires learning from simulations of per-
formance under a variety of conditions, including attack; 
abstracting from analogous systems;108 developing data 
by controlled experience with new systems;109 auditing 
those systems110 as they are maintained,111 updated, and 
operated in practice; and assisting and training human 
operators and supervisors so that they can intervene and 
if necessary terminate machine operations if warranted. 

The natural tendency 
within the national security 
establishment is to minimize 
the visibility of these issues 
and to avoid engagement with 
potentially disruptive outside 
actors.
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U.S. national security agencies have models of this 
approach from the controls with which we have sur-
rounded nuclear technology as a means of propulsion for 
our submarine force, as weaponry for our strategic nuclear 
forces, and as a core of energy from our nuclear power 
plants. Our future uses of new technologies need to be 
at least as strong as these past programs in their training 
regimens, procedures, and safeguards. But many of the 
new technologies are more opaque, more rapidly evolving, 
and less tightly controlled by human operators than in the 
past.112 Furthermore, past programs like those for nuclear 
submarines and nuclear weapons have been relatively 
isolated and therefore easier to protect. Risks of sabotage 
and emergent effects from interaction will be greater with 
systems that have more autonomy and operate in more 
populated and interactive technological and physical 
environments. Consequently, these systems need to be even 
better understood and better controlled than their pre-
decessors. A United Nations group concerned with lethal 
autonomous weapons has posed four relevant questions:

¡¡ How are existing systems verified (was it built right) 
and validated (was the right system built)? Are existing 
and planned autonomous systems scrutable (what do 
you know and how do you know it)? Can machines 
describe their learning?

¡¡ How are human and social safety issues such as 
hacking and privacy being tackled? Can autonomous 
machines be made foolproof against hacking?

¡¡ Can there be software/hardware locks on machine 
behavior, and could a learning machine be prevented 
from bypassing/changing them?

¡¡ Does the transformative character of AI and its 
possible ubiquity limit the [lethal autonomous weapon 
systems] discussion in any manner, or is AI like other 
dual-use technologies in the past?113

Two DARPA programs are suggestive about tech-
nical possibilities. A first effort recognizes that opaque 
algorithms must be understood by operators “if future 
warfighters are to . . . appropriately trust, and effectively 
manage an emerging generation of artificially intelligent 
machine partners.”114 The “Explainable AI (XAI) program 
aims to create . . . [n]ew machine-learning systems [that] 
will have the ability to explain their rationale, characterize 
their strengths and weaknesses, and convey an under-
standing of how they will behave in the future.“115 A second 
program pursues control in biological contexts. The Safe 
Gene Program aims to develop genetic turn-off switches,116 
counter-measures and other tools that “build in biosafety 
for new biotechnologies at their inception.”117 

3. Independently and regularly assess the risks of 
accidents and emergent effects from our military 
technologies. Encourage the same effort from our 
opponents and credible third parties. The previous 
section indicated why it is extremely difficult for anyone, 
no matter how technologically astute, to discern and 
assess the risks associated with new technologies. It 
is exponentially harder for those within organizations 
devoted to developing these technologies to sustain 
potentially disruptive analyses and to force responses 
that may minimize risk but reduce effectiveness or raise 
costs.118 Two of the most eminent thinkers about “normal 
accidents”119 emphasized this variable. Scott Sagan 
decried the military propensity in accidents he inves-
tigated to “circle the wagons.”120 By contrast, Charles 
Perrow attributed progress in commercial aviation safety 
in large measure to the “rich mix of interested formal 
organizations checking upon each other.“121

In this light, it would be valuable, perhaps invalu-
able, to supplement organizational assessments with 
reviews by experts outside proponent organizations.122 
To test this proposition, an external review should be 
conducted of a sample of perhaps a half dozen programs 
developing nascent technologies. If this review proves 
useful, then it might be regularized under the aegis of 
one of the existing external bodies, for example the Office 
of Technology Policy in the White House, the National 
Institute of Standards and Technology, the President’s 
Intelligence Advisory Board, the Defense Science Board, 
or an Inspector General.123 

Experience with such reviews should be assimilated 
before judgments are made about how frequently and 
robustly they should be undertaken. If of limited value, 
they might be at substantial intervals or not at all. If of 
notable value they might be conducted at regular inter-
vals or more or less continuously.

If American agencies found this to be desirable, 
other nations should be encouraged to establish 
similar systems. A third party (for example, the United 
Nations)124 also might be encouraged to make such 
assessments and, optimally, to coordinate with national 
efforts so as to sensitize all nations about risks that can be 
understood at least in unclassified contexts. National risk 
analyses and risk reduction efforts could be encouraged 
by sharing some civilian technology applications with 
those who complied.125
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4. Increase multilateral planning with our allies 
and our opponents so that we are cooperatively 
better able to recognize and respond to accidents, 
catastrophic terrorist events, and unintended state 
conflicts. American policymakers have long under-
stood that it does us little good to safeguard our nuclear 
weapons if our opponents do not safeguard theirs. They 
need to extrapolate from that lesson. For example, 
safeguards surrounding American experimentation 
with genetic modifications avail us little if modifications 
created in other countries escape into the global envi-
ronment. The point is generalizable across all potent 
technologies. It would be dangerously naive for us to 
assume that foreign parties carefully assess and evaluate 
risks in their frame of reference just as we do in ours.

All nations employing advanced destructive tech-
nologies need to share perceptions of risks and 
safeguards.126 The previous recommendation would 
help in that regard. From that foundation, we need to 
plan together to cope with unanticipated and unde-
sired events.127 A terrorist attack with a contagious 
pathogen in Moscow or an accident from a laboratory in 
China will put our security interests very much in play. 
Conversely, they have a stake in our activities. We need 
to plan for robust cooperation across as well as within 
alliance relationships.128 

To achieve this, national security agencies from many 
nations should collaboratively use the tools of analysis, 
simulation, and gaming that have just been recom-
mended to deepen American understanding. These 
efforts would provide a foundation for cooperation. 
Risks cannot be understood simply from our perspec-
tive, nor can we safely leave others to understand them 
only from their perspectives.129 

 
5. Use the new technologies as means for encour-
aging and verifying treaties and norms. Deterrence 
is the big stick that keeps nations from crossing some 
critical lines. However, American national security 
officials have supplemented deterrence with a web 
of treaties and norms that create disincentives to 
development, deployment, and employment of some 
technologies.130 Most evidently, both our success and 
our failure with these tools are reflected in the fact 
that there are approximately 15,000 nuclear weapons 
in the arsenals of nine nations.131 Though the number 
is distressingly high, nonproliferation treaties have 
contributed to keeping it lower than it otherwise would 
be.132 And though strategists celebrate deterrence as 
the primary means of preventing conflict between 

nuclear states, a norm of no-first use133 undoubtedly has 
contributed to keeping nuclear nations from using these 
weapons against states without nuclear weapons.134

This model of treaties and norms has been employed 
with imperfect but nonetheless great benefit in efforts 
to control other new military technologies. With 
varying degrees of success nations have moderated 
the development, proliferation, and use of missiles,135 
blinding lasers,136 land mines,137 weapons in outer 
space,138 chemical weapons,139 etc.140 Recognizing this, 
biologists,141 leaders in AI,142 cyber experts,143 and those 
concerned with other new technologies144 are attempting 
to encourage emergent norms145 and treaty restraints 
on development, proliferation, and destructive use 
of these technologies. 

Unfortunately, the strength and attraction of these 
tools is largely proportional to participating nations’ 
faith in our abilities to observe their violation.146 Nations 
have made substantial headway with norms and treaties 
when, and only when, they can find means of moni-
toring tests, materials, equipment, weapons, and use.147 

Responsible leaders cannot be Pollyanna-ish about 
possible adversaries who may publicly foreswear tech-
nology developments but secretly continue with them.148 
President Reagan’s proposition “trust, but verify,” seems 
still to obtain with its strong implicit corollary: When we 
can’t verify, we don’t trust. 

Our central problem is that by all present measures the 
technologies described in this report are of low visibility. 
Biological work that once required industrial facilities 
and controllable supplies now can be conducted inside 
of commonplace buildings with commercially available 
micro-equipment and material.149 Work on AI is even 
more difficult to trace as computational hardware has 
steadily miniaturized and proliferated, and the most 
basic medium of progress, software, is extraordinarily 
difficult to access and scrutinize. 

There may be opportunities inherent in the very 
technologies of concern, however. AI systems are 
particularly valuable as means for detecting activi-
ties otherwise lost in the noise of the benign everyday 
activity. Well-designed biological systems can be 
exquisite sensors of perturbations in their environ-
ments. Information technologies create opportunities 
for looking within opponents’ systems. None of these 
mechanisms are perfect, but all are powerful. As these 
technologies develop, American national security 
officials should make it a priority to broaden and inten-
sify our investments in them as means of arms control, 
not just armament. 
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Conclusion

There is good reason for America to pursue technolog-
ical superiority in the future as it has in the past. As our 
national security leaders strain in that direction, they must 
also recognize that even a persistently first-place position 
in this race entails risks. This essay highlights the point 
that superiority is not synonymous with security: There are 
substantial risks from the race. 

This would be more tolerable if the race had a foresee-
ably good ending or if the risks were readily ascertainable, 
small and controllable. But, unless the paranoia of the 
human animal abates, the race appears to be unending. 
The source of that problem is not in our technologies, it 
is in us. As E. E. Morison observed a half century ago, “[o]
ne of the things you can learn from history is that men 
have lived with machinery at least as well as, and probably 
a good deal better than, they have yet learned to live 
with one another.”150 

But technology makes our situation worse. Many have 
seen how the power of technology amplifies the power 
of malevolent acts and therefore the risks that nations, 
groups, and individuals consciously initiate one another’s 
destruction. This report highlights the probability that 
we don’t have to will this result – it may emerge because 
nations, groups and individuals can’t well control what 
they create. To return to the metaphor with which this 
report began, we are loading more and more bullets into 
guns that are more widely distributed not only within our 
system and among our allies, but also among opponents 
who are following our technological lead. The resulting 
technical-human system always has been dangerous, but 
with each year it is accumulating more risks and the like-
lihood is that in the future it will be riskier still. America 
is not alone responsible for this technological roulette, 
but because it is superior it has the primary responsibility 
and the primary opportunity to diminish risk. Doing so is 
imperative to protecting our security.

At the outset, this report observed that many fears about 
new technologies root more in emotion than in reason. 
This makes it too easy to discard even well-grounded 
concerns as irrational or Luddite. Hopefully, this report 
rebuts that easy dismissal. While reinforcing the case for 
care, we should not neglect, however, the relevance of 
emotionally rooted reactions. At a minimum we should 
recognize that catastrophic accidents are likely to be signif-
icant because of the psychological and political reactions 
they induce as well as for their more immediate material 
consequences. (Thus, for example, some countries cut back 
all nuclear programs after radiation was released when a 
tsunami hit reactors in Fukushima, Japan.)

More positively, fear can be our friend. To be sure, 
it can paralyze, mislead and feed irrational desires 
to reverse the arrow of time. But if properly consid-
ered, it may alert all users – us and our opponents – to 
faults in what we are doing and where we are going. 
Technological developments are empowering, infat-
uating, and frequently irresistible. But they carry real 
risks that are obscured by complexity, bureaucratic 
momentum, misunderstanding, and the thirst that 
individuals and organizations have for enhanced capa-
bilities. These risks are not effectively controlled by, as 
some would have it, “keeping humans in the loop.” By 
highlighting the limits of our control, this report tries to 
strip away false comfort. Fears sensitize us to the risks we 
commonly overlook and unwisely discount.

Properly acknowledged fear can be a powerful 
bonding agent. It joins love and self-interest as an 
essential part of the trinity that motivates people. It is 
even more important in international relations because 
nations, to put it mildly, are short on love for one another. 

National security officials often identify allies and 
adversaries as though these were immutable categories 
carrying necessary consequences in our relationships. 
But history teaches a different lesson, well illustrated by 
America on the eve of World War II. Our affinities with 
the democracies of Western Europe and our yet deeper 
special relationship with Britain did not motivate us to 
intervene when Hitler attacked them in 1940 and 1941. 
But when the United States came to fear for itself, it 
cemented an alliance even with Stalin’s Soviet Union. No 
opponent we now face is so evil and repugnant as Stalin. 
We cooperated with him – and him with us – because we 
saw a greater risk from Hitler and the Nazi state.

It is a well-established trope in science fiction to 
envision an alien threat as a catalyst that welds together 
nations that were previously hostile. We don’t have to 
wait for the aliens. If humanity comes to recognize that 
we now confront a great common threat from what we 
are creating, we can similarly open opportunities for 
coming together. Cooperation in this area may become 
a beachhead for broader cooperation. Put another way, 
a clear-eyed view of militaries as inadvertent actors 
may open a path to taming our capacities for destruc-
tion. Perhaps this is too much to hope for. But then, 
perhaps it is not.
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Questions Developed For Program Managers Making New Proposals  
by Dr. Jason Matheny, Director, IARPA

1.	 What is your estimate about how long it would take a major nation competitor to weaponize this technology after 
they learn about it? What is your estimate for a non-state terrorist group with resources like those of al Qaeda in 
the first decade of this century?

2.	 If the technology is leaked, stolen, or copied, would we regret having developed it? What if any first mover advan-
tage is likely to endure after a competitor follows?

3.	 How could the program be misinterpreted by foreign intelligence? Do you have any suggestions for reducing that 
risk? 

4.	 Can we develop defensive capabilities before/alongside offensive ones?

5.	 Can the technology be made less prone to theft, replication, and mass production? What design features could 
create barriers to entry?

6.	 What red-team activities could help answer these questions? Whose red-team opinion would you particularly 
respect?

Appendix
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Endnotes

1.	 Military technological advantage derives from research 
initiatives, assimilation of research undertaken by 
others (including civilians and military competitors), 
translation of inventions into instruments relevant to 
warfare, development of strategies and operational 
concepts that take advantage of these instruments, and 
providing incentives and training for service members to 
employ these innovations. A brief informative layman’s 
description of the different aspects of this process is 
provided by Malcolm Gladwell, “Creation Myth: Xerox 
PARC, Apple, and the Truth About Innovation,” The New 
Yorker, May 16, 2011, https://www.newyorker.com/mag-
azine/2011/05/16/creation-myth. This report refers to 
all these strands without attempting to disentangle their 
respective roles.

2.	 It is also relevant that China’s population is three times 
the size of the United States. This is both an advantage 
(for example, by demanding technology sharing as a 
predicate to access to its markets) and a disadvantage 
(for example, by creating imperatives for greater per cap-
ita social expenditures rather than military investments). 

3.	 And supporting systems of command and control, sen-
sors, analytic algorithms, etc.

4.	 The Future of Humanity Institute at Oxford University 
has focused attention on these issues, beginning with a 
2008 conference at which participants rated the likeli-
hood of a “technologically induced global catastrophe” 
during the next century at greater than 10 percent. Nick 
Beckstead et al., “Unprecedented Technological Risks,” 
(Future of Humanity Institute, 2014), https://www.fhi.
ox.ac.uk/wp-content/uploads/Unprecedented-Techno-
logical-Risks.pdf, provides a good summary, referencing 
several technologies, of risks of concern to FHI. 

5.	 Two classics are Scott D. Sagan, The Limits of Safety: 
Organizations, Accidents and Nuclear Weapons (1993) and 
Charles Perrow, Normal Accidents: Living with High-Risk 
Technologies (first published in 1984, reissued with addi-
tional material in 1999; all references in this report are to 
the later edition). Eric Schlosser, Command and Control: 
Nuclear Weapons, the Damascus Accident and The Illu-
sion of Safety (2013) provides a modern update focused 
on a particular accident. Analysis of high reliability orga-
nizations has continued in a number of contexts, notably 
including through the High Reliability Organizations 
Project led by Todd LaPorte at the University of Califor-
nia at Berkeley. Some of the history of the Berkeley effort 
and of opposing viewpoints on these issues is chronicled 
in Mathilde Bourrier, “The Legacy of the Theory of High 
Reliability Organizations: An Ethnographic Endeavor,” 
(Sociograph – Working Paper n°6 /2011), https://www.
unige.ch/sciences-societe/socio/files/4814/0533/5881/
sociograph_working_paper_6.pdf.

6.	 Subversive efforts within the competition will increase 
these risks.

7.	 Calestous Juma, Innovation and Its Enemies: Why People 
Resist New Technologies (2016) 294, presents a series 
of engaging case studies. He emphasizes that “[w]hat 
appears on the surface as conservatism or irrational re-
jection of new ideas may represent a deeper logic of social 
stability woven around moral values, sources of legitimacy 
and economic interests.”

8.	 Perhaps these fears are inherently human, and our 
technology anxieties are presaged by our fears of natural 
disasters and wrath of the Gods. By this view, as technolo-
gy has secured greater control of the natural environment, 
perhaps it has taken on the burden of worry previously 
associated with natural risks, as though there were some 
psychological law of conservation of fear. This argues that 
we should be on guard for the play of our emotions. It 
does not, however, demonstrate that there are no risks.

9.	 And those laboratories, as Michael Hopmeier has pointed 
out, are today’s factories.

10.	 “The physics community has a special relationship to 
nuclear weapons policy. Physicists invented and refined 
nuclear weapons and historically have made major con-
tributions to efforts to limit the dangers they pose.” Steve 
Fetter et al., “Nuclear Weapons,” Physics Today, April 
2018, 39. 

11.	 Stephen Hawking et al., “Stephen Hawking: ‘Transcen-
dence looks at the implications of artificial intelligence 
– but are we taking AI seriously enough?’” Independent, 
May 1, 2014. 

12.	 “Autonomous Weapons: An Open Letter from AI & Robot-
ics Researchers,” (July 28, 2015) https://futureoflife.org/
open-letter-autonomous-weapons/. Follow-up discussion 
and an articulation of research priorities in 2017 can be 
found at “Asilomar AI Principles,” https://futureoflife.org/
ai-principles/.

13.	 See, for example, Marc Lipsitch and Thomas V. Ingles-
by, “Moratorium on Research Intended To Create Novel 
Potential Pandemic Pathogens,” (American Society for 
Microbiology, 2014), doi: 10.1128/mBio.02366-1412 De-
cember 2014 mBio vol. 5no. 6 e02366-14: “[R]esearch that 
aims to create new potential pandemic pathogens (PPP) 
. . . represents a tiny portion of the experimental work 
done in infectious disease research, [but] it poses extraor-
dinary potential risks to the public.” Leading geneticist 
Kevin Esvelt says, “I occupy a strange position . . . I am 
probably the foremost critic of genetic engineering and 
yet I am also someone at the forefront of the work I cri-
tique.” Kristen V. Brown, “This Scientist is Trying to Stop 
a Lab-created Global Disaster,” Splinter, June 27, 2016, 
https://splinternews.com/this-scientist-is-trying-to-stop-
a-lab-created-global-d-1793857858, quoting Kevin Esvelt, 
head of MIT’s Sculpting Evolution Laboratory.
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14.	 James R. Clapper, “Statement for the Record Worldwide 
Threat Assessment of the US Intelligence Community 
(Senate Armed Services Committee, February 9, 2016), 9 
(emphasis added), https://www.dni.gov/files/documents/
SASC_Unclassified_2016_ATA_SFR_FINAL.pdf. 

15.	 Julie Bort quoting Bruce Schneier, “Now We Must ‘Pledge 
Allegiance’ To Apple Or Google To Stay Safe,” Business In-
sider, November 7, 2012, https://www.schneier.com/news/
archives/2012/11/now_we_must_pledge_a.html.

16.	 Daniel E. Geer Jr., “A Rubicon,” (Hoover Institution, Aegis 
Series Paper No. 1801, February 2018). Geer continued: 
“There are two—precisely and only two—classes of cyber 
risks that directly rise to the level of national security . . . 
One class is those critical services which by the very defi-
nition of their mission must create a single point of failure. 
. . . The other risk at the level of national security is that of 
cascade failure which implicates services that are critical 
or merely pervasive.”

17.	 The military is concerned, of course, to control its mem-
bers as well as its instruments of warfare. The human 
aspect of this equation is as important as technology issues, 
but is not the subject of this report. For readers who wish 
to consider the imperative of human controls, a compel-
ling starting point might be Jim Frederick, Black Heart: A 
Platoon’s Descent into Madness in Iraq’s Triangle of Death 
(2012).

18.	 See, for example, “In the Matter of Knight Capital Ameri-
cas LLC: Order Instituting Administrative and Cease-And-
Desist Proceedings,” October 16, 2013, 2–3, in which the 
SEC describes its response to automated trading: “Recent 
events and Commission enforcement actions have demon-
strated that this investment must be supported by an equal-
ly strong commitment to prioritize technology governance 
with a view toward preventing, wherever possible, soft-
ware malfunctions, system errors and failures, outages or 
other contingencies and, when such issues arise, ensuring a 
prompt, effective, and risk-mitigating response. The failure 
by, or unwillingness of, a firm to do so can have potentially 
catastrophic consequences for the firm, its customers, their 
counterparties, investors and the marketplace. The Com-
mission adopted Exchange Act Rule 15c3-52 in November 
2010 to require that brokers or dealers, as gatekeepers 
to the financial markets, ‘appropriately control the risks 
associated with market access, so as not to jeopardize their 
own financial condition, that of other market participants, 
the integrity of trading on the securities markets, and the 
stability of the financial system.’” 

19.	 Perrow, Normal Accidents, 371–72, 382, distinguishes be-
tween error inducing and error avoiding organizations. He 
identifies information sharing as an important character-
istic that played an important role in determining whether 
a given system was of one or the other type. In this context 
he observes that the civilian aircraft industry was helped 
greatly by an extensive record system and “the rich mix of 
interested formal organizations checking upon each other.” 

20.	 See for example, the efforts of a developer infrastructure 
group charged with increasing visibility of interdependen-
cies in different parts of Google’s operations. J. D. Mor-
genthaler et al., “Searching for Build Debt: Experiences 
Managing Technical Debt at Google” (Proceedings of the 
Third International Workshop on Managing Technical 
Debt, 2012), https://static.googleusercontent.com/media/
research.google.com/en//pubs/archive/37755.pdf. 

21.	 On the subject generally, see Federation of American Sci-
entists, “What is Over-Classification?” October 21, 2013, 
https://fas.org/blogs/secrecy/2013/10/overclass/.

22.	 Sagan, The Limits of Safety, 17. 

23.	 Praising “the cautious, conservative Pentagon processes 
widely derided as obstacles to innovation [the Deputy 
Secretary of Defense emphasized the importance of ] ‘op-
erational test and evaluation, where you convince yourself 
that the machines will do exactly what you expect them 
to, reliably and repeatedly.’” Sydney J. Freedberg Jr., “War 
Without Fear: DepSecDef Work On How AI Changes Con-
flict,” Defense One, May 31, 2017, https://breakingdefense.
com/2017/05/killer-robots-arent-the-problem-its-unpre-
dictable-ai/.

24.	 Clausewitz’s famous formulation still applies. War, he 
observed, “involves tremendous friction which cannot, as 
in mechanics, be reduced to a few points, is everywhere in 
contact with chance, and brings with it effects that cannot 
be measured, just because they are largely due to chance.” 
Karl von Clausewitz, On War, edited by Michael Howard 
and translated by Peter Paret (1989), 120. 

25.	 Steven Johnson, Emergence: The Connected Lives of Ants, 
Brains, Cities (2001), 19, offers the insightful comment: 
“Complexity characterises the behaviour of a system or 
model whose components interact in multiple ways and 
follow local rules, meaning there is no reasonable higher 
instruction to define the various possible interactions. . . . 
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