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Executive Summary

ot long after COVID-19 gave the world a glimpse 
of the catastrophic potential of biological events, 
experts began warning that rapid advancements 

in artificial intelligence (AI) could augur a world of 
bioterrorism, unprecedented superviruses, and novel 
targeted bioweapons. These dire warnings have risen to 
the highest levels of industry and government, from the 
CEOs of the world’s leading AI labs raising alarms about 
new technical capabilities for would-be bioterrorists, to 
Vice President Kamala Harris’s concern that AI-enabled 
bioweapons “could endanger the very existence of human-
ity.”1 If true, such developments would expose the United 
States to unprecedented catastrophic threats well beyond 
COVID-19’s scope of destruction. But assessing the degree 
to which these concerns are warranted—and what to 
do about them—requires weighing a range of complex 
factors, including:

 ¡ The history and current state of American biosecurity

 ¡ The diverse ways in which AI could alter existing biose-
curity risks

 ¡ Which emerging technical AI capabilities would impact 
these risks

 ¡ Where interventions today are needed

This report considers these factors to provide policy-
makers with a broad understanding of the evolving 
intersection of AI and biotechnology, along with action-
able recommendations to curb the worst risks to national 
security from biological threats.

The sources of catastrophic biological risks are varied. 
Historically, policymakers have underappreciated the 
risks posed by the routine activities of well-intentioned 
scientists, even as the number of high-risk biosecurity 
labs and the frequency of dangerous incidents—perhaps 
including COVID-19 itself—continue to grow. State 
actors have traditionally been a source of considerable 
biosecurity risk, not least the Soviet Union’s shockingly 
large bioweapons program. But the unwieldiness and 
imprecision of bioweapons has meant that states remain 
unlikely to field large-scale biological attacks in the near 
term, even though the U.S. State Department expresses 
concerns about the potential bioweapons capabilities of 
North Korea, Iran, Russia, and China. On the other hand, 
nonstate actors—including lone wolves, terrorists, and 
apocalyptic groups—have an unnerving track record of 
attempting biological attacks, but with limited success due 
to the intrinsic complexity of building and wielding such 
delicate capabilities.

Today, fast-moving advancements in biotechnology—
independent of AI developments—are changing many of 
these risks. A combination of new gene editing tech-
niques, gene sequencing methods, and DNA synthesis 
tools is opening a new world of possibilities in synthetic 
biology for greater precision in genetic manipulation 
and, with it, a new world of risks from the development 
of powerful bioweapons and biological accidents alike. 
Cloud labs, which conduct experiments on others’ 
behalf, could enable nonstate actors by allowing them to 
outsource some of the experimental expertise that has 
historically acted as a barrier to dangerous uses. Though 
most cloud labs screen orders for malicious activity, 
not all do, and the constellation of existing bioweapons 
norms, conventions, and safeguards leaves open a range 
of pathways for bad actors to make significant progress in 
acquiring viable bioweapons.

But experts’ opinions on the overall state of U.S. 
biosecurity range widely, especially with regard to 
fears of nonstate actors fielding bioweapons. Those less 
concerned contend that even if viable paths to building 
bioweapons exist, the practicalities of constructing, 
storing, and disseminating them are far more complex 
than most realize, with numerous potential points of 
failure that concerned parties either fail to recognize 
or underemphasize. They also point to a lack of a major 
bioattacks in recent decades, despite chronic warnings. 
A more pessimistic camp points to experiments that 
have demonstrated the seeming ease of successfully 
constructing powerful viruses using commercially avail-
able inputs, and seemingly diminishing barriers to the 
knowledge and technical capabilities needed to create 
bioweapons. Less controversial is the insufficiency of U.S. 
biodefenses to adequately address large-scale biolog-
ical threats, whether naturally occurring, accidental, or 
deliberate. Despite COVID-19’s demonstration of the U.S. 
government’s inability to contain the effects of a major 
outbreak, the nation has made limited progress in miti-
gating the likelihood and potential harm of another, more 
dangerous biological catastrophe.

New AI capabilities may reshape the risk landscape for 
biothreats in several ways. AI is enabling new capabilities 
that might, in theory, allow advanced actors to optimize 
bioweapons for more precise effects, such as targeting 
specific genetic groups or geographies. Though such 
capabilities remain speculative, if realized they would 
dramatically alter states’ incentives to use bioweapons 
for strategic ends. Instead of risking their own militaries’ 
or populations’ health with the unwieldy weapons, 
states could sabotage other nations’ food security or 
incapacitate enemies with public health crises from 
which they would be unlikely to rebound. Relatedly, the 
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same techniques could create superviruses optimized 
for transmissibility and lethality, which may consider-
ably expand the destructive potential of bioweapons. 
Tempering these fears, however, are several technical 
challenges that scientists would need to overcome—if 
they can be solved at all.

The most pressing concern for biological risks related 
to AI stems from tools that may soon be able to accel-
erate the procurement of biological agents by nonstate 
actors. Recent studies have suggested that foundation 
models may soon be able to help accelerate bad actors’ 
ability to acquire weaponizable biological agents, even 
if the degree to which these AI tools can currently 
help them remains marginal.2 Of particular concern 
are AI systems’ budding abilities to help troubleshoot 
where experiments have gone wrong, speeding the 
design-build-test-learn feedback loop that is essential 
to developing working biological agents. If made more 
effective, emerging AI tools could provide a boon to 
would-be bioweapons creators by more dynamically pro-
viding some of the knowledge needed to produce and use 
bioweapons, though such actors would still face other 
significant hurdles to bioweapons development that are 
often underappreciated.

AI could also impact biological risks in other ways. 
Technical faults in AI tools could fail to constrain 
foundation models from relaying hazardous biological 
information to potential bad actors, or inadvertently 
encourage researchers to pursue promising medicinal 
agents with unexpected negative side effects. Using AI 
to create more advanced automated labs could expose 
these labs to many of the risks of automation that have 
historically plagued other complex automated systems, 
and make it easier for nonspecialists to concoct bio-
logical agents (depending upon the safety mechanisms 
that automated labs institute). Finally, heavy investment 
in companies and nations seeking to capitalize on AI’s 
potential for biotechnology could be creating competi-
tion dynamics that prioritize speed over safety. These 
risks are particularly acute in relation to China, where 
a variety of other factors shaping the country’s biotech 
ecosystem also further escalate risks of costly accidents.

Attempting to predict exactly how and when cata-
strophic risks at the intersection of biotechnology and AI 
will develop in the years ahead is a fool’s errand, given the 
inherent uncertainty about the scientific progress of both 
disciplines. Instead, this report identifies four areas of 
capabilities for experts and policymakers to monitor that 
will have the greatest impact on catastrophic risks related 
to AI:

1. Foundation models’ ability to effectively provide experi-
mental instructions for advanced biological applications

2. Cloud labs’ and lab automation’s progress in dimin-
ishing the demands of experimental expertise in 
biotechnology

3. Dual-use progress in research on host genetic suscepti-
bility to infectious diseases

4. Dual-use progress in precision engineering of viral 
pathogens

Careful attention to these capabilities will help experts and 
policymakers stay ahead of evolving risks in the years to come.

For now, the following measures should be taken to curb 
emerging risks at the intersection of AI and biosecurity:

 ¡ Further strengthen screening mechanisms for cloud labs 
and other genetic synthesis providers

 ¡ Engage in regular, rigorous assessments of the biological 
capabilities of foundation models for the full bioweapons 
lifecycle

 ¡ Invest in technical safety mechanisms that can curb the 
threats of foundation models, especially enhanced guard-
rails for cloud-based access to AI tools, “unlearning” 
capabilities, and novel approaches to “information 
hazards” in model training

 ¡ Update government investment to further prioritize agility 
and flexibility in biodefense systems

 ¡ Long term, consider a licensing regime for a narrow set of 
biological design tools with potentially catastrophic capa-
bilities, if such capabilities begin to materialize
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Introduction

n 2020, COVID-19 brought the world to its knees, 
with nearly 29 million estimated deaths, acute social 
and political disruptions, and vast economic fallout.3 

However, the event’s impact could have been far worse 
if the virus had been more lethal, more transmissible, or 
both. For decades, experts have warned that humanity 
is entering an era of potential catastrophic pandemics 
that would make COVID-19 appear mild in comparison. 
History is well acquainted with such instances, not least 
the 1918 Spanish Flu, the Black Death, and the Plague of 
Justinian—each of which would have dwarfed COVID-
19’s deaths if scaled to today’s populations.4

Equally concerning, many experts have sounded 
alarms of possible deliberate bioattacks in the years 
ahead. There is some precedent: in the weeks following 
9/11, letters containing deadly anthrax spores were 
mailed to U.S. lawmakers and media outlets, and the 
attack could have been considerably worse had the per-
petrator devised a more effective dispersion mechanism 
for the anthrax. The episode could portend a future 
in which more widely available biological capabilities 
mean malicious individuals and small groups devastate 
governments and societies through strategic biological 
attacks. Jeff Alstott, former director for technology 
and national security at the National Security Council, 
warned in September 2023 that the classified record 
contained “fairly recent close-ish calls” of nonstate 
actors attempting to use biological weapons with “stra-
tegic scale.”5

Accurately weighing just how credible such dire 
warnings are can feel next to impossible, and requires 
clear judgment in the face of opaque counterfactuals, 
alarmism, denialism, and horrific possibilities. But 
regardless of their likelihood, the destructive poten-
tial of biological catastrophes is undeniably enormous: 
history is littered with examples of societies straining 
and even collapsing under the weight of diseases—
from ancient Athens’s ruinous contagion during the 
Peloponnesian War, to the bubonic plague that crippled 
the Eastern Roman Empire in the 6th century, to the 
cataclysmic salmonella outbreak in the Aztec empire in 
the 16th century.6 It is essential that U.S. leaders soberly 
address the risks of biological catastrophe—which many 
claim will change dramatically in the age of artificial 
intelligence.

Government and industry leaders have expressed 
grave concerns about the potential for AI to dramatically 
heighten the risks of catastrophic events in general, and 
biological catastrophes in particular.7 In a July 2023 

congressional hearing, Dario Amodei, CEO of leading 
AI lab Anthropic, stated that within two to three years, 
there was a “substantial risk” that AI tools would “greatly 
widen the range of actors with the technical capability to 
conduct a large-scale biological attack.”8 Former United 
Kingdom (UK) Prime Minister Rishi Sunak similarly 
expressed urgent concern that there may only be a “small 
window” of time before AI enables a step change in bio-
terrorist capabilities.9 U.S. Vice President Kamala Harris 
warned of the threat of “AI-formulated bio-weapons 
that could endanger the lives of millions . . . [and] could 
endanger the very existence of humanity.”10 These 
are serious claims. If true, they represent a significant 
increase in bioterrorism risks. But are they true?

This report aims to clearly assess AI’s impact on the 
risks of biocatastrophe. It first considers the history and 
existing risk landscape in American biosecurity inde-
pendent of AI disruptions. Drawing on a sister report, 
Catalyzing Crisis: A Primer on Artificial Intelligence, 
Catastrophes, and National Security, this study then 
considers how AI is impacting biorisks across four 
dimensions of AI safety: new capabilities, technical chal-
lenges, integration into complex systems, and conditions 
of AI development.11 Building on this analysis, the report 
identifies areas of future capability development that 
may substantially alter the risks of large-scale biological 
catastrophes worthy of monitoring as the technology 
continues to evolve. Finally, the report recommends 
actionable steps for policymakers to address current and 
near-term risks of biocatastrophes.

While the theoretical potential for AI to expand 
the likelihood and impact of biological catastrophes is 
very large, to date AI’s impacts on biological risks have 
been marginal. There is no way to know for certain if or 
when more severe risks will ultimately materialize, but 
careful monitoring of several capabilities at the nexus 
of AI and biotechnology can provide useful indications, 
including the effectiveness of experimental instructions 
from foundation models, changing demands of tacit 
knowledge as lab automation increases, and dual-use 
AI-powered research into host genetic susceptibility to 
infectious diseases and precision pathogen engineering. 
Lest they be caught off guard, policymakers should act 
now to shore up America’s biodefenses for the age of 
AI by strengthening screening mechanisms for gene 
synthesis providers, regularly assessing the bioweapons 
capabilities of foundation models, investing in a range of 
technical AI safety mechanisms, and preparing to insti-
tute licensing requirements for sophisticated biological 
design tools if they begin to approach potentially cata-
strophic capabilities.

I
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T
The Current State of Catastrophic 
Biological Risks

o assess AI’s emerging national security impacts 
on biological risks is difficult not only because of 
AI’s unpredictable progress and varied applica-

tions in the field, but also because simply establishing a 
clear baseline of biorisk today is a challenge. Perceptions 
of existing biorisks vary widely, as do the sources of 
potential threats. The following sections provide an 
overview of the sources of catastrophic biorisk, evolving 
capabilities in biotech independent of AI tools, existing 
safeguards and gaps, and differing perceptions of risks. 
Taken together, significant, unaddressed biological 
risks to national security exist today independently of 
AI disruptions on the horizon, though some renditions 
of bioterrorist threats in particular are exaggerated due 
to an overly simplistic appreciation of the demands of 
bioweapons development.

Sources of Risk
The COVID-19 pandemic shocked public consciousness 
into an active, daily awareness of biological risks, an 
issue that previously was largely the purview of experts. 
Whether COVID-19 was the result of a lab leak or a natu-
rally occurring event, the virus’s vast disruptions and its 
likely death toll of nearly 29 million individuals consti-
tuted a catastrophe of global proportions.12 For many 
in the biological sector who have been warning of the 

risks of pandemics, COVID-19 vindicated longstanding 
concerns over the vulnerability of both the United States 
and existing global response mechanisms to large-scale 
pandemics. Those concerns remain legitimate; in a highly 
connected world, conditions are ripe for devastating, 
fast-moving viruses to rapidly spread—a risk also high-
lighted, albeit less severely, by earlier pandemics such as 
severe acute respiratory syndrome (SARS) and swine flu. 
Future pandemics have the potential to be far worse. The 
1918 Spanish Flu, for example, killed approximately 1 to 2 
percent of the world’s population—equivalent to 70 to 150 
million people today. Moreover, the 1918 pandemic had 
peak mortality for prime–working age adults, resulting 
in severe economic damage as millions succumbed to 
the illness.13 Before the discovery of modern antibiotics, 
bacterial pandemics such as plague would sometimes kill 
half or more of affected populations. The Black Plague, 
for example, killed around half of Europeans over a few 
years in the mid-1300s.14

Members of the St. Louis (Missouri) Red Cross Motor Corps on duty during the global influenza 
pandemic, October 1918. (Library of Congress)

The competing origin stories of COVID-19 both 
provide examples of catastrophic risk scenarios worthy 
of concern. Naturally occurring viruses can create 
catastrophes of devastating proportions independently of 
deliberate biological experimentation. Factors including 
increased travel, greater urbanization, climate change, 
changing interactions between humans and animals, 
and healthcare deficiencies in low- and middle-income 
countries all contribute to greater chances of extreme 
pandemics now and in the future.15

But biological experimen-
tation, too, can be a source of 
catastrophic risk. Controversial 
forms of scientific research, 
such as gain-of-function 
research (also referred to as 
enhanced pandemic poten-
tial pathogen research) that 
sometimes entails altering 
existing viral strains and 
creating new ones, have the 
potential to enable biological 
catastrophes by accident.16 The 
facts that the Wuhan Institute 
of Virology engaged in gain-of-
function research, acted as a 
center of coronavirus research, 
and elicited safety warnings 
within the U.S. Department of 
State before COVID all mean 
that a potential lab leak with 
catastrophic consequences 
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was possible there, and could 
also be possible in a number 
of biological labs around the 
world.17 Indeed, a single bio-
logical lab in Beijing was the 
source of four known SARS 
leaks in early 2004.18 Another 
lab in Lanzhou, China, leaked 
aerosolized Brucella to sur-
rounding areas in 2019, leading 
to more than 10,000 individ-
uals contracting the disease 
in what may be the largest 
lab leak to date.19 As of 2023, 
a total of 69 biosafety level 4 
(BSL4) laboratories world-
wide—biolaboratories that 
require the highest safety stan-
dards to deal with extremely 
hazardous biological mate-
rials—are in operation, under 
construction, or planned.20 
In recent years, the number 
of such high-risk labs has dramatically increased, with 
three-quarters located in urban areas.21 And between 
1975 and 2016, there were more than 60 known accidents 
from lab researchers (BSL4 or otherwise) that resulted 
in individuals being exposed to highly infectious patho-
genic agents.22 The true number, including unreported 
or unknown incidents, is likely much higher.23 Though 
many of these exposures did not come from BSL4 labs, 
and most were contained, the trend is not promising.

Onlookers are often baffled by the growth of high-
risk biological research, but there are strong incentives 
to engage in it. Pioneering remedies for particularly 
dangerous diseases or other biological agents is often 
associated with scientific prestige, can have financial 
benefits related to monetized cures, and can represent a 
lifesaving contribution to society. Whatever the motive, 
such research typically requires working with, and some-
times manipulating, biohazards. As such, some element 
of risk is ultimately unavoidable in experiments to 
advance medical understanding of high-risk pathogens.

Security personnel stand guard outside the Wuhan Institute of Virology as members of the World 
Health Organization team investigating the origins of COVID-19 visit the institute in China’s central 
Hubei province, February 3, 2021. (Hector Retamal/AFP via Getty Images)

Naturally occurring pandemics and lab leaks are not 
the only sources of risks for biological catastrophes. 
State and nonstate actors could create bioweapons with 
wide-ranging—and potentially catastrophic—effects. 
Since the first documented use of biological weapons in 
the 14th century BCE, when the Hittites sent diseased 
rams to infect their enemies, armies have employed a 
wide range of now primitive tactics to use biological 

agents for strategic effects. These have included infected 
or poisoned arrows and catapulting diseased corpses into 
besieged cities.24 A major turning point in the history of 
states’ use of biological weapons arrived at the end of the 
19th century, as Louis Pasteur and Robert Koch provided 
the foundations for microbiology, thereby opening 
new possibilities to understand and develop biological 
weapons.25 These new capabilities were explored in the 
first half of the 20th century by a range of countries, 
including France, the United Kingdom, Italy, Canada, 
Belgium, Poland, Germany, Japan, and the United States, 
and ultimately reached their apex in the Soviet Union’s 
staggering bioweapons ecosystem.26 The Soviet Union 
created the largest bioweapons program in history, with 
roughly 15,000 scientists, technicians, and support staff 
directly working to produce hundreds of tons of biolog-
ical weapons agents—including shocking efforts to make 
some of the world’s most deadly diseases more lethal and 
resistant to treatment.27

Despite the Soviet Union’s extraordinarily productive 
program, however, biological weapons remain relatively 
unattractive to most states due to their uncontrollable 
nature, except for limited specialized operations such as 
assassinations or special operations’ sabotage efforts.28 
Since 1915, a total of 23 states have had known or sus-
pected bioweapons programs, nearly all of which have 
been shuttered (if they existed at all).29 Japan’s World 
War II–era bioweapons program involved considerable 
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fatalities, including thousands who were killed for 
experimental purposes.30 Japan’s primary offensive 
deployments were executed in China, where Japanese 
forces reportedly poisoned more than 1,000 water 
wells with cholera or typhus and distributed plague-in-
fested fleas across several Chinese cities, among other 
activities.31 The 2002 International Symposium on the 
Crimes of Bacteriological Warfare, convened in China, 
estimated that the number of casualties from Japan’s 
bioweapons program in China amounted to 580,000 
individuals at a minimum.32

Though a range of governments have accused 
adversaries of deliberate state uses of bioweapons since 
Japan’s World War II operations, there is little evidence 
to substantiate most of these claims.33 A notable excep-
tion is recently uncovered documentation suggesting 
that the Israeli military used typhoid and dysentery 
during the 1948 Arab-Israeli War, which it intended 
as a nonlethal means to deter Arab militiamen from 
returning to villages and towns they had been driven 
from and to impede the progress of invading Arab 
troops.34 Today, the U.S. State Department’s Bureau of 
Arms Control, Verification, and Compliance assesses 
that North Korea and Russia currently maintain offen-
sive biological capabilities, while China and Iran engage 
in concerning biological research that may suggest they 

too maintain secret offensive capabilities of unknown 
size, or could quickly stand up such programs.35

Notably, a state need not launch a biological attack for 
a catastrophe to occur. As with private scientific labs, 
state-run bioweapons labs can also have consequential 
accidental leaks, such as in the accidental 1979 outbreak 
of anthrax from the Soviet Union’s Sverdlovsk lab. The 
secret bioweapons facility emitted a plume of spores that 
were carried by wind over adjacent communities, killing 
68 by official records—though the true number was likely 
greater.36 Another Soviet leak of highly lethal and trans-
missible smallpox from a bioweapons research center on 
Vozrozhdeniye Island in 1971 could have been even more 
devastating, had it not been swiftly contained.37 Given 
that the products of bioweapons labs are dangerous by 
design, such leaks are comparatively more hazardous 
than those from most other scientific facilities.

Terrorist groups or lone wolf individuals pursuing 
mass-casualty bioweapons also pose risks, though recent 
efforts of this kind have thankfully had limited impact. 
In recent memory, the United States was subjected to 
two bioweapon attacks, though neither reached cata-
strophic proportions. In 1984, a religious commune in 
Oregon systematically contaminated local salad bars 
with salmonella in an attempt to incapacitate non-com-
mune voters in a local election. In 2001, shortly after the 

9/11 attacks, a suspected 
lone wolf perpetrator 
mailed letters filled with 
anthrax to news outlets 
in Florida and New York, 
as well as a congres-
sional office building 
in Washington, DC, 
resulting in the deaths of 
5 individuals and illness 
in 17 others. Both inci-
dents could have been 
much worse. The orches-
trators of the Oregon 
attack bought and 
considered using much 
more severe pathogens, 
but decided salmonella 
would be sufficient for 
their purposes.38 The 
powder used in the 
anthrax attack was only 
of a low grade and failed 
to disperse effectively, 
limiting its impact.39

A hazmat worker sprays colleagues after an anthrax search at Dirksen Senate Office Building on November 
18, 2001, in Washington, DC. Authorities closed two Senate buildings to test for anthrax spores after 
investigators discovered a contaminated letter addressed to Sen. Patrick Leahy (D-VT). (Alex Wong via 
Getty Images)
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Devotees watch their leader drive by the Rajneeshpuram commune in 1982. Two years later, members of the commune contaminated local 
salad bars with salmonella to incapacitate non-commune voters in a local election. (Samvado Gunnar Kossatz)

Some terrorist groups have held ambitions for still 
more far-reaching bioattacks that have thankfully not 
panned out, but could have been catastrophic. Al Qaeda 
and the Islamic State of Iraq and Syria (ISIS) have both 
sought mass-casualty biological weapons, as has the 
apocalyptic Japanese cult Aum Shinrikyo, infamous for 
its successful use of sarin gas, a chemical agent, to kill 
13 individuals and injure more than 6,000 on the Tokyo 
Metro.40 These failures to effectively develop and deploy 
bioweapons reflect the delicate nature of biological 
agents as opposed to chemical weapons or more conven-
tional weapons.

Taken together, the sources of potentially catastrophic 
biological risks span natural origins, accidents from legit-
imate scientific experiments, and intentional production 
of biological agents from states, terrorist organizations, 
lone wolves, and apocalyptic groups. Each potential pro-
genitor of biological catastrophe is subject to a distinct 
set of sometimes unpredictable forces and incentives 
that could alter the likelihood of developing dangerous 
pathogens or other bioweapons. Whereas state actors 
must respond to complex strategic incentives and deter-
rence dynamics, lone wolves and apocalyptic groups are 
largely impervious to such considerations—with terrorist 
groups operating somewhere in between.41 Even those 

attempting to develop bioweapons for strategic purposes 
can face challenges in managing them, raising the 
risk of potentially catastrophic incidents beyond their 
control, just as scientific motivations to explore dan-
gerous diseases for medical progress can run the risk of 
costly accidents. But much as the motives and incentives 
around man-made biothreats vary, evolving technical 
capabilities help shape evolving risks from each source.

Evolving Capabilities
The risk profiles of biological catastrophes—regardless 
of their source—are heavily shaped by the capabilities of 
available biological tools and techniques. These capa-
bilities can be thought of in two categories: “classic” 
or conventional biological capabilities, those based on 
naturally occurring agents; and synthetic biological 
capabilities, those dependent on artificial manipulation 
of genetic code.

A clear, if small-scale, example of a classic biological 
attack is the aforementioned 1984 salmonella attack in 
Oregon, organized by a religious commune that aimed 
at incapacitating local voters in an election.42 Several 
naturally occurring biological agents, most notably 
anthrax and botulinum, could be leveraged to cata-
strophic effect with the right dispersion mechanisms. 
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Groups such as al Qaeda and Aum Shinrikyo, as well 
as the Soviet bioweapons program, have focused on 
these more accessible agents that could have plausibly 
led to mass-casualty events, albeit with greatly varying 
degrees of success.43 Though conventional biological 
capabilities have a more established history, leveraging 
naturally occurring biological agents still requires con-
siderable expertise in terms of cultivating, sustaining, 
and dispersing biological agents effectively (though the 
difficulty of each of these areas, too, varies depending 
on which agent is used).

Synthetic biological capabilities rely on the tech-
niques of synthetic biology more broadly, a field of 
research in which the genetic material of organisms is 
read, edited, and rewritten. Though synthetic biology 
has its origins in the 1970s, recently there has been con-
siderable acceleration in the speed, cost-effectiveness, 
and sophistication of synthetic biology. This increases 
the ease with which various actors can produce bespoke 
biohazards, as the Soviet Union’s bioweapons program 
once aspired to do. The range of potential synthetic 
biological risks is potentially endless but could include 
altering or designing pathogens to be more lethal, more 
transmissible, less treatable, or less detectable.

The proliferation of synthetic biology tools is accel-
erating, primarily driven by a desire to revolutionize 
biology for the good of humanity. These tools have 
considerable potential to create a more robust bio-
engineering ecosystem, which could facilitate rapid, 
collaborative breakthroughs in medicine, agriculture, 

 ¡ CRISPR gene editing techniques, which allow 
greater precision in DNA editing than previously 
possible and are rapidly falling in cost. CRISPR enables 
biologists to manipulate pathogens in a variety of new 
ways at relatively low cost.

 ¡ New DNA synthesis tools that allow scientists to 
order, combine, or “print” genomic sequences of 
organisms, including pathogens, with lower costs and 
increasing ease.

 ¡ Improvements in genome sequencing, which permit 
biologists to sequence DNA with increasing speed, 
accuracy, and cost-effectiveness—an important element 
of testing and verifying potential biological agents.

These three areas of technical advancement provide the 
foundation for a more dynamic biotech ecosystem but 
also augur new risks.

One final element of the changing risks, for both 
conventional and synthetic capabilities, is the rise of 
cloud labs—laboratories that conduct biological pro-
cesses and experiments on others’ behalf. Emerald 
Cloud Lab, for instance, describes itself as a “remotely 
operated research facility that handles all aspects of daily 
lab work—method design, materials logistics, sample 
preparation, instrument operation, data acquisition and 
analysis, troubleshooting, waste disposal, and everything 
in between—without the user ever setting foot in the 
lab.”47 Since the first robotic biolab was launched 2012, 

biomanufacturing, and other applications. 
A key component of this push is “democ-
ratizing” access to advanced biological 
capabilities, which proponents hope will 
enable the field to achieve some of the 
fast-paced, collaborative success that has 
marked the software industry.44 But the 
flip side of democratizing access to con-
structive synthetic biology applications is, 
perhaps, democratizing access to destruc-
tive synthetic biology capabilities. Some 
of the new services, technologies, and 
tools associated with synthetic biology 
create a patchwork of capabilities that can 
be strung together in a range of combi-
nations to produce biological agents or 
toxins with catastrophic potential.45

The biological tools and services 
powering advancements in synthetic bio-
technology are complex and variated, but 
some key advancements include:46

The Carnegie Mellon University Cloud Lab is a remotely operated, automated lab 
that gives researchers access to more than 200 pieces of scientific equipment. 
(Carnegie Mellon University)
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that much harder to automate in robotic labs. Cloud labs 
have the advantage of being able to iterate on experi-
ments more rapidly and over longer stretches of time than 
traditional lab technicians, allowing them to accumulate a 
repertoire of highly precise and replicable methods, even 
if their dexterity pales in comparison to conventional 
technicians. The compounding effects of these automa-
tion techniques may add up, as more and more steps of 
experiments could be reliably strung together. That said, 
the degree to which this will be the case is ultimately 
unknown, and the reliable operation of such complex 
machinery and experimental operation may introduce 
its own forms of tacit knowledge that must be mastered, 
erecting new barriers to synthetic biology. Additionally, 
there are several important forms of tacit knowledge—not 
least those that relate to the intricacies of cooperation 
among technicians—with which automation will be very 
unlikely to help (for a more thorough exploration of the 
changing dynamics of tacit knowledge and automation, 
see “Tacit Knowledge,” page 21).51

Ultimately, it may be too early to assess the impact of 
cloud labs on biorisks. Just as such cloud labs could make 
bioweapon production easier for lone wolves, terrorist 
organizations, or apocalyptic groups, they could also 
centralize lab expertise under more controlled—and 
monitorable—bottlenecks of biological production. 
But given that not all cloud labs maintain robust safety 
monitoring systems for their orders, they could also raise 
the risks of malicious actors gaining access to potentially 
catastrophic biological capabilities.

Safeguards and Gaps
The primary safeguards against biological catastrophes of 
relevance to the United States include international orga-
nizations that aim to curb the deliberate production of 
high-risk biological agents; a variety of bodies, practices, 
and mechanisms designed to diminish the biological 
risks of experimental research; and the U.S. government’s 
dedicated organs and law enforcement resources for bio-
defense. Taking each in turn, the primary international 
organizations of relevance include the following:

 ¡ The Biological Weapons Convention (BWC), a treaty 
that came into force in 1975, currently has 185 states 
parties that have committed to not produce or stockpile 
bioweapons, and to conduct only biodefense-related 
research in relation to bioweapons. With limited 
enforcement mechanisms and funding, the BWC’s 
primary significance in biocatastrophe mitigation is in 
having helped establish an international norm with rel-
atively few instances of noncompliance among states.

Much as cloud labs aim to make biological experimen-
tation faster and cheaper, they also lower barriers to entry, 
including for potentially malicious parties. Rather than 
having to source biological lab equipment and cultivate 
the experimental skills that would have usually been 
required to develop biological agents, motivated actors 
could in principle outsource some or all of their labora-
tory needs to cloud labs, assuming they could circumvent 
cloud labs’ safety mechanisms. Nonetheless, there remain 
a number of hurdles to successfully automating sophisti-
cated experiments (see “Tacit Knowledge,” page 21), and 
cloud labs maintain obvious incentives to not facilitate 
malicious activities and develop their policies and safe-
guards accordingly.48

Even so, cloud labs’ ambitions to consistently automate 
an increasingly broad range of biological capabilities 
could represent a transformation in catastrophic bio-
logical risks. As Dr. Sonia Ben Ouagrham-Gormley, an 
expert in the history of biological weapons, has demon-
strated, experimental expertise and organizational 
culture have typically acted as the most significant inhib-
itors to success for bioweapons production. From the 
Soviet bioweapons megaproject to the smaller, clandes-
tine programs of Iraq, South Africa, and Aum Shinrikyo, 
attempts to produce bioweapons have been most stymied 
by a combination of organizational challenges and gaps 
in “tacit knowledge”—subtle expertise in the minutiae 
of experimentation that can be difficult or impossible to 
articulate.49 While the social and political hurdles that 
often accompany bioweapons programs may persist, 
cloud labs may alter the demands of tacit experimental 
knowledge by outsourcing some of the tacit knowledge 
needed to build biological agents.50

The tacit knowledge in question can be as subtle as 
the air pressure in a lab chamber, the speed of swirling 
together a mixture, or minuscule variations in the pH level 
of water used in an experiment. Often, it can be difficult 
for researchers to identify such variances in experimental 
conditions between labs, making the challenge seemingly 

rapidly growing companies such as Emerald Cloud Lab, 
Gingko Bioworks, and Synthego have offered services that 
reduce the need for biology professionals to manage the 
minutiae of conducting physical experiments themselves 
in favor of simply designing experiments for outsourced 
execution. Cloud labs represent an increasingly important 
element of the “digital-to-physical barrier,” through which 
digital designs or plans for biological production are made 
physical realities. By centralizing, standardizing, and auto-
mating biolab resources and procedures, cloud labs aim 
to make considerable gains in life sciences’ efficiency and 
experimental reproducibility.
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 ¡ The Australia Working Group is an informal 
grouping of members of the BWC that meet annually 
to establish guidance on materials and tools worthy of 
export controls due to their ability to empower mali-
cious actors. While this mechanism helps to constrain 
critical materials and tools that could exacerbate 
biorisks globally, there remain demonstrable gaps in 
these constraints that could be exploited.52

 ¡ The International Gene Synthesis Consortium 
(IGSC) is a voluntary group of gene synthesis compa-
nies, including cloud labs, that commit to screening 
both orders and customers for hazardous requests. 
While the consortium works to reduce risks, mali-
cious actors can in theory still circumvent screening 
protocols to benefit from gene synthesis companies.53 
Additionally, although nearly all of the world’s largest 
companies making high-quality, gene-length DNA 
are members of the IGSC, there is at least one notable 
outlier in China, and many other labs and companies 
maintain more limited gene synthesis capabilities.54

especially in regards to the oversight of research involving 
enhanced potential pandemic pathogens.55 Moreover, some 
labs, especially private ones, may not be subject to the same 
oversight as government-funded or academic laboratories 
engaged in high-risk research. On occasion, some scientists 
may also simply circumvent ordinary oversight mecha-
nisms, as with the 2018 He Jiankui incident in China, in 
which Dr. He conducted illegal heritable human genome 
editing in three human fetuses.56

Biodefense and preparedness measures provide a final 
set of safeguards against deliberate, accidental, and nat-
urally occurring biological risks. Several governmental 
bodies work to establish wide-ranging biodefenses, notably:

 ¡ The Biomedical Advanced Research and 
Development Authority (BARDA), which was estab-
lished in 2006 in the Department of Health and Human 
Services to “develop medical countermeasures that 
address the public health and medical consequences of 
chemical, biological, radiological, and nuclear (CBRN) 
accidents, incidents and attacks, pandemic influenza, 
and emerging infectious diseases” through a range of 
initiatives.57

 ¡ The National Biosurveillance Integration Center, 
housed in the Department of Homeland Security’s 
Countering Weapons of Mass Destruction Office. It 
manages and analyzes important information about 
biological events among agencies to help enable better 
informed responses.

A meeting of the Biological Weapons Convention (BWC) was held in Geneva in December 2014. The BWC is the primary multilateral agreement 
in effect to constrain the development, production, and stockpiling of biological weapons internationally. (Eric Bridie/U.S. Mission Geneva)

In addition to these international bodies, various national 
practices including ethics review boards, biosafety commit-
tees, and funding of due diligence mechanisms contribute 
to global biosecurity efforts. In the United States, such 
entities are informed by guidance from the National 
Institutes of Health. In the wake of COVID-19 and concerns 
over the American government’s funding of potentially 
risky research, the risk tolerance that such mechanisms 
should exhibit has been a recent source of contention, 
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 ¡ The Defense Threat Reduction Agency in the 
Department of Defense, which works to deter, 
prevent, reduce, and counter weapons of mass 
destruction (WMDs) and emerging threats, including 
biothreats.

These purpose-built entities aim to directly address 
biological catastrophic scenarios, and to complement 
the broader efforts of the Centers for Disease Control 
and Prevention within the Department of Health and 
Human Services, which would take a leading role in 
addressing any biological catastrophe in the United 
States. National intelligence and law enforcement 
agencies also work to identify and prosecute actors who 
might try to build malicious bioweapons. But despite 
the wide range of organizations and institutions that 
work to mitigate biological threats to national security—
and a reasonably clear picture of the sources and 
changing biotechnology capabilities that shape those 
threats—perceptions of the overall risks continue to 
vary considerably.

Perceptions of Risk
Assessments of the state of biological risks range 
considerably, most of all with regard to catastrophic 
bioterrorist threats. These worst-case scenarios rep-
resent the most extreme cases that often animate the 
biorisk conversation in public discourse, and as such are 
a fitting place to start to establish the broader contours 
of the debate about contemporary biorisks. Much of 
experts’ divergences in opinion boil down to how they 
weigh different factors’ influence in the likelihood of 
threats emerging, including the availability of bio-
weapons information, technological capabilities, and 
experimental experience.58 For those who believe cat-
astrophic bioterrorism poses a severe risk, the rapidly 
advancing information and technology available to 
potential bad actors make worst-case scenarios increas-
ingly plausible. Such scenarios, like the strategic release 
of a highly lethal and contagious virus, could dwarf the 
impact of COVID-19. Others contend that the primary 
barrier to such worst-case scenarios is and always has 
been organizations’ challenges in wielding specialized 
experimental expertise, which continue to greatly 
constrain the potential of would-be bioterrorists today. 
This challenge, they contend, continues to significantly 
limit the capabilities of potential bioterrorists. This 
section considers each factor in turn, before exploring 
the comparatively less controversial issue of American 
vulnerability to catastrophic biological events, whether 
man-made or naturally occurring.

Those who harbor strong bioterrorism concerns 
have warned for years that increasingly accessible 
biotech capabilities and widely available information 
on potentially catastrophic biological agents constitute 
a recipe for disaster. In this view, the United States is 
on borrowed time: the absence of major incidents in 
recent decades owes more to luck than to effective risk 
management. By comparison with Aum Shinrikyo or 
the perpetrator of the 2001 anthrax attacks, actors today 
have access to far more powerful resources and readily 
available information on how to make biological agents 
and on how biological weapons programs fail.

In this view, new biological tools are easing the 
barriers to malicious actors building highly dangerous 
pathogens. Perhaps the clearest indication of this trend 
comes from a controversial experiment conducted in 
2016, in which a private lab successfully constructed a 
horsepox virus from scratch by stitching together DNA 
segments that the lab legally purchased from a commer-
cial company. At a cost of $100,000—a larger sum than 
would be necessary today—the lab was able to recreate 
from scratch a nearly extinct virus using entirely com-
mercially available inputs. Troublingly, the horsepox 
virus is a cousin of the virus that causes smallpox—a 
disease that has been eradicated but that, if unleashed, 
would have catastrophic consequences due to its com-
bination of high transmissibility and lethality, in a world 
of widespread lack of immunity.59

Tellingly, in the face of backlash against the exe-
cution and publication of this research, the principal 
investigator’s primary defense was simply that there 
were no legal or informational barriers to conducting 
the experiment. Therefore, he maintained, the exper-
iment itself did not substantially alter the risks of a 
malicious actor constructing smallpox by the same 
methods. Some have disagreed, arguing that clari-
fying the process and providing proof of concept are 
significant steps in the wrong direction.60 Regardless 

Much of experts’ divergences 
in opinion boil down to how 
they weigh different factors’ 
influence in the likelihood of 
threats emerging, including 
the availability of bioweapons 
information, technological 
capabilities, and experimental 
experience.
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This debate will likely continue 
to evolve as new biological 
tools emerge and proliferate. 

of how much the experiment did or did not impact 
overall risks, it at least demonstrated that the door to 
engineering powerful, smallpox-like viruses is open, 
at least as far as technical capabilities are concerned. 
To make matters worse, Jeff Alstott, former director 
for technology and national security at the National 
Security Council, warned in September 2023 that the 
classified record contained “fairly recent close-ish 
calls” of nonstate attempts to produce and scale 
bioweapons for strategic use, suggesting that the like-
lihood of groups attempting to field bioweapons may 
be more severe than some imagine.61 Taken together, 
proponents of this view argue that mounting risks of 
bioterrorism require immediate attention, lest—similar 
to COVID-19—experts’ warnings go unheeded, with 
catastrophic results.

By contrast, those less concerned about recent 
technological advancements that might enable bad 

This camp also stresses that the only U.S. incident 
of note in the past quarter century, the 2001 anthrax 
attacks, had a highly limited impact, despite the high-
level concern on these issues for several decades.63 If 
biological risks were as grave as supposed, the thought 
goes, the dearth of significant large-scale bioterrorism 
events in the past century, both at home and abroad, 
suggests these risks may be exaggerated—a symptom of 
overemphasizing technological capacity as the prin-
cipal driver of risks to the exclusion of sociotechnical 
factors such as experimental expertise and organiza-
tional dynamics.64 From this perspective, more alarmist 
concerns may also be inflected by biosecurity experts’ 
incentives to stress worst-case scenarios, or, like experts 
in any field, an inflated sense of their work’s importance.

There is undoubtedly truth to both of these views: 
however quickly biotechnology tools are improving, 
the likelihood of would-be bioterrorists successfully 

actors point to the his-
torical failures by states, 
terrorist organizations, 
apocalyptic groups, and 
lone wolves to create 
powerful biological 
agents. This track record, they argue, suggests that the 
risks are exaggerated, or at least misguided. Even if the 
theoretical knowledge and materials needed to make 
dangerous bioweapons are freely available, the barriers 
to producing working, effective biological agents at 
scale are very high, as any pharmaceutical company 
knows well from the difficulty of developing and 
reliably producing biopharmaceuticals. Cultivating the 
organizational effectiveness and experimental exper-
tise needed to develop, sustain, and deliver biological 
agents is extremely challenging, especially under the 
conditions of secrecy that bioterrorist actors require—
not to mention the extreme sociological conditions 
under which extremist groups operate. And even if 
new technologies make biological tinkering more 
cost-effective and less onerous, learning to navigate 
new, delicate tools and systems that are constantly 
evolving tends to introduce new barriers to execution 
even as traditional ones diminish.62 By this logic, the 
aforementioned horsepox example is a case in point: 
that the lab in question had years of accumulated 
organizational and experimental experience enabling 
it to recreate the virus was more central to its success 
than was the availability of the tools and commercial 
resources that resulted in the virus. A terrorist group 
or lone wolf actor would struggle to do the same, as 
they have historically.

fielding bioweapons will 
continue to be constrained by 
the complexities of getting 
secretive organizations to 
conduct extremely delicate 
experimental processes 

effectively. And while history shows that such coordi-
nation and expertise are very difficult to achieve, it is 
also true that the availability of tools and information 
matters, and that dramatic changes to both in this 
sector will affect the ease with which nonstate actors 
can develop and use bioweapons.

This debate will likely continue to evolve as new 
biological tools emerge and proliferate. While useful 
to many actors, they may have outsized implications 
for the nonstate bioweapons threat. State and other 
advanced programs generally have greater existing 
capacity to work with hazardous biological agents, 
making the impact of new tools and information less 
dramatic. Consequently, discussions surrounding 
research accidents and state-level risks often revolve 
around familiar concerns like lab safety, regulations, 
and bioweapons policies. In contrast, more cantan-
kerous debates about bioterrorism threats often focus 
on the accessibility of new tools and sensitive informa-
tion, and their relative impact on risks.

But whether from malicious state or nonstate actors, 
scientific accidents, or naturally occurring diseases, 
there is growing agreement among many experts that 
the United States’ current biodefenses are insufficient 
to effectively manage large-scale biological crises.65 
To a degree, COVID-19 bore this concern out: though 
Operation Warp Speed was able to greatly accelerate 
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the speed of vaccine development and delivery, efforts 
to contain the virus were largely ineffective, in terms 
of both protecting the United States from contagion 
beyond its borders and within its society. If COVID-19 
had been more lethal, or had a similar virus been stra-
tegically deployed by an adversary, the United States 
likely would have suffered more severe losses in lives, 
economic vitality, and strategic maneuverability, with 
little ability to shape outcomes.

Though there have been some efforts to address 
America’s vulnerability in the wake of COVID-19, 
notably the release of the U.S. National Biodefense 
Strategy and Implementation Plan in October 2022 
and the establishment of the National Security 
Commission on Emerging Biotechnology, some 
experts fear that actions remain incommensurate with 
evolving risks.66 A range of organizations, including 
the Bipartisan Commission on Biodefense, the Nuclear 
Threat Initiative, and the Helena Institute, have 
advocated for the development of stronger measures 
to shore up American biological preparedness to cope 
with growing vulnerabilities from various potential 
originating sources.67

AI Safety and Biosecurity

o consider how AI will impact preexisting 
biological risks, this report draws upon its sister 
study, Catalyzing Crisis: A Primer on Artificial 

Intelligence, Catastrophes, and National Security, which 
distills the literature on AI and catastrophic risks into 
four dimensions of AI safety of relevance to high-im-
pact domains:68

Dimension Question

New capabilities What dangers arise from new AI-enabled 
capabilities across different domains?

Technical safety 
challenges

In what ways can technical failures in AI-
enabled systems escalate risks?

Integrating AI 
into complex 
systems

How can the integration of AI into high-risk 
systems disrupt or derail their operations?

Conditions of AI 
development

How do the conditions under which AI tools 
are developed influence their safety?

When applied to biosecurity, the most significant 
concerns around new capabilities center on the potential 
of AI-powered biological design tools (BDTs) to help 
develop more sophisticated biological weapons, and 
foundation models’ improving abilities to potentially 
help bad actors create bioweapons more easily. In terms 
of technical safety challenges, the related challenge of 
effectively constraining foundation models’ abilities to 
assist bad actors has dominated discussions so far, but 
there are other concerns worthy of note, including the 
development of AI tools with ill-understood risks for 
therapeutics development. The integration of AI tools 
into broader biological systems could have a distinct set 
of impacts on risks, both from safety challenges that tend 
to emerge with automation, and related to the reduction 
of tacit knowledge barriers for less-experienced actors. 
Finally, corporate and geopolitical competitive pressures 
are exerting significant influence on the development 
of AI and biotechnology, and this could shape safety 
outcomes, particularly in China, where other conditions 
of biological and AI development exacerbate risks.

New Capabilities
Emerging AI capabilities hold tremendous promise for 
the biological sciences in two ways. First, AI tools are 
uniquely suited to turbocharge synthetic biology by 
providing novel, powerful means to interpret and manip-
ulate genetic information toward specific ends.69 Though 
some of these capabilities are still matters of conjecture, 
there is good reason to think that AI holds tremendous 
potential to enable unprecedented advancements in 
biology and medicine—with significant implications for 
catastrophic risks. Second, AI foundation models may 
have the potential to amplify the biological capabilities 
of individuals with limited biological knowledge or 
expertise. Though current AI tools’ effect in this area 
has been marginal so far, if such tools’ biological capabil-
ities continue to improve, they may increase risks from 
nonstate actors, albeit with some important caveats. This 
report considers each of these AI capabilities in turn.

AI AND BIOLOGICAL DESIGN TOOLS
Though it has long been understood that human DNA 
encodes various genetic diseases and contributing 
factors to diseases, it remains beyond existing capabili-
ties to fully understand the diversity of constellations of 
DNA segments at the root of different conditions. At 3.2 
billion base pairs in length, and with vast variations from 
person to person, the human genome contains too much 
information for scientists using conventional methods to 
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understand the precise dynamics of genes’ downstream 
effects. But such data-intensive, multivariable problems 
are precisely where AI excels: building complex models 
and detecting patterns and correlations across vast troves 
of data. AI holds tremendous potential to unlock unprec-
edented capabilities in the world of biology—in exploring 
not only the human genome, where much scientific 
research now focuses, but also the genetic material of 
pathogens and other organisms.

Together with advances in CRISPR gene editing 
methods and gene sequencing technologies, AI’s likely 
ability to discern genetic patterns with greater preci-
sion could act as a watershed development in synthetic 
biology, allowing unprecedented precision in manipu-
lating genetic information toward deliberate goals. AI has 
already enabled significant advances in solving complex 
biological problems, such as in protein folding, where AI 
has reduced the time it takes researchers to understand 
many proteins’ shape from weeks or months to seconds, 
predicting structures with near-experimental accuracy.70

Researchers have also used machine learning to help 
identify modifications to viral capsids (the protein shells 
of viruses) to better evade the immune system. This is a 
potential boon for gene therapy using non-pathogenic 
viral vectors, but it also raises concerns about the pos-
sibility of transferring relevant knowledge or methods 
to the engineering of pathogenic viruses.71 Similarly, 
researchers have used machine learning to develop 
models that predict the zoonotic and human-infectivity 
potential of viruses and pathogenicity of bacterial DNA, 
as well as mutations that help viruses such as SARS-
CoV-2 overcome immunity—of potential use for targeting 
anticipatory research and surveillance but also with 
obvious potential for misuse.72

The AI tools used to accomplish these feats are narrow 
systems referred to as biological design tools and will 
be at the heart of the coming biological revolution.73 
Although at the moment BDTs’ abilities are still nascent, 
future BDTs may hold the potential for highly sophis-
ticated design or editing functionality—including for 
pathogens. Editing the genetic material of pathogens to 
achieve particular effects is not new, but the potential of 
BDTs to accomplish this feat with greater precision could 
augur a step change in biological threats.

Most concerningly, in principle it may be possible to 
design a more dangerous pathogen than has yet existed 
or that nature could produce on its own. Many biologists 
have suggested that there may be a naturally occurring 
evolutionary tradeoff between transmissibility and 
severity of diseases in naturally occurring pathogens. 
Some experts contest this hypothesis, and a host of 

factors and caveats complicate the idea, but reduc-
tively it suggests that because viruses rely on living 
hosts to spread, natural selection tends to diminish 
the severity of the most lethal pathogens over time.74 
Because a pathogen that is too severe will quickly die 
out, other less severe variants survive, multiply, and 
dominate. But if a BDT were used to modify or build 
a pathogen to optimize for lethality, transmissibility, 
and a long incubation period, in theory the resulting 
pathogen could transcend the natural pressures away 
from severity and result in a biological agent of unprec-
edented destructive power.

Such an AI-enabled “supervirus,” or anything 
approaching it, would constitute a risk of catastrophe 
of the highest order. Given that the BDT or, more likely, 
BDTs able to produce such a pathogen would have to 
be extremely advanced, it is likely that should such a 
capability arise, it would first be available only to highly 
advanced biolabs and state actors. However, only the 
most deranged actors intent on causing maximum 
uncontrolled destruction would be motivated to delib-
erately create and release such a pathogen. Groups 
with such apocalyptic motivations exist, for example 
Aum Shinrikyo, and sufficiently advanced BDTs could 
in principle enable small groups or even individuals 
to design such a supervirus. Thus, the potential for AI 
to greatly escalate worst-case scenarios in biological 
catastrophes is—theoretically—vast.

However, advancing from current BDTs, such as 
those used for protein design, to future BDTs that can 
edit pathogens to produce novel, specific effects—if 
such BDTs are possible at all—involves complex steps. 
There would undoubtedly be significant hurdles to 
overcome. Ensuring that the bioweapon remains 
potent over time and through diverse geographies 
would also be a significant challenge, given how 
delicate pathogens often are. Similarly, it may be 
impossible to predict how such a pathogen would 
interact with human populations over time; it may 
regress to a less-lethal predominant variant. Even now, 
despite the considerable attention focused on COVID-
19, virologists remain unable to reliably anticipate the 
impacts of new strains of the virus.75

Another possibility for AI-powered BDTs to alter 
biological risks would be helping to design pathogens 
with more targeted effects in specific geographic areas 
or genetic populations. In principle, there is reason to 
believe future BDTs with sufficient biodata could alter 
the horizons of possibility. Given that many viruses 
can only thrive under specific environmental condi-
tions, such as temperature, humidity, and air pressure, 
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dramatically escalate the incentives for states and other 
groups to develop and deploy bioweapons. If such capa-
bilities do emerge, advanced state actors or advanced 
laboratories will most likely be the first to realize the 
potential of BDTs to create specialized biological agents.

Given the degree to which BDTs could enable the 
most advanced biological actors to raise the ceiling of 
harm possible from biological agents, the introduction 
of advanced AI holds the potential to greatly expand the 
scope of biological catastrophic risks. However, these 
capabilities are still theoretical, and the timing and 
conditions under which such possibilities are realized—if 
ever—are exceedingly hard to predict, as is the extent 
to which BDTs will ultimately be able to achieve these 
prospective hazardous capabilities.

Critically, uncertainty about the timing and extent of 
BDT’s contributions to catastrophic risks cuts both ways: 
some risk scenarios may prove to be unfeasible entirely; 
but some may arrive much more suddenly than expected. 
In one study, for instance, an American pharmaceutical 
company found that it was unexpectedly able to use an 
AI tool usually used to help develop medicinal drugs 
to instead design new potential chemical weapons (see 
“The MegaSyn Experiment,” page 16). Similarly, some 
BDTs used for legitimate medical research could harbor 
unexpected hazardous capabilities that could be surfaced 
with minimal tinkering, though the greater complexity 
of biological agents compared to their chemical counter-
parts may make this less likely.

it stands to reason that if AI can identify with greater 
precision exactly what elements of genetic information 
predispose viruses to environmental strengths and weak-
nesses, it may be possible to optimize biological agents to 
work in particular locales. More disturbingly, given that 
different genetic populations have differing suscepti-
bility to some viruses, it may also be possible to optimize 
viruses to target specific populations or avoid others. 
Zhang Shibo, former president of China’s National 
Defense University and former general in the People’s 
Liberation Army, noted as early as 2017 that advanced 
biology techniques could enable new offensive capabil-
ities, including “specific ethnic genetic attacks.”76 There 
are also some less-obvious high-impact applications of 
such capabilities, including the creation of pathogens 
genetically targeted to induce crop failures in a country’s 
critical food supply chains, offering the potential to stra-
tegically disrupt adversaries’ food security.

Like ultra-lethal superviruses, there remain many 
technical hurdles to overcome before viral engineering 
for geographic or genetic targeting is feasible. Arguably, 
such engineering is more tentative than superviruses, 
which have precedents in Soviet bioweapons and gain-
of-function research, both of which made progress in 
enhancing the transmissibility or severity of viruses 
to humans without BDTs. There may also be unfore-
seen limits or tradeoffs to just how precisely biological 
agents can be targeted to either geographic conditions 
or genetic groups. Given that viruses mutate over time 
in unpredictable ways, ensuring that a BDT-engineered 
virus remains both potent and targetable would be a con-
siderable—and perhaps intractable—problem.

Despite these caveats, if geographically or genetically 
targeted biological agents are ever achieved, the result 
will profoundly alter the incentives and deterrents to 
using bioweapons. For state actors, the imprecision of 
conventional biological agents has been the primary 
disincentive to employing them. A world in which such 
weapons could be targeted raises the specter of greater 
incentives to incapacitate enemy forces with a weapon 
that may be able to be administered with subtlety—at 
least initially—and to devastating effect.

Though the most consequential impacts of BDTs 
remain theoretical, the threat they pose raises the poten-
tial destructive capacity of biological agents dramatically 
from what was already a grave baseline. Existing bio-
logical agents such as smallpox, anthrax, and botulinum 
hold the potential to catalyze catastrophes with millions 
of victims. Biological agents optimized toward even 
greater destruction could achieve exponentially more 
devastation. Similarly, precision bioweapons would 

FOUNDATION MODELS AND DEMOCRATIZING RISK
If narrow-use BDTs hold the potential to dramatically 
escalate the impacts of biocatastrophes, general-purpose 
foundation models may also raise the likelihood of bio-
catastrophes by helping to diffuse relevant expertise to a 
broader population.

Foundation models are AI tools trained on a large 
corpus of data to accomplish a broad range of tasks.79 
Another common term is “frontier models,” which are 
highly capable general-purpose models that could pose 
considerable safety risks.80 Foundation models include 
large language models (LLMs) such as OpenAI’s GPT-3.5, 
Meta’s Llama 2, and Anthropic’s Claude 2, all of which 
can dynamically engage with users in natural language 
to communicate information, generate content, and even 
build websites and programs. Many leading AI labs are 
also building multimodal models, which can engage users 
not only with written text, but also with photos, videos, 
and audio. The most widely used multimodal model 
today is OpenAI’s GPT-4o, with which users on the web 
platform ChatGPT can engage via text, images, and audio.
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THE MEGASYN EXPERIMENT: A GLIMPSE INTO FUTURE BDT RISKS

public databases, are available with no oversight.”78 Notably, 
the AI model in question was not particularly complex; it ran 
on a 2015 MacBook.

The MegaSyn experiment highlights practically how 
information technology is easing the accessibility of 
dangerous information, and the theoretical potential of 
BDTs to enable similar breakthroughs in biological weapons. 
AI tools such as MegaSyn can help avoid the toxicity of 
potential drugs and are an accelerant for more effective 
healthcare. But these tools are dual use. If they can avoid 
toxicity, they can also pursue it. Given how focused the 
creators of these tools are on medicinal uses, they may 
not even recognize latent, weaponizable capabilities. 
The researchers behind MegaSyn, for example, were 
surprised—and alarmed—by the ease with which their tool 
could generate toxic chemicals and thought to attempt 
it only after being prompted to do so. If well-intentioned 
researchers in the future can use BDTs to alter virulence and 
transmissibility in genetic code, they may also inadvertently 
create novel capabilities to design more destructive 
pathogens. As in the MegaSyn case, repurposing AI systems 
designed with good intentions into weapons may be an 
unnervingly easy proposition.

Biological weapons are considerably more complex than 
chemical weapons, making the capabilities currently 
available in chemical applications only a loose analogy for 
prospective capabilities in biology. Additionally, designing 
bioweapons is only one step in a much broader and more 
complex process of finding ways to produce, store, and 
disseminate viable bioweapons. Even so, the MegaSyn 
experiment provides a precedent for exactly the sort of risks 
that many fear from future, more capable BDTs.

A graphical representation of a selection of molecules 
generated by MegaSyn (in salmon) and an existing 
dataset of toxic molecules (in turquoise), clustered 
according to their structural similarity (t-SNE, a statistical 
method, has been used to simplify the clustering to two 
dimensions). The chemical weapon VX, represented in 
purple, was successfully generated by MegaSyn along 
with 40,000 other potentially viable chemical weapon 
candidates. Source: Urbina et al., “Dual Use of Artificial 
Intelligence-Powered Drug Discovery.”

As disturbing as the results of the study are, the 
unexpected ease with which the company was able to 
generate these results is perhaps even more unnerving. 
When a biosecurity conference invited the company to 
probe how drug discovery technology could be misused, 
Collaborations Pharmaceuticals’ researchers wondered 
if they could simply use their MegaSyn drug discovery 
AI model. Usually they used the tool to avoid predicted 
toxicity in candidate drugs, but in this case they could 
instead optimize for it. By simply reversing the system’s 
goal, and with virtually no AI engineering involved, the 
scientists were immediately able to generate 40,000 
potential chemical weapons. They noted that many 
hundreds more companies use similar AI tools for drug 
design, and that their “commercial tools, as well as open-
source software tools and many datasets that populate 

Though the current risks of BDTs are limited, an experiment 
by a U.S. company offers an example of how AI can 
impact chemical weapons in a similar way to how BDTs 
may eventually impact biological weapons. In 2022, 
researchers from Collaborations Pharmaceuticals, a North 
Carolina–based pharmaceutical firm, published findings 
from an experiment in which they used a drug design AI 
model called MegaSyn to design, in less than six hours, 
40,000 molecules with potential for use as chemical 
weapons. Though not all the system’s proposed molecules 
would work as chemical weapons, MegaSyn was able to 
successfully generate several agents known to be highly 
effective in that capacity, including VX—one of the most 
toxic chemical agents known. There is also reason to 
believe that the model pioneered entirely new classes of 
neurotoxins with previously unknown weapons potential.77
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Among general-purpose AI systems’ many capabilities 
is the ability to interactively distill scientific information, 
including biological information, into actionable steps 
to achieve particular experimental results. While the 
capabilities of today’s general-purpose AI systems are 
relatively limited in this regard, some experts fear that 
taken to their extreme, future, more capable foundation 
model systems could guide bad actors to build powerful 
biological agents. If so, making such tools widely avail-
able could dramatically expand the pool of individuals 
and groups able to cause a biological catastrophe.

Some experts view the risks of foundation models 
helping bad actors develop a bioweapon as a pressing, 
even urgent, issue. Unlike sophisticated BDTs, gener-
al-purpose large language models already offer proof of 
concept in helping to accelerate dangerous biological 
activities, albeit with marginal, if any, benefits for success 
when compared with conventional internet assistance. 
Five recent experiments hint at the extent to which 
existing LLMs could accelerate bad actors’ acquisition of 
dangerous biological agents.

First, in April 2023, researchers at Carnegie Mellon 
University created a system of interconnected LLMs 
that—with access to the internet, code execution capa-
bilities, hardware documentation, and remote control 
of an automated cloud laboratory—was able to achieve a 
surprising level of experimental proficiency. The system 
was “capable of autonomously designing, planning, and 
executing complex scientific experiments” without human 
intervention, the most complex of which included suc-
cessfully performing a cross-coupling reaction, a chemical 
process of several steps that would ordinarily require 
significant chemistry expertise.81 The system agreed to 
autonomously synthesize a common date rape drug and 
phosphene, a chemical weapon used in World War I. Only 
after a web search did the system refuse to synthesize 
other concerning compounds, including methamphet-
amine; sarin; and VX, an extremely toxic nerve agent (the 
system could autonomously search the internet to gain 
information). Though the experiment required consider-
able technical expertise to create the system, the long-term 
ambition of many leading AI labs is to develop general-pur-
pose foundation models with even greater capabilities in 
scientific experimentation. Likewise, though the results of 
this experiment were limited to chemical agents—gener-
ally much simpler to produce than biological agents—some 
experts fear that rapid improvements in general-purpose 
AI systems in combination with rapidly improving biolog-
ical cloud labs could mean that similarly powerful systems 
could soon be produced that are able to experiment with 
biological agents.

Second, in a June 2023 paper, MIT researchers 
explored how LLMs might assist nonexperts in causing 
a pandemic by having nonscientist students use the 
models. In one hour, the LLMs proposed four potential 
pandemic-causing pathogens, explained how they could 
be created from synthetic DNA, suggested several DNA 
synthesis companies that were not likely to screen DNA 
orders, and proposed detailed protocols to assemble the 
pathogens—including troubleshooting measures. The 
researchers argued that the “results suggest that LLMs 
will make pandemic-class agents widely accessible as 
soon as they are credibly identified, even to people with 
little or no laboratory training.”82 Notably, the students 
were able to circumvent the safety measures in place 
on some of the platforms they were engaging with to 
access the sensitive information. Three important caveats 
mitigate these seemingly alarming results. First, having 
information about building pathogens is only the initial 
step in successfully building said pathogens. Additionally, 
one of the pathogens proposed was almost certainly too 
complex to be feasibly produced by amateurs, and others 
may not pose much of a pandemic threat due to preex-
isting immunity, even if they were achieved.83 And finally, 
while the information culled from the LLMs would have 
certainly accelerated bad actors’ progress, the same infor-
mation is readily available on the internet, though it might 
take more time to locate and distill into actionable plans.

Results of a third experiment were published in July 
2023, when Anthropic, a leading AI company, released 
an overview of an internal testing of their LLM for 
biological risks. Though they did not publish a detailed 
methodology, their study involved spending 150 hours 
with biosecurity experts to test their model’s ability 
to communicate biological information with poten-
tially dangerous applications. They found that “current 
frontier models can sometimes produce sophisticated, 
accurate, useful, and detailed knowledge at an expert 
level,” though infrequently in most areas.84 They also 
suspected that “models gaining access to tools could 
advance their capabilities in biology.”85 Ultimately, this 
led the investigators to conclude that if left unmitigated, 
within two to three years, “LLMs could accelerate a bad 
actor’s efforts to misuse biology relative to solely having 
internet access, and enable them to accomplish tasks 
they could not without an LLM.”86 Though this implies 
that current improvements over internet access are at 
most marginal, the authors noted that as general-pur-
pose AI systems improve, their biological expertise also 
expands, suggesting that in the years ahead, AI systems 
will likely offer a substantive edge over traditional inter-
net-based research.
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Fourth, in January 2024, the RAND Corporation 
released the results of a study on the risks of large-scale 
biological attacks. To assess such risks, RAND tasked 
14 small teams of researchers with devising operational 
biological attack plans. Each team was given a maximum 
of 80 hours of effort per team member over the course 
of seven weeks to craft viable biological attack plans 
for large-scale effects. To evaluate the relative impact 
of LLMs, four control groups were given access only to 
the internet and were forbidden from using LLMs to 
augment their efforts. The resulting plans were graded 
by experts on both operational and biological feasibility. 
The researchers found that there was “no statistically 
significant difference in the viability of plans generated 
with or without LLM assistance.”87 It should be noted 
that the tested LLMs included safeguards, meaning these 
results may not be applicable to users given access to the 
raw models without safeguards (see “Technical AI Safety 
Challenges,” page 19).

Fifth, OpenAI released results from a study in May 2024 
examining whether GPT-4 could significantly enhance 
access to information necessary for creating bioweapons 
compared to internet access alone. The study involved 100 
participants, divided into expert and student cohorts, each 
randomly assigned to groups with either GPT-4 access or 
internet-only access. Researchers observed slight improve-
ments in metrics such as accuracy and completeness, with 
experts experiencing approximately 0.9-point increases 
on a 10-point scale. When analyzing specific subtasks, no 
individual task showed statistically significant increases 
after controlling for multiple comparisons.88 However, the 
authors noted that if they had assessed the aggregate uplift 
in accuracy across all tasks, the result would have been 
significant.89 Contrasting this with the RAND study, which 
reported an unambiguous negative result, the OpenAI 
researchers emphasized methodological differences, such 
as using a model without safety guardrails, a larger sample 
size, and varied task designs—suggesting these factors 
might explain the discrepancy.90

These research efforts—the OpenAI study in partic-
ular—suggest that while today’s systems at most only 
marginally impact biological risks, foundation models 
may soon be able to improve the information available 
to malicious actors seeking to acquire bioweapons, 
especially nonstate groups. Such a development may be 
significant, but its effects can be easily underestimated 
or exaggerated, albeit for different reasons. To properly 
assess the import of LLMs’ potential for nonstate bio-
weapons threats, it is best to consider them in the context 
of the previously mentioned debate about the perceptions 
of bioterrorism risks (see “Perceptions of Risk,” page 11).

To focus first on how the impacts of LLMs can be 
underestimated, it is important to appreciate that the 
information needed to develop a bioweapon is far more 
complex than a simple list of instructions. The value of 
foundation models in crafting bioweapons is not just in 
distilling complex biological information scattered across 
a wide range of sources into actionable steps, though that 
alone could represent a significant advantage over con-
ventional methods that make use of the internet. Of equal 
importance is the budding ability of general-purpose AI 
systems to help triage how experimental processes have 
gone wrong, accelerating the design-build-test-learn 
feedback loop that is essential to developing working 
biological agents.91 To use a loose analogy, getting a good 
recipe for a rare, delicate baked good may be difficult, 
but even more important is having an experienced chef 
to help inform how and why one’s attempts at following 
the recipe did not go according to plan. Foundation 
models may hold the potential to eventually provide both 
recipes for bioweapons and expert advice on missteps in 
following those recipes. AI systems have already demon-
strated an ability to successfully triage and correct where 
chemical experiments have gone wrong, suggesting a 
precedent for future biological experiments.92 As foun-
dation models move from language to more multimodal 
capabilities—able to interpret visual and other inputs—
their ability to help triage where experiments have gone 
awry will likely grow. This enhanced assistance could 
be important across the entire bioweapons lifecycle, 
including the processes of effectively storing, sustaining, 
and deploying bioweapons.

At the same time, however, there are often-over-
looked limits to what sophisticated foundation models 
could contribute to nonstate actors’ biological produc-
tion efforts. First, as previously mentioned, information 
availability is often overemphasized as an element 
of bioweapons production to the exclusion of other 
important factors that can pose barriers to success 
such as organizational characteristics.93 Regardless of 
how dynamically foundation models are able to convey 
information to aspiring bioterrorists, the sociological 
conditions that frame their efforts may still make it 
exceedingly difficult to effectively use that informa-
tion, especially across a multifaceted and lengthy 
bioweapon lifecycle. Additionally, for the foreseeable 
future, foundation models simply will not be able 
to wield certain types of information that are often 
essential for successful experimentation. Some tacit 
knowledge, for example, is not articulated or absorbed 
verbally, and ordinarily must be passed on through 
apprenticeship or developed through accumulated 
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Technical AI Safety Challenges
Technical safety challenges intrinsic to AI tools could 
exacerbate biological risks in a variety of ways. The 
most obvious relates to foundation models’ potential 
to accelerate bioweapons production, as explored in 
the previous section. To mitigate the chances of their 
systems being used for malicious purposes, AI devel-
opers have attempted to create guardrails within AI 
systems that would prohibit their use for nefarious 
ends. But even while industry-leading foundation 
models are trained to refuse dangerous or harmful 
requests, foolproof techniques to reliably constrain 
systems’ outputs have yet to be developed. With 
sufficient effort, models can be induced to bypass safe-
guards through intentional crafting of “jailbreaks” or 
“adversarial prompts,” requests that are able to fool the 
system into ignoring instructions or training to refuse 
to answer certain questions.95

The difficulty in developing robust safeguards for 
advanced foundation models is related to the methods 
by which they are trained—using gargantuan data sets 
culled from the internet and elsewhere. Because these 
datasets are so large, the full extent of the knowledge 
that the models can acquire is difficult to identify, let 
alone control. The leading method to constrain outputs 
of information that creators would rather not be 
relayed is reinforcement learning from human feedback 
(RLHF). This technique iteratively fine-tunes a model 
based on human ratings of how its outputs meet the 
relevant policies and objectives of the creator—including 
not revealing harmful information. While this method 
works to a degree, it is a surface-level fix to the deeper 
issue. It reduces the model’s tendency to produce 
harmful results, but by and large does not alter the fun-
damental capabilities of the system, thus allowing clever 
tinkerers to find other ways to coax the desired illicit 
information from the model. While many advanced gen-
eral-purpose AI system providers allow their tools to be 
accessed only behind an online user interface—in effect 
barring users from tampering with the system itself—
some, such as Meta and Hugging Face, give users direct 
access to the raw models themselves. As researchers 
have demonstrated, users can then functionally undo the 
RLHF safeguards that would otherwise constrain the 
outputs of these models at low cost.96

Researchers are working on more sophisticated ways 
to guide foundation models’ outputs using techniques to 
instill more robust guardrails.97 But as foundation models 
become more complex, including by integrating multi-
modal data, it is possible that the difficulty of ensuring 
reliably controllable outputs may rise commensurately.98

trial-and-error experience (for a more thorough explo-
ration of these themes, see “Tacit Knowledge,” page 
21).94 To stretch the baking metaphor, an experienced 
chef who can correct errors is much more helpful than 
a simple recipe, but if that chef is nonetheless unable 
to physically coach apprentices through the delicate, 
somatically intensive techniques required for success, 
success may never be fully achieved.

Taken together, to the extent that foundation models 
prove to be a revolution in information assistance 
generally, they may also have the potential to provide a 
revolution in information assistance for nonstate actors’ 
bioweapons development. But to the extent that actually 
developing and deploying bioweapons depends on 
several other indispensable factors, even a revolution in 
bioweapons information assistance is unlikely to directly 
equate to a revolution in bioterrorists’ capabilities.

Finally, in addition to concerns about foundation 
models in isolation, it is also important to consider 
their evolving relationship with the risks of BDTs. 
As foundation models become more sophisticated, 
some experts believe that the issues associated with 
general-purpose AI systems and BDTs may converge. 
This could occur either because general-purpose 
AI systems begin to acquire BDT-level expertise in 
synthetic biology in their own right, or, more likely, 
because they lower the barriers to using BDTs by acting 
as an interface that allows users to wield BDTs much 
more easily. In a worst-case scenario, general-pur-
pose foundation models may eventually compound 
the risks of BDTs, so that BDTs raise the ceiling on the 
destructive potential of biological catastrophes, while 
foundation models expand the number of individuals 
who can wield advanced BDTs or BDT-like capabilities. 
Such a scenario is far from certain, given the uncertain 
trajectory of both technologies, including new safety 
mechanisms that may emerge before such a conver-
gence of risks.

But to the extent that actually 
developing and deploying 
bioweapons depends on 
several other indispensable 
factors, even a revolution 
in bioweapons information 
assistance is unlikely to directly 
equate to a revolution in 
bioterrorists’ capabilities.
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According to a range of 
organizational management 
studies, increasing automation 
in complex systems can risk 
introducing a range of safety 
hazards—and biotechnology is 
no exception.  

The difficulty of constraining AI systems’ outputs has 
understandably dominated discussion of AI and biorisk, 
but a range of other general technical AI safety issues 
could have impacts on biotechnology risks. These include 
explainability, over- and underfitting to training data, chal-
lenges in generalizing beyond the training distribution, 
and failures to ground predictions with causal mecha-
nisms and real-world physics.99 Such issues can certainly 
pose threats to the usefulness of systems, and can result in 
clinical dead ends or patient harm. But they are unlikely to 
contribute to full-scale catastrophic scenarios.

One possible exception could be systems that are 
effective at identifying promising biological candidates 
for medical or therapeutic uses but unreliable in pre-
dicting the full impacts of such candidates. For example, 
in 2001 researchers inserted a gene for interleukin-4 
(a protein that supports immune response) into the 
mousepox virus, in hopes of finding a way to disrupt the 
reproductive systems of mice. But the resulting agent 
was an unexpected, highly lethal variant of the virus 
that killed all the mice initially exposed, and subse-
quently half of those vaccinated with an otherwise 
highly effective vaccine.100 In this case, humans had 
successfully pinpointed a seemingly promising research 
agenda but failed to anticipate the lethal end result.101 
AI systems with a similar blend of strengths and weak-
nesses could make it easier for less-cautious actors to 
accidentally stumble upon dangerous biological agents, 
despite intending to develop medicinal products. While 
such incidents are not AI-specific, AI’s ability to identify 
potential research paths at superhuman speed, for 
reasons opaque to operators, could exacerbate such risks.

Integrating AI Tools into Complex Systems
As with other complex systems, such as the aviation 
industry or military systems, the integration of AI 
tools into the broader biotechnology ecosystem can 
reshape risks. In biotechnology, these phenomena can 
be thought of in two broad categories. First, enhanced 
automation in a range of subfields can introduce new 
safety challenges through eroding technicians’ sen-
sitivity to operations in their labs and disrupting the 
informal safeguards and incentives that accompany 
conventional lab work. Additionally, AI’s continued 
integration into biological processes may impact the 
role of tacit knowledge in acting as a barrier to bio-
weapons production, though the degree of this impact 
remains to be seen. These issues arise from AI’s 
ongoing, albeit nascent, transformation of experimenta-
tion in fields such as gene editing and biomanufacturing, 
both part of a wider trend toward automation.102

AUTOMATED PROCESSES
According to a range of organizational management 
studies, increasing automation in complex systems 
can risk introducing a range of safety hazards—and 
biotechnology is no exception.103 For one, as biological 
experiments become more automated, researchers’ 
abilities to maintain robust sensitivity to operations 
of delicate and potentially dangerous processes could 
be adversely impacted. Research into high-reliability 
organizations—those with remarkably strong safety 
records—shows that the ability to maintain a compre-
hensive, real-time understanding of the full complexity 
of an organization’s ongoing operations is critical to 
avoid errors and accidents, and to ensure that mistakes 
do not snowball into catastrophes.104 In cases such as 
the U.S. Navy’s Submarine Safety Program, leaders 
have intentionally designed their systems to ensure 
that human operators have active and deliberate over-
sight of the most critical parts of processes for the sake 
of ensuring operators’ active awareness.105 New auto-
mation capabilities in sensitive experimental processes 
in biology, without careful thought to how to maintain 
robust situational awareness among operators, also 
run the risk of eroding experimenters’ sensitivity to 
operations, potentially increasing the chances of lab 
accidents with catastrophic potential.

AI tools and automation could also reduce the 
influence of suppliers and experts who traditionally 
provide formal and informal feedback and oversight 
to research activities. This shift could make research 
more efficient and accessible, but it could also make 
it more difficult to monitor and evaluate, and to 
intervene as risks or bad actors present themselves. 
Although suppliers and experts ostensibly fulfill 
narrow tasks and processes within a bioscience 
ecosystem that could, in principle, be automated, 
the loss of their broader contextual awareness in 
performing tasks would be significant. It could mean 
that anomalies, irregularities, or suspicious behavior 
they might ordinarily notice would go undetected by 
automated systems.
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Finally, automation could make certain lab procedures 
more precarious by disincentivizing safeguards and 
escalating the impacts of system failures. As automation 
enables more high-efficiency approaches to execute 
lab work at scale and biotechnology engages in more 
industrial approaches to experimentation, safety checks 
may or may not scale appropriately to the expanding 
throughput. Additionally, stringing together multiple 
processes within larger automated procedures can 
result in “tightly coupled” systems—that is, systems in 
which mistakes or failures in one area quickly spread to 
others as interdependent automated processes rapidly 
affect one another. In more conventional lab processes, 
scientists perform subtasks independently, with indi-
viduals able to intervene in the case of failures from one 
task to the next. In more tightly coupled lab systems, 
where scientists are less directly handling experimental 
tasks, flaws can have cascading or compounding effects 
as the process progresses. These automated processes 
often occur at machine speeds—faster than humans can 
reliably follow—exacerbating the risk.

Much of the difficulty in addressing the issues asso-
ciated with automation stems from the fact that they 
can be exceedingly hard to identify, vary from lab to lab, 
and in many cases may not manifest at all. Additionally, 
it is not the case that the net effect of automation on 
safety is necessarily negative; to the contrary, in indus-
tries such as aviation and healthcare, it has a significant 
safety-boosting effect.106 The same may be true of biology. 
Nonetheless, labs and other biotechnology service 
providers should pay close attention to the formal and 
informal safeguards that may be lost as they integrate 
greater automation into their systems, especially in 
terms of situational awareness, human oversight, and 
tightly coupled system processes.

TACIT KNOWLEDGE
Historically, tacit knowledge has acted as a major 
bottleneck to successful biological development for 
scientists and bad actors alike. To understand how 
and why that is the case, it is important to recognize 
that tacit knowledge comes in many forms that are 
difficult to disseminate for different reasons. To that 
end, researchers James Revill and Catherine Jefferson 
explain tacit knowledge in terms of three broad catego-
ries, with subcategories in each:107

Weak tacit knowledge is that which in principle could 
be shared, but is difficult or impractical to communicate 
effectively between individuals or across organizations. 
For example, many organizations, including biolabs, 
employ logistically minded individuals who have such 

an intimate and wide-ranging understanding of the 
behind-the-scenes systems sustaining their orga-
nization’s operations that they can bring together 
information or resources to problem-solve in unique 
ways that can be lost if they leave the organization. 
Such knowledge can be difficult to recover without a 
replacement who has accumulated years of experi-
ence in the organization—even when its custodians 
attempt to communicate it—because the knowledge 
is experiential in nature. Another example is tacit 
knowledge that the bearer is unaware of having, so 
that in attempting to explain how to execute complex 
processes to others, he or she inadvertently fails to 
communicate information necessary to complete 
the task. Such “unrecognized” knowledge may seem 
simple enough to surface, but it can be exceedingly 
difficult to identify or articulate practices that have 
been subconsciously internalized, including in experi-
mental processes.

Somatic tacit knowledge refers to subtle physical 
information that can be impossible to articulate and 
must be learned by doing, for example balancing on 
a bicycle. Such “muscle memory” information can be 
critically important to successful biological experi-
mentation and can be as subtle as different techniques 
to swirl, pipette, or pour solutions, but also includes 
highly delicate lab procedures that require specialized 
techniques.108 Knowledge such as this often cannot 
be disseminated without in-person instruction, a 
fact that has been demonstrated time and again in 
“do-it-yourself” biology communities’ experiences 
trying to conduct their own experiments.109

Communal tacit knowledge refers to collective 
expertise produced and accumulated by teams of 
specialists working together over time. Just as sports 
teams practice together repeatedly to develop plays, 
tactics, and rhythms that make effective use of each 
player’s skills and roles, so too experts with diverse 
technical skills and roles must learn to combine their 
efforts effectively through iteration when conducting 
complex biological experiments. Likewise, just as 
trading a single key player on a sports team can have 
outsized impacts on the team’s overall cohesion and 
effectiveness, disruptions to scientific teams can 
also dramatically impact results, especially in such 
delicate experiments as those required to wield bio-
logical agents with strategic applications.

In light of the diversity in forms of tacit knowl-
edge and their impacts, it is not difficult to see why 
tacit knowledge has historically acted as a significant 
barrier to success in biotechnology. As previously 
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mentioned, there have been efforts in biotechnology 
to leverage automated cloud labs to overcome some of 
the challenges associated with tacit knowledge (see 
“Evolving Capabilities,” page 7). Many of these efforts 
have centered on attempting to record experimental 
knowledge, including some tacit elements, in excru-
ciating detail. These efforts are likely to accelerate as 
AI tools and robotics mature, because operating them 
necessitates greater articulation and codification of 
elements of experimental expertise previously consid-
ered tacit knowledge. The National Science Foundation’s 
BioFoundries program, for example, looks to support 
the development of “novel technologies, workflows, 
processes, automations, and knowledge-bases” to ensure 
“reproducibility of results and the ability to share data in 
both human- and machine-usable formats.”110

Some experts see great potential for these and future 
efforts to leverage AI in labs to greatly reduce the 
challenges to experimental success that tacit knowl-
edge has presented in the past.111 Automation already 
shows promise for increasing the benefits of encoding 
some forms of tacit knowledge in machine-readable 
formats and the ease of doing so. Biotechnology com-
panies seeking to capitalize on these trends aspire to 
build positive feedback loops in which they gather 
detailed experimental data, enabling more efficient 

experimentation and in turn generating still more experi-
mental data to work from, and so on.112 To the degree that 
such efforts are successful, automated labs could make 
complex biological lab work more accessible to a wider 
population—including bad actors. In such a future, some 
of the barriers to producing bioweapons could shift from 
the need for tacit experimental knowledge to safeguards 
established by automated labs in order to restrain bad 
actors from accessing dangerous biological agents or 
easily weaponizable antecedent ingredients for partic-
ular agents.

Automated pipetting systems are one example of tools that can make labs more 
efficient, but which can also require new forms of tacit knowledge to operate. (RF/
Andrew Brookes via Getty Images)

Nonetheless, many forms of tacit knowledge are 
very unlikely to be automated by AI, at least anytime 
soon. Some variants of weak tacit knowledge are the 
most likely candidates for automated assistance. And 
progress has been made in some basic forms of somatic 
tacit knowledge, most obviously pipetting, which can 
be finicky to perform manually in certain experimental 
circumstances, but which automated labs have made 
considerable strides in mechanizing.113 Yet it is difficult 
to imagine AI resolving more sophisticated challenges 
associated with somatic tacit knowledge, let alone 
issues of communal tacit knowledge. Additionally, 
operating automated machines that ostensibly reduce 
the burdens of tacit knowledge sometimes creates new 
tacit knowledge barriers. For example, labs may feature 

only a single individual able to success-
fully operate a particular temperamental 
automated pipetting system, who may have 
spent years figuring out how to make it 
work at all.114 Indeed, in some ways auto-
mated labs require more sophisticated 
tacit knowledge to operate, even if the lab 
customer need not wield that knowledge, 
because technicians must straddle highly 
complex biological and mechanical skills 
to maintain operations.115 Much as these 
technologies are rapidly developing, it is 
still the case that there is a long way to go 
before automated labs reach the seamless 
level of automatic experimentation they 
aim to achieve.116 As AI technologies 
progress, they will likely further alter 
the types of tacit knowledge required for 
biotechnology, perhaps by centralizing 
the tacit knowledge needed to perform 
sophisticated experiments in increasingly 
automated labs. But how such develop-
ments unfold—and how they will shape the 
risks of biocatastrophes—will remain an 
ongoing, evolving question.
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Very few researchers embark on projects with the 
intention of contributing to catastrophic risks. To the 
extent this does occur, it is often the product of over-
looking or underestimating the potential negative 
consequences of their work. In most cases, dual-use 
research holds legitimate potential for positive con-
tributions to medicine. For example, gain-of-function 
experiments to enhance pathogens’ ability to infect 
hosts can build understanding of viral mutations and 
transmission, and aid in the development of vaccines 
and therapeutics. Following controversy regarding 
gain-of-function research into making the H5N1 bird flu 
spread more easily between mammals, National Institute 
of Allergy and Infectious Diseases Director Anthony 
Fauci highlighted that such research could help predict, 
prevent, diagnose, and treat future pandemics.122 In 
particular, understanding how existing pathogens may 
evolve to resist countermeasures or spread more easily 
can help future-proof efforts to develop vaccines and 
therapeutics.123 The National Science Advisory Board 
for Biosecurity’s recent report on enhanced potential 
pandemic pathogens and dual use research of concern, 
written in the wake of concerns over COVID-19’s poten-
tial lab origins, reiterated that “life sciences research 
involving pathogens serves a critical role in pandemic 
preparedness and ensuring that the United States and 
the global community are prepared to rapidly detect, 
respond to, and recover from biological threats, whether 
naturally occurring, accidental, or deliberate in origin.”124

But as with the MegaSyn case (see page 16), the extent 
of harmful applications of well-intentioned research is 
not always clear at the outset—particularly with AI, given 
its rapidly developing, sometimes surprising capabilities. 
Coping with the often-opaque risks that emerge from 
the competitive dynamics of AI-enabled biotech devel-
opment will involve reckoning with a range of thorny 
incentives related to potentially large profit margins, 
academic prestige, legitimate concerns over stifling 
innovation, and fears of losing America’s biotechnolog-
ical advantage over China. It may also require reckoning 

Conditions of AI Development  
in Biotechnology
The risk profile of AI-enabled biotechnology will 
inevitably be affected by the conditions under which 
these capabilities are being developed. At present, these 
include rapidly expanding investment in the AI-bio 
nexus, a shift from academic to industry AI research 
leadership, escalating competition with China on both 
biotechnology and AI, and, perhaps most concerningly, 
Chinese AI and biotechnology ecosystems that lend 
themselves to costly errors and crisis mismanagement.

There has been a remarkable surge of investment 
in the AI-biotechnology nexus in recent years. Annual 
investments in the AI-driven biotechnology space grew 
nearly tenfold between 2017 and 2021, estimated at a 
minimum of $10.3 billion in 2021 alone.117 Leading bio-
pharmaceutical companies, such as BioNTech and Eli 
Lilly, each have invested hundreds of millions of dollars 
in partnerships and acquisitions in the past year.118 While 
such investment augurs promising potential for the 
future of AI capabilities in biotechnology, the rapid flood 
of capital into the sector could induce acceleration and 
competition dynamics at odds with safety.

In tandem with the influx of investment in the sector, 
there has also been a shift toward industry-led develop-
ment in the wider field of AI research, with the private 
sector now producing most leading machine learning 
models.119 In 2011, PhD graduates in AI were almost 
equally likely to pursue careers in academia or industry. 
By 2021, 65 percent of AI PhDs headed to industry, 
with only 28 percent remaining in academia.120 The life 
sciences have followed this shift toward industry-led 
AI biotechnology research, exemplified by Google 
DeepMind’s creation of AlphaFold, an AI model that 
trounced competitors using more conventional methods 
in a 2018 competition to predict protein structures. 
Subsequent state-of-the-art systems to predict protein 
structures have all been built upon AlphaFold.121 This 
shift toward industry-led AI-enabled biotechnology 
could have significant implications for how the sector 
evolves, given the divergent incentives that animate 
academic and corporate research. Additionally, private 
development of AI biotech could insulate the sector 
from some forms of government oversight and direc-
tion relative to academic research, which draws more 
from government funding. For example, the genome 
sequencing requirements of the White House’s recent 
Executive Order on the Safe, Secure, and Trustworthy 
Development and Use of Artificial Intelligence apply 
only to government-funded biological research, leaving 
privately funded research unaffected.

The extent of harmful 
applications of well-
intentioned research is not 
always clear at the outset—
particularly with AI, given its 
rapidly developing, sometimes 
surprising capabilities. 
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Taken together, China’s history 
of crises and the current 
conditions of its high-tech 
sectors suggest that Beijing’s 
bid to lead the world in 
biotechnology and AI is a recipe 
for disaster.

with uncomfortable realities, such as the fact that even 
in more obvious cases of harms from research, such as 
lab leaks, responsible parties rarely bear the full costs of 
harms themselves.125

One of the most underappreciated drivers of risk 
related to the conditions of AI and biotech development 
is that so much of it occurs in the People’s Republic of 
China (PRC), where a range of factors make life sciences 
and AI research more high risk.126 Beijing is heavily 
investing in AI and biotechnology, with stated goals 
to surpass the United States in AI leadership by 2030, 
and in biotechnology by 2035.127 To this end, China has 
taken an aggressive approach to procuring genetic data 
en masse from its citizens and foreign nationals around 
the world through legal and illicit means, spurring what 
The Washington Post terms a “DNA arms race.”128 Given 
the centrality of genetic data to AI-powered progress 
in biotechnology, China’s approach could yield con-
siderable dividends for the country’s ecosystem—and 
further escalate Sino-American biotech rivalry. Adding 
to these issues, the U.S. State Department has expressed 
“concerns” about China’s compliance with the Biological 
Weapons Convention, citing activities including “PRC 
military medical institutions’ toxin and biotechnology 
research and development [with] dual-use potential and 
possible [bioweapons] applications.”129 The Department 
of Defense’s Biodefense Posture Review, in addition to 
citing the Department of State’s concerns, likewise 
expressed concern that the “PRC has also released plans 
to make China the global leader in technologies like 
genetic engineering, precision medicine, and brain sci-
ences.”130 China is, in short, fueling competitive pressures 
in biotechnology competition, including in some particu-
larly dangerous areas.

In addition to how China impacts international 
competitive pressures, its biological and AI ecosys-
tems are also uniquely prone to consequential failures 
due to the government’s heavy-handed approach to 
accelerating scientific development, its willingness to 
support controversial and risky experimentation, and 
its chronic mismanagement of crises. China’s govern-
ment-led sprints to catch up or surpass other countries 
in particular sectors—as it is attempting to do now in AI 
and biotechnology—have a history of backfiring badly, 
as in the Great Leap Forward, the commercial satellite 
launch industry, and a variety of Belt and Road infra-
structure projects.131 The Chinese Communist Party 
(CCP) has demonstrated its willingness to support highly 
controversial biological research, as when it permitted 
and initially lauded Dr. He Jiankui’s botched genetic 
editing of three human embryos brought to term in 2018. 

The Chinese government’s funding incentives related to 
science and technology also particularly lend themselves 
to risky approaches to new technologies.132 Though there 
is evidence of increasing AI safety consciousness in some 
circles, Chinese AI entrepreneurs have historically taken 
pride in their government’s large appetite for stomaching 
tech development risks.133

Making matters worse, the Chinese government also 
chronically mismanages crises—not least in relation to 
deadly disease outbreaks—as exhibited in the gross mis-
handling of spiraling HIV contamination from blood sales 
networks throughout the 1990s, the 2002–03 coverup of 
China’s SARS outbreak, and the severe mismanagement of 
the early weeks of COVID-19.134 The latter is all the more 
remarkable because after the SARS fiasco, the Chinese gov-
ernment invested $850 million in developing public health 
mechanisms specifically designed to avoid SARS-like 
coverups, but the government’s response ended up simi-
larly dysfunctional.135 The safety track record of Chinese 
labs is also not reassuring. In 2019, one lab in Lanzhou was 
the source of history’s largest known lab leak, in which 
aerosolized Brucella infected more than 10,000 individ-
uals in surrounding areas.136 Between February and April 
2004, another lab in Beijing was the source of four separate 
known SARS leaks, two of which were discovered only 
after international investigations were launched.137 COVID-
19, too, may very well have been the result of a lab leak, if 
preexisting U.S. State Department concerns about safety 
practices of the Wuhan Institute of Virology are any indica-
tion.138 In either case, the Institute’s continued concealment 
of its virus sequence database, the CCP’s suppression of 
early information about the epidemiology of COVID-19, 
and the Chinese government’s overt campaign to spread 
disinformation globally about the origins of COVID-19 
all suggest a continued prioritization of political inter-
ests over biosecurity.139 The fact that the largest and most 
advanced gene synthesis company that is not a member of 
the International Gene Synthesis Consortium is located in 
China similarly bodes ill for the country’s attitude toward 
biosecurity.140 Taken together, China’s history of crises and 
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the current conditions of its high-tech sectors suggest 
that Beijing’s bid to lead the world in biotechnology and 
AI is a recipe for disaster.

Concerning as some of the current conditions of AI 
and biotechnology development are—in China spe-
cifically but also more broadly—there have also been 
a variety of efforts among biological labs, AI labs, and 
governments to create conditions more hospitable to 
biosafety. China’s exception notwithstanding, nearly 
all of the most advanced gene synthesis companies 
have committed to instituting screening protocols for 
orders as members of the International Gene Synthesis 
Consortium, even if there is currently no common 
standard for how to conduct such screening.141 Several 
leading frontier AI labs—including OpenAI, Anthropic, 
Google, and Meta—have committed to internal and 
external red teaming around biorisks for future frontier 
model releases, with OpenAI and Anthropic providing 
substantial commentary on risks from their flagship 
models.142 The Biden administration’s AI executive 
order has reinforced these measures and has sought to 
lay the foundation for a safety-conscious approach to 
innovation. The UK’s AI Safety Summit saw preliminary 
progress among 29 nations—including the United States 
and China—toward addressing AI risks internationally, 
with particular emphasis on biorisks.143 Though these 
initiatives are positive steps, and to varying degrees 
exhibit a desire to curb the worst impulses of competi-
tive dynamics, none guarantees that safety concerns and 
competitive pressures will settle into an appropriate, 
sustainable equilibrium. As these technologies progress 
over time, actors could descend into a more aggres-
sive competition, similar to how the sudden success of 
ChatGPT pushed competitor companies to compromise 
on their own safety standards.144 The competition at the 
intersection of AI and biotechnology will require careful 
monitoring and dynamic efforts to ensure that all actors 
maintain adequate incentives for safe and responsible 
scientific development.

Capabilities to Monitor

iven the complexity of ongoing, interrelated 
developments in AI and the life sciences, there is 
inherent uncertainty as to when different risks at 

the nexus of AI and bio will emerge and under what con-
ditions, if at all. Compounding this difficulty is the wide 
range of opinions about the relative threats that dif-
ferent capabilities pose, and a debate about whether the 
lack of successful large-scale biological attacks in recent 
years reflects overhyped risks or simply good luck.

Rather than attempting to predict the nature and 
timing of particular threats, this report instead seeks to 
identify particular areas of technological progress that 
could result in substantial alterations to catastrophic 
risks, albeit perhaps in unexpected ways. Building on the 
AI safety dimensions explored in this study, the following 
capabilities demand ongoing monitoring by policymakers 
to accurately understand what would change the pros-
pects of a biological catastrophe enabled by AI—and how 
to address such risks.

General-purpose AI systems’ effectiveness in 
supporting advanced biological experimentation

To date, experiments conducted using foundation 
models to accelerate bioweapons production do not 
suggest a significant impact on current risks. Indeed, at 
their current level of development, foundation models 
at times recommend incorrect courses of action, making 
them sometimes counterproductive for successful 
experimentation.

While foundation models are improving, it remains 
unclear if, when, and to what extent they will be able to 
successfully enhance nonspecialists’ abilities to reliably 
build or acquire potentially catastrophic bioweapons. 
Should such capabilities emerge, the risks of bioattacks 
from lone wolves and terrorist actors could escalate 
significantly. Experts should, therefore, closely monitor 
how reliably and effectively general-purpose systems 
can guide nonspecialists in sophisticated biological 
experimentation. Given that such experimentation 
entails cycles of iteration and triaging, experts should 
also pay attention to AI systems’ abilities to course-cor-
rect and speed the design-build-test-learn feedback 
loop, as well as monitor areas of tacit knowledge that 
are—and are not—aided by foundation models.

Diminishing tacit knowledge requirements from cloud 
labs and lab automation

Tacit knowledge has historically acted as a key barrier to 
the production of bioweapons, but cloud labs and other 
technologies could erode the importance of some forms 
of tacit knowledge in biological experimentation in the 
years ahead. While the introduction of AI-powered 
automation and experimentation at scale in laboratories 
holds the potential to reduce the role of tacit knowledge 
in some areas, the degree and speed of these transfor-
mations remains unclear. If cloud labs do achieve such 
reductions in the importance of tacit knowledge, they 
may also have safety mechanisms at their disposal that 
could compensate for the increased ease with which bad 
actors could otherwise produce biological agents, such 
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as advanced order screening methods and know-your-
customer requirements that would flag suspicious orders 
and customers.

The Biden administration’s recent executive order 
on AI mandates more robust screening for gene 
synthesis in research funded by the U.S. government, 
including in cloud labs.145 While this measure is a step 
in the right direction, it falls short of plugging all the 
loopholes among cloud labs that are possible to exploit. 
Moreover, emerging AI techniques could conceivably 
create new ways to trick, spoof, or circumvent such 
screening methods. Experts should closely monitor 
the degree to which cloud labs diminish the barriers 
of tacit knowledge needed to successfully produce, 
sustain, and disseminate biological agents. They 
should also carefully consider the efficacy of evolving 
safeguards that can be built into cloud labs and other 
emerging technologies that seek to lower the need for 
tacit knowledge.

Dual-use progress in AI-enabled research into host 
genetic susceptibility to infectious diseases

As AI helps identify genetic features that can make 
people more susceptible to various diseases, scientists 
and policymakers alike should be cognizant of how 
well-meaning medical genomic research into precision 
medicine might be weaponizable. Policymakers should 
closely monitor precision medicine that focuses on host 
genetic susceptibility to infection, an area of study that 
aims to develop treatments, therapies, and other inter-
ventions tailored to the genetics of specific individuals 
or groups. To be clear, the development of precision 
medicine of relevance to biorisk is uncertain given the 
persistence of unanswered questions in the subdis-
cipline.146 Developments that could make substantial 
contributions to the production of precision bioweapons, 
therefore, could remain distant prospects. However, 
even with an incomplete or imperfect understanding, 
AI-enabled progress in precision medicine could stumble 
upon discoveries or techniques that could be used for 
precision bioweapon development.

Because of this, precision medicine should be an area 
that national security professionals proactively observe, 
with deliberate attention to how medically intended AI 
tools could be counterintuitively leveraged for misuse. 
Given the novelty and complexity involved in such 
development, the United States should also monitor state 
actors that might have an interest in pursuing precision 
bioweapons research, most notably China, North Korea, 
and Russia.

Dual-use progress in precision engineering of   
viral pathogens

Compared to the human genome, pathogen genomes, 
especially viral genomes, are orders of magnitude smaller 
and less complex—and therefore easier to manipulate. 
Additionally, while catastrophic weaponization of many 
biological agents requires significant efforts to manu-
facture and disperse in sufficient quantities, viruses can 
spread rapidly and widely from a smaller initial quantity.147

As AI tools accelerate the study of genetic features of 
various viruses for a range of purposes, such as vaccine 
development or immunology research, additional capabil-
ities to alter pathogens toward specific strategic purposes 
could emerge. Though not a new concept, enhanced 
capabilities to alter pathogens with greater precision 
could create new methods to optimize viruses for greater 
lethality, transmissibility, or immune evasion to maximize 
the impacts of a biological attack. Such capabilities could 
also be used to make pathogens that thrive only under 
particular environmental conditions, which would enable 
geographically targeted bioweapons.

As with research in host genetic susceptibility to infec-
tious diseases, it is possible that legitimate research into 
pathogen engineering would inadvertently create tools 
that could be used to make more powerful or strategically 
useful bioweapons. Policymakers should proactively 
monitor scientific developments in precision genetic 
engineering of pathogens for potential malicious appli-
cations. They should also watch the development of tools 
that could inform this engineering, such as those used for 
protein generation or immunological modeling—with par-
ticular attention to the integration of AI capabilities.148

Recommendations

hile most of the catastrophic threats at the 
intersection of AI and biology are yet to emerge 
and will require careful further monitoring 

as they take shape, there are some sensible measures 
worth implementing now to reduce the chances of future 
biological catastrophes. The following recommendations 
aim to address instances in which failing to preemptively 
head off risks would result in unnecessary or unaccept-
able vulnerabilities, or where early intervention to shape 
the ongoing development of AI tools could set norms to 
ensure resilience to emerging catastrophic risks. In view 
of the immense potential of advancements in both AI and 
biotechnology to support human flourishing, these recom-
mendations also aim to be innovation-friendly, requiring as 
little as possible regulatory intervention.

W
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The recommendations aim to address only biological 
threats that are AI-specific, not the full spectrum of 
biological catastrophic risks, which are much broader. 
For example, while much of the immediate concern at 
the nexus of AI and biotechnology relates to proliferation 
of biological capabilities among nonspecialists, there 
is a compelling argument that highly capable experts 
already working within labs pose the greater threat—par-
ticularly as the total number of high-risk labs continues 
to climb.149 Addressing this threat and others, which 
are mostly independent of AI development, requires 
measures beyond the scope of this report.

Additionally, these recommendations do not directly 
address the ongoing debate about AI models that are 
released in their raw form onto the internet for public 
download. These models are often referred to as “open-
source models”—or more precisely, “open-weight 
models,” given that that open release of a trained model’s 
weights may not be accompanied by other hallmarks 
of open-source software such as permissive licensing. 
While the most capable general-purpose AI models are 
currently offered to the public only through online and 
application programming interfaces (APIs), some models 
such as Meta’s Llama 2 are offered freely for users to 
download and run natively on their own computers. 
Advocates of an open-source approach to AI develop-
ment argue that democratizing access to AI models 
allows for faster scientific experimentation and collab-
oration, in addition to the benefits of accessibility and 
transparency intrinsic to the approach.150 Critics counter 
that open-sourcing models could pose considerable 
risks as AI capabilities improve. In this view, “structured 
access” can offer an important layer of protection against 
model misuse, through the use of content filters and 
blocking access to models entirely when necessary.151 
Once a model’s weights are openly available, it becomes 
near-impossible to prevent its proliferation, a major 
concern if dangerous capabilities are discovered after its 
release. Additionally, because individuals can directly 
tamper with open-source models, current built-in safety 
measures can be relatively easily undone.152 Proponents 
counter that just as open-source approaches to many 
forms of software have helped improve security and sta-
bility, the same may be true in the case of AI, ultimately 
incentivizing the development of more robust built-in 
safety mechanisms.153

Resolving these tensions is a larger question than 
can be addressed by this report, involving a range of 
issues around scientific norms, legal liabilities, business 
models, and the future capabilities of different AI tools.154 
But insofar as biological risks constitute a major area 

of interest for the open-source debate, the following 
recommendations aim to help inform national security 
practitioners’ understanding of the issue, even if not 
all recommendations are equally relevant to open and 
closed approaches to model deployment.

Further strengthen screening mechanisms for cloud labs 
and other gene synthesis providers

The Biden administration’s October 2023 AI executive 
order took positive steps to shore up screening mecha-
nisms for providers of genetic synthesis by tasking the 
director of the Office for Science and Technology Policy 
with developing a framework for screening customers 
and gene sequence orders for potentially dangerous 
activities. The order further mandates that all federal 
funding for life sciences research will require the use of 
services that operate with the mechanisms developed 
under this framework, which will incentivize companies 
to institute the measures. Even so, these measures do not 
comprehensively address the possibility of bad actors 
ordering genetic sequences that could be used to cata-
strophic effect, as only companies working with federally 
funded research will fall under the purview of the order.

Further action is necessary. There appears to be some 
industry support for screening mechanisms that could 
be made more binding, given that many major gene 
synthesis companies are already party to the voluntary 
International Gene Synthesis Consortium that requires 
its members to implement order screenings. As AI 
models help democratize biotechnologies to a broader 
audience—and have already shown the ability to aid bad 
actors in identifying cloud labs that may lack sufficient 
screening safeguards—shoring up safeguards on such a 
critical digital-to-physical barrier in the development 
of biological agents is low-hanging fruit.155 Additionally, 
the expanding use of cloud labs and other AI-automated 
facilities for processes like viral assembly, CRISPR 
editing, and mutagenesis also require enhanced over-
sight, as bad actors could use these capabilities to bypass 
synthesis screening safeguards.156

American lawmakers should require that all relevant 
companies rigorously screen their orders and customers 
for potential threats, and that they develop appropriate 
reporting mechanisms to law enforcement entities for 
suspicious activity. Additionally, in light of advances 
in benchtop synthesis capabilities that may broaden 
access to dual-use capabilities, relevant agencies 
should consider policies that would require logging and 
screening of all synthesized genetic sequences, using 
encryption to protect trade secrets while allowing for 

27

TECHNOLOGY & NATIONAL SECURITY  |  AUGUST 2024
AI and the Evolution of Biological National Security Risks: Capabilities, Thresholds, and Interventions



queries of sequences in specific emergency situations.157 
The U.S. government should also seek to internationalize 
screening norms through diplomatic engagement in 
the Biological Weapons Convention and other multilat-
eral fora. Because AI tools may soon create methods to 
circumvent conventional screening mechanisms, law-
makers should look ahead and invest in the development 
of next-generation dynamic screening methods, perhaps 
making use of new AI technologies that are responsive 
to attempts to circumvent conventional practices. They 
should also anticipate further advances in benchtop syn-
thesis capabilities over the coming decade that may pose 
new risks, and plan accordingly.158

Engage in regular, rigorous assessments of the biological 
capabilities of general-purpose models for the full 
bioweapons lifecycle

Several leading American AI labs have already com-
mitted to internally stress-testing their foundation 
models for biological misuse capabilities. The AI 
executive order further solidifies this commitment 
by requiring the secretary of commerce to establish 
“guidance and benchmarks for evaluating and auditing 
AI capabilities” with a particular focus on biosecurity, 
and by requiring companies to share results of their 
testing with the government.159 But such guidelines are, 
for now, functionally left to the discretion of companies 
with potential conflicts of interest to determine their 
implementation. Moreover, the relative ease or difficulty 
associated with deploying bioweapons is not simply a 
function of the capabilities of particular general-purpose 
models in a vacuum, but is contingent on constantly 
evolving capabilities in the broader biotechnology eco-
system, not least capabilities related to cloud labs and 
gene synthesizers. Finally, studies to date have lacked 
elements to test the full degree to which foundation 
models may or may not impact tacit knowledge hurdles 
in bioweapon development.

Relevant federal agencies such as the Department of 
Defense and the Department of Homeland Security should 
conduct regular, systematic assessments of the impact 
of foundation models on the full lifecycle of bioweapons 
procurement, storage, and dissemination. Recent studies 
by the RAND Corporation and OpenAI could provide a 
template for what such rigorous testing looks like, with 
teams of individuals tasked with developing operational 
bioweapons plans with the aid of foundation models.160 
These plans would then be submitted for assessment by 
biological experts to critically examine their feasibility 
relative to control groups lacking such foundation models. 

To get even more practical, such groups could also be 
tasked with using foundation models to help develop real 
biological agents of similar complexity to that of known 
bioweapons, but harmless to humans, allowing researchers 
to gauge how practically helpful general-purpose AI 
systems are for issues of tacit knowledge. Many layers of 
complexity are required to successfully field a bioweapon, 
and the landscape of biotechnologies in cloud labs and gene 
synthesis tools is changing. For these reasons, to assess the 
effectiveness of lone wolves and small groups in using foun-
dation models to develop bioweapons capabilities, the most 
reliable method is to regularly test small groups’ ability to 
achieve similar feats under real-world conditions.

The results of these studies could be valuable in dis-
cerning how general-purpose AI systems are changing 
the barriers to bioweapons production for nonstate 
actors, and where interventions are most effective and 
needed. Additionally, such studies would shed much-
needed light on the open-source debate, helping to 
establish with greater clarity what the real risks are from 
freely available models. If there is demonstrated progress 
toward enabling nonstate actors in new ways, these 
results can inform the development and implementation 
of technical safety measures and legislation to place over-
sight around the development and release of relevant 
dangerous models. If progress continues to be negligible, 
the results can equally help to guide what a responsible 
approach to model development might look like.

Invest in technical safety mechanisms that can curb 
misuses of foundation models

To mitigate the risks of future foundation models empow-
ering nonstate actors’ bioweapon capabilities, private 
companies and federal research agencies such as the 
National Science Foundation and the Defense Advanced 
Research Projects Agency should invest in further research 
on several technical safety mechanisms, including:

GUARDRAILS FOR CLOUD-BASED ACCESS
Foundation models that users access through online 
interfaces or APIs feature a variety of tools to curb mali-
cious behavior, such as checking outputs using additional 
moderation models.161 Further research could establish 
more robust methods to tamp down on prompt injec-
tions and jailbreaks that can trick models into revealing 
harmful information. AI developers could also leverage 
AI tools within their systems to identify conversations of 
concern for further review. Where appropriate, AI com-
panies could be required to report to law enforcement 
cases where users seem to be pursuing hazardous lines 

@CNASDC

28



of inquiry related to terrorism or other threats to public 
safety or national security.

UNLEARNING
Machine learning researchers have sought to discover 
ways to make general-purpose models “forget” infor-
mation, and recent work has shown tentative promise 
toward this end.162 If successful, such techniques could 
scrub models of dangerous biological information, 
amounting to a far more comprehensive ability to 
curtail general-purpose models’ dangerous biological 
capabilities than is currently available from RLHF 
methods, which are susceptible to jailbreaks and prompt 
injections. In pursuit of this goal, Google has already 
launched a Machine Unlearning Challenge to pioneer 
methods to erase information from models.163 Two 
researchers at Microsoft have also shown some progress 
in getting a model to forget Harry Potter–related infor-
mation, and more recently a team of researchers has 
pioneered an unlearning method based on controlling 
model representations to excise WMD-relevant infor-
mation from models.164 But there remains more work to 
be done to comprehensively excise harmful biological 
information from general-purpose models, especially 
in such a way that preserves said models’ abilities to 
usefully enhance scientific endeavors.

NOVEL APPROACHES TO “INFORMATION HAZARDS” IN 
MODEL TRAINING
It is possible that if the scientific publications featuring 
the most concerning dual-use information, often referred 
to as “information hazards,” were left out of AI training 
sets altogether, many of the risks experts fear regarding 
the proliferation of potentially harmful biological infor-
mation may prove moot. Bad actors might be able to 
partially overcome this by giving general-purpose models 
access to information hazards either as part of queries 
or via fine tuning, but this would nonetheless still raise 
technical barriers, as users would need to assemble the 
relevant information first to provide to the AI system, and 
know how to use it effectively with the system.

Another method of guarding against biological misuse 
from general-purpose AI could involve deliberately 
“poisoning” the training data of models in hazardous 
areas of biology. Such a method would alter training data 
by adjusting relevant information or instructions to be 
intentionally incorrect, perhaps using LLMs to locate 
and edit the relevant information from training data. 

If such a poisoned model were successfully coaxed into 
providing dangerous biological information or instruc-
tions, the results would likely be incorrect.

Update government biodefense investment to further 
prioritize agility and flexibility

The U.S. government has increasingly recognized the 
need to move beyond the traditional “one-bug-one-drug” 
approach to biodefense. Following the Department 
of Defense’s most recent Biodefense Posture Review, for 
example, senior officials underscored that advances in 
science and technology are accelerating the emergence 
of diverse hazards, necessitating a move toward more 
flexible and comprehensive solutions to efficiently 
address a broader spectrum of biological risks.165

AI-enabled biological design tools could further 
escalate the need to transition to more agile and flexible 
defenses by making it easier to create novel pathogens 
or modify existing pathogens to resist current counter-
measures. However, the current funding model for 
biodefense initiatives, such as those used in relevant 
BARDA programs, is often inconsistent and reactive. 
Past instances, such as the allocation of substantial funds 
during the swine flu and COVID-19 crises, demonstrate 
Congress’s capacity to mobilize resources in emergency 
situations. Yet this reactive funding approach, char-
acterized by irregular “boom and bust” cycles, is not 
conducive to the sustained development and procure-
ment of medical countermeasures. This is particularly 
true for ambitious, forward-thinking projects, such as 
the potential development of vaccine prototypes for 
all known pathogenic viral families. Stable, long-term 
investment is crucial, particularly in the development of 
treatments and vaccines that are broad spectrum, and 
in underlying technologies that enable rapid retargeting 
of these countermeasures to new pathogens, as was 
demonstrated by the exceptionally rapid development of 
COVID-19 vaccines.166

More broadly, policymakers should also dedicate 
further resources to pathogen-agnostic approaches to 
strengthening biodefenses, prioritizing measures that 
directly counteract pathogens’ ability to spread. For 
example, they could target improving indoor air quality—
whether through enhanced ventilation or promising 
innovative technologies such as Far-UVC light—which 
shows potential in directly and safely inactivating 
airborne pathogens.167
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Ultraviolet lamps are widely used for germicidal irradiation, but are generally harmful to humans. But part of the ultraviolet spectrum—Far-
UVC—shows promise in inactivating airborne pathogens while also being safe for humans. (Victor Borisov via Getty Images)

advancements from the dual-use research that would 
lead to such developments. If BDTs do acquire sophisti-
cated pathogen design capabilities well beyond what is 
currently possible, the U.S. government should work to 
establish a stringent licensing regime for the creation and 
use of such models, both at home and abroad.168

Conclusions

ll things considered, dire warnings from 
industry leaders and government officials about 
AI-powered biocatastrophes remain largely 

speculative: today’s AI has not significantly altered the 
risks of biocatastrophes. That said, there is a strong case 
that current biological safeguards—independent of AI 
development—already need significant updates. And a 
range of budding AI applications could, perhaps, drive 
up the likelihood and severity of large-scale biolog-
ical destruction, even if the extent and timing of these 
increases remain unclear, as do new opportunities for 
safeguards that may emerge with improving capabilities.

The good news is that industry and government 
leaders have a window to address these risks proactively, 
rather than reactively. Careful monitoring of a handful of 
capabilities can help policymakers and experts get ahead 
of risks as they emerge, and respond appropriately with 
an eye to protecting innovation. Additionally, sensible 
measures now can set on firmer footing the trajectory of 
biosecurity in the age of AI. Daunting as the theoretical 
possibilities for future AI-enabled biological catastrophes 
may be, they are far from inevitable.

In the long term, consider a licensing regime for biological 
design tools with potentially catastrophic capabilities

BDTs that successfully design bespoke pathogens—
whether targeting particular genetic populations and 
environments or heightening lethality or transmissi-
bility—would represent a step change in the catastrophic 
potential of biological agents. If such BDTs emerge, their 
impacts on the risks of biological catastrophes will be 
profound. While these tools thankfully remain specu-
lative today, if significant progress toward such systems 
is achieved, it will be worth considering a licensing 
regime in advance of their full realization to prevent 
their uncontrolled proliferation. A licensing regime of 
this kind should be targeted to only a narrow and clearly 
defined set of BDTs to restrict their development and use 
to trusted actors only.

The Biden administration’s executive order on AI has 
taken preliminary steps in this direction by establishing 
reporting mandates for developers who create biological 
AI tools that require large amounts of computing power 
to train. As BDTs grow in sophistication and genomic 
data becomes more readily available, relevant authorities 
should closely monitor how such models could be built 
or repurposed to create designer pathogens. Though 
these capabilities remain largely speculative, given the 
severity of the threats posed by such potential devel-
opments, policymakers cannot afford to fall behind the 
curve on developing appropriate safeguards. At the same 
time, policymakers should avoid premature regulation 
on the issue, given the immense potential for medical 
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