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Abstract

In categorical logic predicates on an object X are traditionally rep-
resented as subobjects. Jacobs proposes [9] an alternative in which the
predicates on X are maps p: X — X + X with [id,id] o p = id. If the
coproduct of the category is well-behaved, the predicates form an effect
algebra. So this approach is called effect logic.

In the three prime examples of effect logics, a sequential effect algebra
arises naturally. These structures are studied by Greechie and others in
quantum logic.

In this thesis we study several variations on effect logics, and prove
that in these variations sequential effect algebras do not arise.



1 Introduction

1.1 Starting point

Given a category € with coproducts and an object X of €. Following [9], define
the (internal) predicates on X as

iPred(X) = {p: X - X + X; [id,id] o p = id}.
In Set, the category of sets, the predicates on X correspond to subsets:

kix TeU UCX}.

iPredse:(X) = ; = ; -
iPredse:(X) = {pv; pu(x) {@x v EU

In (D), the Kleisli category of the distribution monad, the predicates on X
correspond to maps X — [0, 1]:

iPred xo(p)(X) = {py: py(x) = ¥(@)k12 + (1 —Y(a))rox; ¥: X — [0,1]}.

In Hilb, the category of Hilbert spaces with (bounded linear) operators, the
predicates on X correspond to operators on X:

iPreduin(X) = {pa; pa(z) = (Az,z — Az); A: X - X}.

If the category % is well-behaved, then iPred(X) carries an algebraic structure:
it is an effect module. We will cover effect modules and related structures in
Section An effect module has (among other structure) a partially defined
binary operation @, a unary operation ( )+ and a selected element 1. In the
previous examples:

€ p@q  defined whenever p* 1
Set Uuv Unv=90 X-U X
HMD) v+x P+x<1 1-4 1

The predicates iPred(X) on a Hilbert space X do not form an effect module.
However, the predicates that correspond to operators 0 < A < I, called positive
predicates pPred(X), do form an effect module.

€ p@q  defined whenever p* 1

Hilb A+B A+B<I I-A 1

In Set and JZ(D), there is an obvious way to extend the map X — iPred(X)
to a functor iPred: ¥ — EMod®?. We write (f)* for iPred(f). In the case of
Hilbert spaces, the map X +— pPred(X) can be extended to a functor on the
wide subcategory of Hilbert spaces with isometries: pPred: Hilbisom — EMod®P.
We have three functors:

Set (D) Hilbisom
iiPred iiPred ippred
EMod®P EMod®P EMod®P

Assume we have any functor Pred: ¥ — EMod®?. Any effect module is also a
partially ordered set — for each x1: X — X + Y we have an order preserving



map (k1)*: Pred(X+Y) — Pred(X). In our three examples, the map (k1)* has
a left and right order adjoint: [[, - (k1)* 4], . Also, for each p € Pred(X)
there is an evident map char,: X — X + X such that (char,)* [, 1=p.

On any Pred(X), we define (p?) (¢), pronounced “p andthen q”, by

(p?) (q) = (chary)"T1,, ¢.

In our examples, we have:

¢ (p?) (9)
Set unv
HU(D) - x

Hilbisomy VABVA

These three operations are examples of Sequential Products as defined by Gud-
der and Greechie [7] to study Quantum Logic. In fact, these are their prime
examples as well.

This leads to the following question, which is the starting point of this thesis:
are there categorical axioms, which our examples obey, such that andthen is a
sequential product as defined in [7]?

1.2 Overview

First, we will cover in Section [2| the basic theory of several algebraic structures
related to effect modules. Also a few specialized results will be proven, for in-
stance on the existence of certain effect monoids, which will be used in the study
of effect logics later on. Then, in Subsection we introduce the sequential
product as defined by Gudder and Greechie in [7]. We conclude the preliminar-
ies by recalling some basic topics, such as galois connections, monads and the
Kleisli category.

We will assume the reader is familiar with Hilbert spaces and C*-algebras.
For an introductory text see [2]. To a lesser extend, we will assume familiarity
with Category Theory. For an introductory text, see [IJ.

Before we will investigate effect logics in the line of [9], we will investigate,
in Section |3 a weaker notion of effect logic, called weak effect logic. In a weak
effect logic we start with a functor Pred: € — EMod®® of which we do not
require that that Pred(X) = iPred(X). First we look at several examples of
weak effect logics. Then, we prove a representation theorem to characterize the
possible andthen that occur in a weak effect logic.

In Section [@ we study effect logics. First we study internal predicates.
Then we introduce the axioms of an effect logic and consider some examples.
After that, we prove three representation theorems to partially characterize the
andthen that occur in an effect logic.

Finally, in Section [b] we summarize our results and state the open problems.

We introduce some notions and prove some theorems that are not directly
required for the results of this thesis. These are marked by a *. We include
these for one of two reasons.

e FHither it is a negative result to justify our approach. For instance, the
non-commutative effect monoid we construct in Subsection 2.2.2]is rather
complicated. One might expect that there is a finite example. That is



why we include Proposition that states every finite effect monoid is
commutative.

e Or: the result is a worthwhile deviation. For instance, to show there is a
non-commutative effect monoid (Corollary we only require one direc-
tion of the equivalence between OAU-algebras and convex effect monoids.
However, the full result is worth proving.
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2 Preliminaries

Before we can fully state the axioms of (weak) effect logics, we need to introduce
some algebraic structures of which the effect algebra, effect module and effect
monotid are the most important. Also, we will use the notion of a Galois con-
nection (or order adjunction).

One class of effect logics is based on the Kleisli category of a distribution
monad generalized to an arbitrary effect monoid. This class of effect logics is
used to prove Theorem 116 Due to this theorem, we will study examples of
non-commutative effect monoids.

2.1 Effect algebras

In an effect logic, the set of predicates on an object will have (among others)
the following algebraic structure.

Definition 1 ([3]). Given a structure (E, ®,0,1) where

e ©: ExXFE — Fisa partial binary operation: we write a 1 b whenever a@b
is defined and

e 0,1 € FE are selected elements: 0 is called the zero and 1 the unit.
This structure is called an effect algebra (EA) if the following holds.
(E1) (partial commutativity) If a L bthen b L aand a@b=>b@ a.

(E2) (partial associativity) If a L b and a @b L ¢, thend L ¢, a L b@c
and a @ (b@c)=(a@b) @ec.

€

(E3) (unique orthocomplement) For every a € E there exists a unique a— such

that a @ a® = 1.
(E4) If a L 1, then a = 0.

Given two effect algebras E and F a map f: E — F is an effect algebra
homomorphism if

1. fis additive, that is: when a L b for a,b € E, then also f(a) L f(b) and
furthermore: f(a) @ f(b) = f(a @b) and

2. f preserves the unit, that is: f(1) = 1.
The effect algebras along with their homomorphisms form a category called EA.
Example 2. The following are effect algebras.

1. ([0,1],4,0,1) where [0,1] € R is the unit interval and + is the normal
addition. « 1 y whenever z +y <1 and z+ =1 — z.

2. (P(X),U,0, X) where P(X) is the set of subsets of X and U is the disjoint
union: A 1 B whenever AN B = (). The orthocomplement is the normal
complement: A+ =X — A.

3. (Eff(4#),+,0,I) where Eff(J#) are the positive operators on a Hilbert
space below or equal to I; I is the unit operator and + is addition of
operators. A | B whenever A+ B < I and At =T- A.



There is more structure on an effect algebra: there is a partial order < and
a difference ©. Before we define these, we need to derive some basic properties.

Proposition 3. In any effect algebra, we have

~

B

5

. (involution) a** = a;

. 1-=0and 0+ =1;

. (zer0) a L 0 and a @ 0 = a;

. (positivity) if a@b =0 then a =0 and b =0 and
. (cancellation) if a @b =a @ c then b= c.

Proof. One at a time.

1

. By (E3), we have a @ a* = 1. Then by (E1), we have a* @ a = 1. And
thus by (E3) again, we must have a = a*++.

By (E3), we have 1 @ 1+ = 1. Then by (E4), we have 1+ = 0. By the
previous 1 = 1++ = 0+,

By (E3) and (E1), we have a' @ a = 1. By the previous (at @ a) @ 0 =
1©0 = 1. Thus by (E2) we know a* @ (¢ @ 0) = 1. Hence by (E3) we
have a @ 0 = a.

By (E3) and the previous, we have (a @ b) @1 =0®@ 1 = 1. Then by (E2)
we have b L 1. Hence by (E4) we know b = 0. And similarly, using (E1),
we see a = 0.

Since (a@b)* @ (a®c) = (a@b)* @ (a@b) = (((a@b)* @a)@b = 1, we know
by uniqueness of the orthocomplement that b = ((a @ b)* @ @)t =c. O

Thus: effect algebras are partial commutative monoids with the extra ax-
ioms (E3) and (E4).

Definition 4. We write a < b if there exists a ¢ such that a @ ¢ = b.

Proposition 5. For any effect algebra E.

1.
2.

3

4.
.

(E, <) is a poset;

a < b if and only if b+ < at;

. 0 is the minimum and 1 is the mazximum element;
ifa<bandb Lc, thena L canda@c<b@cand
a L bif and only if a < b*.

Proof. One by one.

1

. First, reflexivity: a @ 0 = a thus a < a.

Then, anti-symmetry: suppose a < band b < a. That is: therearec,d €
such that c@c=band b@d =a. Then a@0=a=bQd = (a@c)@d =
a@ (c@d). Hence by cancellation c¢@d = 0. Thus by positivity ¢ = d = 0.
Consequently a =b@d =090 =1b.

Finally, transitivity: suppose a < b and b < ¢. Then there are d,e € FE
such that a@d = b and b@e = ¢. Hence ¢ = b@e = (a@d) Qe = a@ (dQe).
Thus a < c.



2. Suppose a < b. Then a @ ¢ = b for some c¢. Note that (b* @ c) @ a =
bt @ b= 1. Thus b+ @ ¢ = a*. Hence b+ < at.

Conversely, suppose b~ < a*. Then by the previous a = a
as desired.

11 SbLL :b,

3. 0@ a = a hence 0 < a. Thus 0 is the minimum.

In particular 0 < a*. Then by the previous: a = a*+ < 0+ = 1. Thus 1
is the maximum.

4. Suppose a < band b L c. There is a d such that a@d = b. Hence a@c@d =
aQdQe=b@c. Thusa@c<b®ec.

5. Suppose a L b. Then (a @ b)* @ a @b = 1. Hence by uniqueness of
orthocomplement: (a @ b)* @ a = b+. And thus a < bt.

Conversely, suppose a @ ¢ = b+. Then b L b+ = a @ ¢ and thus by (E3)
and (E2) in particular a L b. O

Note that if a @ c = b = a @ ¢/, then by cancellation ¢ = ¢'.

Definition 6. Suppose a < b, let b © a be the unique element such that we
have a @ (bS a) = 0.

Proposition 7. For any effect algebra E.

(D1) x ©y is defined if and only if y < x;

(D2) xoy <x;

(D3) & (xS y) =y and

(D4) ifx <y<z thenzoy<zoz and (26z)0 (28y)=ySx.
Proof. One by one.

(D1) By definition.

(D2) 2@ (x©y) =z hence x Sy < .

(D3) (ze(zcy) @ (zcy) =2 = (xrOy) @y and thus, by cancellation, we
derive x & (z © y) = y.

(D4) 2@ (yoz2) @ (26y) =y @ (26 y) = z and hence by uniqueness of the
difference we have (y© z) @ (26 y) =26 x and thus z6y < z S z.

(zox)o(zoy)Qz20z=((202)0(209)Q(:z0Y) VY=
=(z02)QyQx
=zQuy

and thus by cancellation ((262)©(20y))©z = y and finally by uniqueness
of the difference: yoz = (z61z) 8 (26 y). O

Remark 8. Any (X, <,6,1) in which (D1)-(D4) hold and has 1 as largest
element is called a D-poset. Thus any effect algebra is a D-poset. Conversely:
on any D-poset we can define a @b = c < ¢S b = a and a* = 1 © a. This
will form an effect algebra. Thus: D-posets are another way to look at effect
algebras.



Proposition 9. For any effect algebra E, we have

1

2
3
/.
5
6

.at=16a;

. ifb<a then (a©b)t =at ©b;
Cifbc<aandaSb=a6Sc, then b=c;
ifa<bcandbSa=cSa, thenb=c;

.ifa L b, then (a @b) ©b=a and

. a0 (boc) = (a©b) @ c whenever they are both defined.

Proof. One at a time.

1.
2.

(1©a) @ a =1 and thus the unique orthocomplement a* =1 a.

Certainly (a ©b) @b = a. Thus (a©b) @b©@at = 1. Hence by uniqueness
of the orthocomplement we know (a © b)* = a* @ b.

Suppose a ©b = a © c. Then by the previous: at @b = (a ©b)*+ =
(a©c)t = at @ c and thus by cancellation b = c.

Suppose bSa=cSa. Thenb=(bSa)Qa=(cSa)Qa=c.
Certainly b < a@b and ((a@b)©b) @b = a@b. Cancelling: (a@b) Sb = a.

Certainly a < b@b*. Thus a©b < b*. Hence (a©b)@c < b @c = (boc)*.
Thus (a©b)@c L bSc. Consequently (a©b)@c@ (bSc) = (aSb)@b = a.
By uniqueness of the difference (a ©b) @ c=a & (b ¢). O

Definition 10. Given at L bt define a ® b = (a+ @ b1)*.

Proposition 11. For any effect algebra E.

1.
2.

3
4

(a@b)t =at®bt;
(a@b)l- :aJ-@bJ-;
. a0b=a®bt and

. E? = (E,®,1,0) is as an effect algebra isomorphic to E.

Proof. One by one.

1.
2.
3.
4.

(a@b)t = (" @b )t =at bt
(a®b)t = (at @bL)tt =at @bt
By the previous: a ©b = (at @ b)* =att bt =a®bt.

The map x — 1 is its own inverse and thus a bijection. By the previous,
0+ =1 and 1+ = 0 the effect algebra it induces is precisely E. Hence z +—
z1 is an isomorphism between E and E?. O

By definition, we only require an effect algebra homomorphism to preserve @

and

1. This is enough for it to preserve the other structure as well

10



Proposition 12. For any additive f: E — F, we have the following.
1. (order preserving) If x <y, then f(x) < f(y).
2. Whenever y © x is defined, we have: f(y©z) = f(y) © f(z).
3. (preservers zero) f(0) =0

If additionally, f preserves the unit (and thus f is an effect algebra homomor-
phism), then also the following holds.

4. (preserves orthocomplement) f(zt) = f(x)*

5. If = Ly*, then f(z 0 y) = f(z) ® f(y).
Proof. One at a time.

1. Suppose z < y. Then there is a ¢ such that x @ ¢ = y. Thus f(2) @ f(c) =
flx@c) = f(y). Hence f(x) < f(y), as desired.

2. Suppose y © z is defined. By definition y = (y © ) @ . Thus f(y) =
fllyox)oz) = flyox) @ f(x). By uniqueness of the difference: f(y) o
f@)=flyour).

3. Certainly 0 = 0 @ 0 and thus 0 @ f(0) = f(0) = f(0 @ 0) = f(0) @ f(0).
Hence by cancelling: 0 = f(0), as desired.

4. By definition 1 = x @ 2. Thus 1 = f(1) = f(z @ z+) = f(z) @ f(at).
By uniqueness of the orthocomplement, we know f(z) = f(z)*.

5. By definition * ® y = (z+ @ y)*. Thus by the previous f(z ®y) =
fltoyh)h) = (f@)*t e fy)h)*t = fl@) o fy). O

2.1.1 * Some results on infima and suprema

We will look at the order structure of an effect algebra in more detail. The
results we prove, will be useful when we consider effect algebras that are lattice
ordered in Subsection 215l

If we consider the partial binary relations @, ® and © with one argument
fixed and restricted to its domain, we see they are either order isomorphisms or
order antiisomorphisms.

Proposition 13. Given an effect algebra E.

1. b— a @b is an order isomorphism from la’ to Ta. Its inverse is the
map b+ bO a, an order isomorphism from Ta to L a*.

2.b— a®b is an order isomorphism from Ta* to | a. Its inverse is the
map b — b @ a, an order isomorphism from |a to Ta™’.

3. b— a©bis an order antiisomorphism from | a to | a, which is its own
mverse.

Proof. We already saw that the maps are appropriately order preserving or order
reversing. Also we saw that the cancellation law holds for all these operations,
hence all maps are injective. It is left to show that each map is defined on the
given domain; maps into the given codomain and is surjective.

11



1. a @ b is defined whenever b < at. Thus } a't is indeed the domain. Fur-
thermore a @ b > a. Given any a < ¢. Then a @ (a © ¢) = a. Hence the
map is surjective. This also show that b +— a © b is its inverse.

2. Note that b © a’ = (b* @ a*)* = b® a. Thus the previous pair of maps
with at for a are exactly the current maps. Hence these are also order
isomorphisms.

3. a ©b is defined whenever b < a. Thus | a is indeed its domain. Further-
more a © b < a. By (D3) the map is its own inverse. Thus in particular,
it is surjective. O

A very useful corollary of the previous is that the operations, with some
restriction due to their partial definition, either preserve or invert suprema and
infima.

Corollary 14. Given an effect algebra E and a subset U C E. Write a @
U={a@u; we U}. And similarly for the other operations. Write a < U
whenever a < u for each u € U.

1. Suppose U < at, then Na@U exists if and only if a @ AU ezists and we
have Na@U =a@ A\NU. Also\/ a@U exists if and only if a@\/ U exists
and we have \a@U =a @ \/ U.

2. Suppose U < a, then Na© U ezists if and only if a © \/ U exists and we
have N\aoU =ao\/U. Also \J a© U exists if and only if a© \U exists
and we have \a©U =a S \U.

Proof. Note that if U < at, then also \/U, AU < at, whenever they exist.
Thus the suprema and infima in the order restricted to | a®, are the same as in
the whole of E. Similarly for Ta. The first part is now an easy consequence of
the fact that a @ () is an order isomorphism, from | a to 1a, which preserves
suprema and infima. The second part is similar. O

One of the applications is the following proposition.

Proposition 15. Given an effect algebra E and a,b € E.
Ifa L b and aV b exists, then a ANb= (a@b) & (a Vb).

Proof. Certainly a,b < a @ b. And thus by the previous corollary, we have
(ac@b)s(avd)=(a@b)ca)A((a@b)sb)=aAb. O

Corollary 16. The previous proposition has some useful consequences.
1. Ifanb=0anda L b, thena@b=aVb.

2. Whenever it is all defined: (aVb) @ (aANb) =a@b.

2.1.2 x Isotropic index

In this section we introduce terminology that we will use when we study finite
effect algebras in Subsection [2.1.6] and lexicographically ordered vector spaces

in Subsection 2.2.2

Definition 17. Given an effect algebra F.

12



1. An element e is called isotropic if e L e.

2. Given n € N and an e € E. We can define 0e =0 and (n+ 1)e =ne@e
whenever ne L e. That is: ne is e summed n times with itself.

3. If ne is defined, but (n + 1)e is not, then n is the isotropic index of ¢;
in symbols: ord(e) = n.

4. If ne is defined for all n € N, then e is called infinitesimal and we
write ord(e) = oco.

5. If a is infinitesimal and for all n € N we have na < b, then a is infinitely
smaller than b and we write a < b.

6. If 0 is the only infinitesimal, then we call E Archimedean.

2.1.3 Interval effect algebras

The effect algebras [0,1] and Eff(J#) we saw before are examples of a more
general class of effect algebras: those that are derived from partially ordered
abelian groups.

Definition 18. A structure (G,+,—,<,0) is called a (partially) ordered
abelian group provided

1. (G,+,—,0) is an abelian group;
2. (G, <) is a partial order and
3. if a < b then a4+ ¢ < b+ c¢ for any a,b,c € G.

An element a € G of a partially ordered group is called positive if 0 < a.
We write GT = {g; 0 < g} for the positive elements.

Given two elements a < b in an ordered group G, we define the (order)
interval with endpoints a and b as [a,b] = {¢; ¢ € G; a < ¢ < b}.

Example 19. The following are examples of ordered abelian groups.
1. (R,+,—,<,0), the real line with addition.

2. (B(A)g,+,—,<,0), the Hermitean operators on a Hilbert J# space
where the order is defined as follows. A < B if (Axz,z) < (Bz,z) for
all x € .

Proposition 20. Given any ordered group G and strictly positive element 0 <
u, the structure ([0,u],+,0,u) is an effect algebra with a* = v — a. Such an
effect interval is called an interval effect algebra.

Proof. Assume 0 < a,b,c < u.
(E1) If a4+ b < u, then a +b=0b+ a < u, as desired.

(E2) If (a4+b)+c < wu, then (a+b)+c=a+ (b+c) < u, as desired.

13



(E3) 0 < a thus w < u+a hence u —a < u+a—a=u Alsoa < u
thus 0 =a—a <u—a. Thus u — a is in [0, u].

Clearly a + (u — a) = u, thus v — a is an orthocomplement of a. Given
any other b € [0,u] such that a +b = u. Then b = v — a. Thus the
orthocomplement is unique.

(E4) Suppose a +u < u. Then 0 < a <0. Thus a = 0. O

2.1.4 Convex effect algebras

When we consider interval effect algebras derived from ordered vector spaces,
the effect algebra inherits a scalar multiplication from the vector space. For
a few proofs it is useful to introduce the notion of a scalar multiplication on
any effect algebra. This definition will turn out to be equivalent to that of
a [0, 1]-effect module.

Definition 21. An effect algebra E is called convex if for every A € [0,1]
and a € F there exists a A - a such that

(C1) a-(B-a)=(apf)-a

(C2) if o+ B <1, then aa L Ba and (o +f)-a=a-a© B -a;

(C3) if Ae[0,1]anda Lbthen A-a L A-band A-a@A-b=\-(a©b) and
(C4)

la = a.

However, we did not discover anything new: any convex effect algebra is an
interval effect algebra of some ordered vector space.

Definition 22. Given an ordered vector space V over R and a vector u > 0. We
say [0, u] generates V if for every v € V there are r1,72 € R and vy, vs € [0, u]
such that v = r{v; — rava.

Theorem 23 (S. Gudder and S. Pulmannové [B]). For any convez effect al-
gebra E, there exists a unique ordered vector space V and an u > 0 such
that [0,u] =2 E and [0,u] generates V.

2.1.5 x Lattice effect algebras
Another class of effect algebras are those derived from orthomodular lattices.

Definition 24. A lattice is a partial order for which each finite supremum and
infimum exists. A bounded lattice is a lattice with a maximum element 1 and
a minimum 0.

An orthocomplemented lattice is a bounded lattice together with a unary
operation ( )+ such that

1. (complement) a* Va =1 and a* A a = 0;

1l =g and

2. (involution) a
3. (order-reversing) if @ < b then b+ < a™.

An orthomodular lattice L is a orthocomplemented lattice such that for
any a,b € L, we have: if a < b then a V (a* A b) = b.
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Example 25. The following are orthomodular lattices.

1. Any Boolean algebra is an orthomodular lattice with as orthocomplement
the normal complement. In particular (P(X),N,U,0, X, X — ()).

2. Given a Hilbert space, the partial order of its closed linear subspaces by
inclusion is an orthomodular lattice.

We can extend any orthomodular lattice to an effect algebra. Before we
prove this, we need a lemma.

Lemma 26. In any orthocomplemented lattice, the laws of de Morgan are valid.
That is: we have (a V b)* = a* AbL and (a Ab)* =at Vv bt.

Proof. aV'b > b thus (a Vb)t < bt. Also (aVb)t < at. By the definition
of infimum (a Vv b)* < a* Abt. For the other inequality, we first note that
clearly at Abt < at. Thus a < (atAbL)L. Also b < (at Abb)L. Hence aVvb <
(at Abh)L. That is (a Vv b)t > at Ablt. We proved (a Vv b)* = at Abt. The
proof of the other equality is dual. O

Proposition 27. Given any orthomodular lattice <L, AV, 0,1 ( )L> Definea L
bifa < bt and then a@b = aVb. The structure (L,©,0,1) is an effect algebra.
Furthermore, the order of the effect algebra is the same as the order on L.

Proof. To prove that (L, ®,0,1) is an effect algebra.

(E1) Suppose a L b. Then a < b* hence b < a*, since ( )+ is order reversing.
Thusb Llaand a@b=aVb=bVa=b®a.

(E2) Suppose @ L band a @b L c. Thena < bt and a@b=aVb < ct.
Certainly b < aVb < ct. Thus b L c. Also ¢ < (aVb)t = at Abt.
Thus ¢V b < (at Abt) Ve = at, by the orthomodularity since b < a*.
Hence a L bVe.

Thus we are justified to write: (a @b) @c=aVbVe=a@ (b®c).

(E3) a < a = a** thus a L at hence a @ at = aVat = 1. Indeed: a*t
is an orthocomplement. Suppose a @ b = 1 for some b. Then b < a*
and aVb = 1. Thus by orthomodularity a* = bV (b* Aat) = bV (aVb)* =
bV 1t =bVv0=b— the orthocomplement is unique.

(E4) Suppose a L 1. Then a < 1+ = 0. Thus a = 0, as desired.

Now we prove that the order of the effect algebra on L is the same as the order
of the lattice. Suppose that there is a ¢ such that a @ ¢ = b. By definition, we
have b =a@c = aVc > a. Conversely, suppose a < b. Then by orthomodularity
we have a V (at Ab) = b. Certainly a* > at A b, thus a L a* A b. Hence a @
(at Ab) =b. O

We saw that every orthomodular lattice can be extended to an effect algebra.
This extension is, in fact, unique.

Definition 28. If the order of an effect algebra is a lattice; that is: finite infima
and suprema exist; then it is called a lattice effect algebra.

If the order of an effect algebra is an orthomodular lattice, then it is called
an orthomodular effect algebra.
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Proposition 29. If E is an orthomodular effect algebra, then a @ b=a V b.

Proof. Givena L b. Then a < b*. Certainly b < 1. Thus by modularity bVb+ =
bV (bt A1) =1. Hence 0 = 1+ = (b v bt)t = bt Ab. Consequently a Ab <
b-Ab=0. By Corollary we see a@b = (aVb)S(aAb) = (aVb)S0 =aVd. O

2.1.6 =« Finite effect algebras

Another obvious class to investigate are the finite effect algebras.

Definition 30. An effect algebra F is called finite if it has a finite number of
elements.

Definition 31. Given an effect algebra E. An element a € F is called an atom
if 0 < @ and for every b < a we know b = 0.

Proposition 32. Given a finite effect algebra E such that 0 # 1 and aq,...,an
are its atoms. Then for each e € E there exist e1,...,e, € N such that e =
€101 Q- Q epap.

Proof. First we prove that for every e > 0, there exists an atom a such that 0 <
a < e. If e itself is an atom, we are done. If not, there must exist an e; such
that 0 < e; < e. Now we consider e;. If it is atom, we are done. If not, there
must exist an ey such that 0 < e; < e;. And so forth. Since E is finite, there
cannot exist an infinite strictly decreasing sequence 0 < ... < eg < ez < €1 < e.
Thus there must be an atom a < e.

Now we prove e is a sum of atoms. If e is an atom or equal 0, we are done. If
not, there exists an atom a; such that 0 < a1 < e. Then 0 < eSa; <e. If eGay
is an atom, we are done. If not: there exists an atom as such that 0 < as < eSay.
Then 0 < e a1 Oas <eSa; <e. If e©a; ©asis an atom, we are done. If
not: then we repeat with e © a; © as. This procedure must end, for otherwise
we would find an infinite strictly decreasing sequence. O

Definition 33. Given a finite effect algebra E with atoms ai,...,a,. A tu-
ple (t1,...,t,) € N™ is called a multiplicity vector if t1a1 @ - -+ @ t,a, = 1.
Let T'(E) denote the set of multiplicity vectors.

The multiplicity vectors determine a finite effect algebra.

Definition 34. Define |T = {a; a € N™; 3t € T(E). a; < t; for all i}.
For a,b € | T, define a + b pointwise. That is: (a + b); = a; + b; for all i.
Wesay a L bif a+b € |T. Then we define a @ b = a +b. We define an
equivalence relation on | T as follows: a ~ b if there is a ¢ € N™ such that
both a +¢,b+c € T(E).

Theorem 35 ([4]). Given a finite effect algebra E such that 0 # 1.
Then: E is isomorphic to (3T/~, @,[(0,...,0)]~,T).

Proof. We would like to prove (7/~, @, [(0,...,0)]~,T) is an effect algebra and
then prove it is isomorphic to E. However, for arbitrary T, it is not an ef-
fect algebra. That is why we first prove that there is an operation preserving
bijection ¢ and then conclude the latter is an effect algebra and hence ¢ an
isomorphism.
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Given b € E. Suppose ¢ and ¢’ are tuples of natural numbers such that
b=c1a1 Q@ Qcpay, =cla; @+ Q@ can.

Let d be such that
bt =dia @@ dpay,.
Then:
1=b@Qb" =(c1+d))a1 @ @ (cn +dn)ay
= () +di)a; @@ (c, +dp)an.
Hence: ¢+ d,d’ +d € T. Thus: ¢ ~ ¢’. Define ¢: E — T/~ by ¢(b) = [c]~.

e Givencel T. Thenc<tforsometeT. b=cia1Q - -Qcyay, is defined,
since ¢ < t and t is a multiplicity vector. By definition: ¢(b) ~ ¢. Thus ¢
is surjective.

e Given b, b’ € E with ¢(b) = (V). Thus: there are tuples ¢, ¢’ and d such
that b = c1a1 @ -+ @ cpan; V' = a1 @ - @ a, and b+ d, b +d e T.
Note d < t for some t € T. Hence d = dia; @ -+ @ dpa, is defined.
Furthermore: d @ b = d @ ¥ = 1. By canceling: b = . Thus ¢ is
injective.

e Given tuples ¢, ¢’ and d such that ¢ ~ ¢/ and ¢ L d. Then ¢+d €] T and:
(i +di)ar @ @ (¢, +dp)ay, = (c1 +di)ar @ -+ @ (¢, + dp)a, < 1.
Hence ¢/ L d and ¢+ d ~ ¢ +d. Thus L and @ can be extended to +7/~.
e Suppose b, € E with b L V. Let ¢ and ¢’ be such that:
b=rcia1 Q- @ cpan bV =cla1 @ @can.

Then: b@V = (c1 +c))ar @ -+ @ (¢ + ¢,)an. Hence c+ ¢ € p(b @ V).
Thus ¢+ ¢ €} T. That is: ¢ L ¢/. Also p(b) @ p(b') = (b @ V).

Conversely, suppose ¢(b) L ¢(b'). Again, find ¢ and ¢’ such that:
b=rcia1 Q- - @ cpan bV =cla1 @ @can.

Then ¢ L ¢’. Thus (¢1 +¢})ar @+ @ (¢n + ¢,)ay, is defined. Thus b L V',

Finally, clearly ¢(1) = T. The operations on +7/~ are preserved by the
surjective . Hence it is an effect algebra. Furthermore: since ¢ is injec-
tive, we have 47/~ & F. O
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2.2 Effect monoids

Various examples of effect algebras also carry a multiplication. We will consider
effect monoids, which are effect algebras with an associative and distributive
multiplication. They play an important role in one class of effect logics, see
Subsection

Definition 36. A structure (E,®,®,0, 1) is called an effect monoid if (£, @, 0, 1)
is an effect algebra and the (total) binary operation ® satisfies the following.

(M1)

(M2)

M1) (unit) e®@1=10a=a.

M2) (

(M3) (right distributivity) if @ L b, thena®c LbOcand (a©c) @ (bOc) =
(

M4) (

left distributivity) if @ L b, then c®a L c®band (c®a)@(c®b) = c®(a@b).

a@b)Oec.
associativity) a © (b®¢) = (a®b) O c.

(M4)

Example 37. We can extend the first two effect algebras of Example[2]to effect
monoids as follows.

1. {[0,1],+,-,0,1) where - is the standard multiplication on RR.
2. (P(X),U,n,0, X) where N is the intersection.
Proposition 38. Given an effect monoid E, we have
1.aob<aanda®b<b for any a,b € F;
2. ifa<bthenc®a<cObanda®c<bOc;
3 ifagbthencOa<<cObanda®cKbOc;
4. a0bt=aS(a®b) andat ®b=>bS (a®b) and
5. whenever ¢ < b, we have a ® (bS¢c) =(a®b) S (a®c).
Proof. One by one.

1. Certainly b L b*. Thus a®b L a®bt and (a®©b)@(a®bt) = a® (b@bt) =
a®1 =a. Hence a ® b < a. The argument for the other statement is
similar.

2. Suppose a < b. Then a @ d = b for some d. Hence (c©®a) @ (c®d) =
c®(a@d) =c®b. Consequently ¢ ®a < ¢®b. The argument for the
other statement is similar.

3. For every n € N we have na < b. Hence by the previous n(c ® a) =
cOna<c®b. Thus c®a < ¢®b. The proof of the other statement is
similar.

4. Consider that b L b and thus (a ©b+) @ (a®b) =a ® (b©@ bt) = a. By
uniqueness of the difference, we know a ® b+ = a © (a ® b). The other
proof is similar.
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5. If ¢ < b, then bS ¢ is defined and b ¢ L ¢. Hence (a® (bS¢)) @ (a®c) =
a®((bee)@c) = a®b and thus by uniqueness of the difference we
have a ® (b©¢) = (a0 b) @ (a S c). O

Definition 39. An effect monoid F is called commutative if for every a,b €
we have a ©b =00 a.

The previous two examples are both commutative. We will not find a finite
effect monoid that is non-commutative.

Proposition 40 (x). If E is a finite effect monoid, then there exists a finite
set X such that E = (P(X),U,N,0, X).

Proof. Let aq,...,an be the atoms of E. If i # j, then a; ®a; < a;,a; hence a; ©®
a; = 0. Also note that a; ®a; = 0 or a; ® a; = a;. Given a multiplicity
vector ty,...,t,, that is t1a1 @ --- @ t,a, = 1, then

aj = 1®aj = (tlai@-~-@tnan) © a; :tj(aj @G,j) < a;.

Thus a;®a; = a; and consequently ¢; = 1 for any j. Hence: the only multiplicity
vector of F is (1,...,1). Furthermore, given any b € E, we know b = bja; @
<o @ bpa, with b; € {0,1}. ThusbO b =bAVY.

Pick any X with |[X| = n. Then (P(X),U,N,0, X) also has n atoms and
exactly one multiplicity vector: (1,...,1). Thus by Theorem it is, as an
effect algebra, isomorphic to . Also a ®b = a Ab. Thus it is, as an effect
monoid, isomorphic to E. O

The effect monoid structure on [0, 1] is unique.

Proposition 41. If ® makes [0,1] C R an effect monoid, then ® is the standard
multiplication on R.

Proof. First note that n% =1 and thus z ® % = +. Hence z ©® 7' = Ttz. Given
any z,y € R. Let q1,¢2,... € Q such that y < ... < g < ¢ <1 and ¢; | y.
Then 2 Oy < ... < xgs < zq;. And thus z © y < zy. Approximating y from
the other side, we get x ©® y > zy. Consequently z ® y = xy. O

The crux of the previous proof was to show that ® has to respect the scalar
multiplication on the underlying effect algebra. Because we will encounter such
effect monoids again, we define:

Definition 42. An effect monoid F is called convex if the underlying effect
algebra is convex and A+ (a ©®b) = (A-a) ©b=a® (A-b).

2.2.1 Convex effect monoids and OAU-algebras

We will prove a representation result for convex effect monoids, which we will
use to simplify the study of a certain class of effect monoids.

Recall that given any ordered vector space V and vector u > 0, we know that
the order interval [0,u] is a convex effect algebra (Proposition . Conversely,
any convex effect algebra is an interval effect algebra of some ordered vector
space (Theorem [23).

Given any convex effect monoid E. Then in particular it is a convex effect
algebra. And thus it is an interval effect algebra of some ordered vector space V.
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We will show that we can extend the multiplication of the effect algebra to the
whole vector space, which will form an ordered, associative and unitary algebra.
Conversely, given any ordered, associative and unitary algebra with unit 1, we
can restrict the algebra multiplication to the order interval [0,1], which will
form an effect monoid.

Definition 43. A structure (V,+,x,-,<,0,1) is called an ordered associative
unitary algebra (OAU-algebra) if (V,+,-, <,0) is a vector space and * is a
binary operation that satisfies

1. (associativity) a * (b*c) = (a *b) * ¢;
2. (distributivity) (b+c)*a=bxa+c*xaand a*x (b+c)=axb+ax*c;
3. (unit) 1xa=ax1=a;

4. (x preserves order) if ¢ > 0 and a < b, then cxa < cxband axc<bxc
and

5. (homogeneity) r - (axb) = (r-a)«xb=ax* (r-b).

Proposition 44. Given an OAU-algebra V. For a,b € [0,1] with a +b < 1,
define a@b=a+b. Then E = ([0,1],@,*,0,1) is a convex effect monoid.

Proof. Given a,b € [0,1]. Then 0 < a and thus 0 =0-(0%b) =0xb < axb.
Alsoa<1and thusaxb<1xb=>b<1. Thus a=b is a total binary operation

n [0,1]. By Proposition FE is a convex effect algebra. Now, we check the
convex effect monoid axioms. (M1), (M4) and convexity are immediate from
the OAU-algebra axioms. To prove (M2), assume a,b € [0,1] with a +b < 1.
Then cxa+cxb=cx*(a+b) <cx1l=c<1, as desired. The proof of (M3)
similar. O

Before we prove that any convex interval effect monoid can be extended to
an OAU-algebra, we need a small result on ordered vector spaces.

Lemma 45 (). Given an ordered vectorspace V. and an element u > 0. The
following are equivalent.

1. [0,u] generates V, see Definition [23
2. Givenv € V, we have v = r(vy—vg) for some vy,v2 € [0,u] andr € [1,00).

3. u is a strong unit, that is: for every v € V, there is a n € N such
that v < nu.

Proof. 1. First we prove (i) implies (ii). Thus suppose [0,u] generates V.
Given v = r1v1 —rovs. Suppose r1, 79 < 0. Then v = rovg —r1v1. Thus we
may assume not both: 71,7, < 0. Suppose only r; < 0. Note %(’Ul +uvy) €
[0,u]. Thus 2(rq — 7“1)%(111 +wv) —0-0 =ryv; — rave. Note 7o — 11 > 0.
Thus we may assume r; > 0. Similarly, we may assume 75 > 0.

Suppose both 7,79 € [0,1]. Then rivy,r2vs € [0,u] and hence v =
1(riv1 — rav2), which is of the right form. Suppose r; € [0,1] and ro €
(1,00). Then %vl € [0,u] and v = rz(%vl—w), thus we are done. We are
also done if r1 € (1,00) and ro € [0,1]. Finally, suppose ri,7r2 € (1,00).
Then %vl, %vz € [0,u] and v = rlrz(%vl — %vg)7 which is of the desired

form.
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2. Now we prove (ii) implies (iii). Thus suppose (ii). Given v € V. Then v =
r(vy — vg) for some r € [1,00) and 0 < vy,v2 < u. Note v — v < u.
Hence v = r(v; — v2) < 7ru < [r]u as desired.

3. Finally, we prove (iii) implies (i). Thus suppose wu is a strong unit. In
particular, for some n > 1, we have —nu < v < nu. Thus:

1
ogi(u+—) <y and 0§§(u—%) <u
Now define v; = £ (u+ 2); and v = §(u— 2). We have v = nvy — nvs as

desired. O

Theorem 46 (x). Given an ordered vector space V and a vector u > 0 such
that [0,u] generates V. Suppose {[0,u], @,®,+,0,u) is a convexr effect monoid.
Then there is a unique extension x of ® to V such that (V,+,*,-,<,0,u) is an
OAU-algebra.

Proof. Suppose # is an extension of ® to V such that (V,+,x,-,<,0,u) is an
OAU-algebra. Write U = [0, u]. Given a,a’ € V. Then a = r(v —w) and o’ =
r’'(v' —w') for some r,7’ € (1,00) and v,v',w,w’ € U. Hence

axa =r(v—w)*xr'(v —w')
=rr'(vxv +wxw —w*xv —vxw')

=r'vev +wow —wov —vow). (1)

Thus the extension, if it exists, is unique. It also suggests a definition for a * a’.
However, we need to show that the choice of r, r’, v, v/, w and w’ does not
effect the value of . We do this in two steps. First we define x on U x V.
Then extend it to V' x V.

Given 7,7’ € [1,00) and z,v,v',w,w’ € U. Without loss of generality, we
may assume 7’ < r. Suppose r(v—w) = r' (v —w'). We want to show that r(z®
v—zOw)=7(xev —zEw). From the assumption

ro+r'w =7rv +rw
and thus by dividing by 2r gives

’
r

1 o /41
2Vt W = 5o+ w.

Note that %/ € [0,1] and thus %/w’, %/v’ € U. Furthermore, if u,u’ € U, then

1 1 1 ! _ 1
also su 4+ u’ € U. Thus ;v + L-w' = £-v' + 5w € U. And consequently

fzov)+ %(x@w’) =20 (3v+ %w’)
=20 (520 + tw)
= %(x ov)+ iz ow).
Rearranging and multiplying by 2r, yields the desired

rlzOv—zow)=r(zrov —zow).
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And thus we can define z xa =r(z ©v — 2 QO w) if a = r(v — w) for r € [1,00)
and z,v,w € U. We want to repeat this argument to define z x y for z,y € V,
by zxy =r(v+y—wx*y). If we review the argument, we see we need to check
whether (a +b) xy = axy+ b=y and s(a xy) = (sa) xy for s € [0,1] and
a,ba+beU.

We check the latter first. Suppose s € [0,1], a € U and y € V with y =
r(u —v) for some r € [0,1] and u,v € U. Then

s(axy)=sr(a®@v—a®@w)
=7r(a® (sv) —a® (sw))
=a* (sy).
Now, for the partial distributivity, additionally assume a,b,a +b € U. Then

(a+b)xy=r((a+d)Ov—(a+b) Ow)
=r(a®@v+beOv—(a@w+bOw))
=r(a@v—a@uw)+r(bov—-—bow)
=axy+bxy.

Thus we can indeed repeat to previous argument and define zxy = r(vxy—wx*y),
which is the same as . Finally, we need to check whether % obeys the axioms
of an OAU-algebra. We do this in a convenient order.
Suppose a,b,c € V; a =1,(vs — wga); b= 1p(vpy —wp) and ¢ = r.(ve — we).
1. (distributivity) Assume, without loss of generality that r, < .. Then 7> €

[0,1] and we have a + b = 27‘6((2%1)1, + 2vc) — (g-wp + 1w.)). Hence

ax(b+c)= 2rarc(va ® (%vb + %vc) + we @ (;—;’Cwb + %wc)
— Vg © (g=wp + Fwe) — wg © (gvp + 2vc))
= 2rarc(%(va Ovp) + 2(va ®ve) + 3 (wa © wp) + 2 (wg © we)
— 32 (va O wp) — (v O we) — 7 (wa © vp) — L (w, ®ve))
= TaTb(Va © Vp + Wa © Wp — Vg © Wp — Wy © Vp)
+7rare(Va © Ve + We © We — Vg © We — Wa © V)
=axb+axc.

The argument for right distributivity is similar.

2. (homogeneity) Suppose r € R. We distinguish cases. If r € [1,00),
then ra = rrq(ve — we) with rr, € [1,00) and thus

(ra) xb=1r.1(Vq © vy + Wq O Wy — Vg © Wy — Wg O Vp)
=r(ax*b).

Suppose 1 € [0,1]. Then ra = rq(rv, — rw,) with rv,, rw, € U and thus

(ra) «b) = rerp((rvg) © vy + (Twe) @ wp — (Tv4) © wp — (Twe) @ vp)
=717y (Ve © Vp + Wa O Wy — Vg O Wp — Wa © V)
=r(axb).
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Suppose 7 = —1. Then —a = —7r,(vy — wa) = ro(Wae — v,). And thus
(—a) xb=rarp(we O vy + vy O Wy — Vg O Vp — Wy O Wy)
= =147 (Va © Uy 4+ We O Wp — Vg © Wp — Wa O Vp)
=—(axb)=r(axb).
For the remaining case, suppose r < 0. We can reduce it to the previous
cases: (ra)xb=(—r-(—a))xb=—((—ra)*xb) = —(—r)(a*b) =r(axb).

The argument for r(a * b) = a * (rb) is similar.

3. (associativity) Using the homogeneity and distributivity we just demon-
strated, we can reduce the associativity of * to that of ®, as follows.
x(bxc) =ax (rpre(vpy © ve + wp O We — Vp © We — Wp O Ve))
= rbrc(a * (Up O ve) + a* (wp ©w,)
—a*(vp Owe) —ax* (wp © Ve )
= rbrc((ra(va —wga)) * (Vp © V) + (rq (Ve — Wwa)) * (Wp © W)
— (ra(va — wa)) * (Vb O we) = (Ta(Va — wa)) * (wp © 'UC))
TaTpTe (va © (vpy O ve) + Vg © (Wp © We) + we © (v © we)
+ We © (Wh © ve) = Vg @ (Vh O We) + Vg © (W © V)
—Wa O (vp O ve) + we © (W © we))
= 1arp7c((Va © vp) @ Ve + (Vo © Wwp) © we + (wa @ vy) O we
+ (Wa © W) © Ve = (Vg © V) O We + (Vg © Wp) O e
— (W @ vp) ® Ve + (Wg © wp) @ wc)
:’I'aTb( Vg @ vp) % ¢+ (Wq @ wp) * ¢
— (Ve @ wp) * € — (W ® vy) * )
raT5(Vag © Vp + We © Wp — Vg © Wp — We O V) * €

=(axb)*c

4. (unit) uxa =r,(u OV — U O W) = rq(Ve — We) = a. Similarly axu = a.

5. (* preserves order) First note that if @ > 0, then r,(v, —w,) > 0 and

thus v, — w, > 0. Also v, — w, < u, thus v, — w, € U. Thus a = rv for
some v € U viz v = vg — Wy.
Next, suppose c¢,a > 0. With the previous we may assume ¢ = 7.0,
and a = rqv,. Thus cxa = (reve) * (rqve) = rera(Ve * Vg) = Terq (Ve © Vg).
We know v.®v, € U. In particular v.®Ov, > 0. Also r.r, > 0. Thus cxa >
0.

Finally, suppose ¢ > 0 and a < b. Then b—a > 0. Hence 0 < cx (b—a) =
cxb—cxa. Thus cxa < cxb, as desired. The other case is similar. [

2.2.2 Effect monoids on finite dimensional lexicographically ordered
vector spaces

We want to study effect monoids that are not commutative. Suppose we find a
non-commutative OAU-algebra. By Proposition its unit interval is an effect
monoid. It is not hard to see it must be non-commutative too.
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In this section we will study the class of effect monoids derived from OAU-
algebras on lexicographically ordered vector spaces. This will give us examples
of non-commutative effect monoids.

For this section, assume n € N and n > 1. We write eq,...,e, for the
standard basis of the real vector space R". Given a vector v € R", we as-
sume v1, ...,v, € R are the components; that is: ), v;e; = v.

We can totally order R"™ as if it were words in a dictionary.

Definition 47. Given n € N . Given v,w € R"™, we say v < w if there is an ¢
such that v; < w; and for all j < ¢ we have v; = w;. R"™ with this order is an
ordered vector space, which is called lexicographically ordered.

Since the order is total, we can familiarly define

) v>0
|v| =
—v v <0.

We write v < w if for all n € N we have n|v| < |w|. Note that
e, e 1 K- Kex ke,

The order interval [0, ;] generates R™ and thus [0, e1] is a convex effect monoid.
See Section Call it E}},. We are interested in the effect monoids on EJ’_ .
First, we will prove that any effect monoid on EJ’ is convex. Then by Theo-
rem [46] we know that an effect monoid on Ej  extends uniquely to an OAU-
algebra on R"™. We will show that an OAU-algebra on R" is fixed by e; * e;.
Then we will give necessary and sufficient conditions to extend a multiplication

defined on the standard basis to an OAU-algebra.

Lemma 48. Any effect monoid on EJ_ (the unit interval effect algebra of the n-
dimensional lexicographically ordered vector space) is convex.

Proof. Given n € N and a,b € El’ . Certainly n(a® + -b) =a®n(:-b) =
a®band thus a® (£ -b) = 2. (a®b). Then also for any 0 < m < n,
we have - (a ©b) = a © (°}) - b. Similarly 2 - (a ©b) = (%} - a) ©b. For
any r € [0,1] we can find ¢;, ¢} € Q N[0,1] such that r is the uniquely defined
by ¢; <r < g} for all i.

Suppose a ® b = 0. Then certainly a © (r-b) < a©®b =0 = r(a ®b).
Suppose a ®b #0. Then a®b >0 and if ¢;- (a ©b) <7 - (a®b), then ¢; <.
Thus r - (a ©® b) is uniquely defined by ¢; - (a ®@b) <r-(a®b) < ¢, - (a ©®b) for
all i. Now note that ¢;- (¢ ®b) =a©¢-b<a®(r-b)<a®¢ -b=q, - (a®b).

Thus a ® (r-b) =7 - (a®b). Similarly (r-a) ©b=17-(a®b). O

Given any OAU-algebra on the lexicographically ordered R"™. Note that by
the homogeneity and distributivity of *, that is: its bilinearity, we have

VR W= (Z viei) * (Z vjej) = vaj(ei *ej).

Write e/ = e; * e;. We see x is fixed by the vectors e”/. Conversely, given
vectors e, we can define a multiplication by

Vx W= E vvet.
]
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However, this does not necessarily form an OAU-algebra. The following are
necessary and sufficient conditions.

Proposition 49. Given vectors €. Write v*w = E” viw;e. The following
are equivalent.

o (R™ +,%,-,<,0,e1) is an OAU-algebra.
e The following four conditions hold.
— el =¢; and el =¢;
— e x(ejxep) = (e; xe;) xep
S >0
— Ifi < j, then e* > €% and ¥ > ek,

Proof. The necessity is clear. To prove sufficiency of the four conditions, we
check the axioms of an OAU-algebra in a convenient order.

1. (distributivity) Given a,b,c € R™. Then
ax(b+c)= Zai(bj +¢;)e

]
2% 4,J
=axb+axc.
Right distributivity is proven similarly.

2. (homogeneity) Given a,b € R™ and r € R. Then r(axb) =73, ;a;bje” =
Do (ra;)bje* = (ra) = b. The other case is proven in the same way.

3. (associativity) Given a,b,c € R". By the second condition and the dis-
tributivity and homogeneity just proven, we have

ax(bxc)=ax ijckejk
3.k
= ijck(a % eIF)
3.k
= ijck (Z aie;) * (e; * ex)
3.k i
= Z abjcp(e; * (ej x ex))

.5,k

= Z a;bjcr((e; * e5) * eg)
.5,k

= (a*b)*c.

4. (unit) From the first condition and the definition of * we get e; * a =
Zj ajeld = Zj aje; = a and similarly axe; =Y, a;e’t =Y, a;e; = a.
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5. (% preserves order) If we can prove that a * b > 0, whenever a,b > 0,
then we are done. For suppose ¢ > 0 and a < b. Then b —a > 0.
Thus 0 < cx(b—a) =cxb—cxa. And thus cxa < cxb, as desired. The
other case is similar.

Thus, suppose a,b > 0. If a =0 or b = 0, then axb = 0 > 0. Thus,
we may assume a,b > 0. Then there are a and 8 such that a,,bs > 0
and a; =0 for all i < a and b; = 0 for all 7 < .

Consider aabﬂea'@. By the third condition and the current assumptions,
we know anbge®® > 0. Given i and j with (i,5) # (o, 3). We will
show a,bge®” > a;bje’ | by distinguishing cases.

e Suppose i < . Then a; = 0 and thus a;bje” =0 < aab,geaﬁ. The
same argument covers the case j < .

e Suppose i > o and j > 3. By the fourth condition, we know e®? >
e® > ¢, And since aqbg > 0, we also have aab,@eaﬂ > a;bje”. The
case i > « and j > [ is similar.

Note that if 0 < v then for any w < v we have 0 < v + w. And thus

axb= Z aibjeij = CLab@eaﬁ + Z aibjeij Z 0. O]
0J (4,9)# (. 8)

Corollary 50 (x). The unique effect monoid on EZ_ is:

© el e ez e4 €5
(&3] €1 €9 €3 €4 €5
€2 €9 €4 €5 0 0
€3 €3 0 0 0 0
€q () 0 0 0 0
(&34 €5 0 0 0 0
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2.3 Effect modules

Recall that a convex effect algebra is an effect algebra equipped with a scalar
multiplication with [0,1]. See Definition [2.1.4] Effect modules are a general-
ization of convex effect algebras, where the scalars can come from any effect
monoid.

Definition 52. Given an effect monoid M. An M-effect module is an effect
algebra F together with an operation ( )-( ): M x E — E such that

a-(Bra)=(a®p)-a
ifal fthenaa L faand (@@ p) - a=a-a@p-aq;

V1

(
(V2
(
(

—_ —  ~—  —

V3) ifalbthen-alA-band A-a@A-b=A-(a@b) and
V4) 1-a=a.
Example 53. 1. Every convex effect algebra is a [0, 1]-effect module.

2. Every effect algebra is a 2-effect module with 0-a =0and 1-a = a.

3. Given any effect monoid M and n € N, the set M"™ is a M-effect module
with pointwise operations.

4. A bit more general: given any effect monoid M and set X, the set M X of
functions from X to M is an M-effect module with pointwise operations.

Definition 54. Given a map between M-effect modules f: F; — F5. f is an
effect module homomorphism if f is an effect algebra homomorphism and
furthermore f(A-a) =X- f(a) for all A\ € M and a € E.

We write EModj; for the category of M-effect modules with effect module
homomorphisms.
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2.4 Sequential effect modules

Recall that the starting point of this thesis, was the observation that in the
examples of effect logics initially studied by Jacobs, a sequential effect algebra
arises. We did not define this notion, yet. See Subsection [L.1}

Definition 55 ([7]). A sequential effect algebra is an effect algebra E to-
gether with a binary multiplication * such that

ax(b@c)=(axb)® (ax*c)
S2

—_

*xa =

S4

(S1)

(52)

(S3) Ifaxb=0, then a*xb=bxa.

(S4) Ifaxb=bxa, then axb- =bt xaand ax (b*c) = (a*b)*c
(S5)

S5 Ifcxa=axcand cxb="bxc.

Then: c* (axb) = (axb)*cand c*x (a@b) =(a@b) *c

Definition 56. A sequential effect module is a sequential effect algebra,
where the underlying effect algebra is an effect module and

(SM) A(a xb) = (Aa) * b= a* (Ab) for any scalar A.

Definition 57. A sequential effect algebra FE is called commutative if for
any a,b € F/, we have a xb="0b=x*a.

2.4.1 Examples
We have seen commutative sequential effect algebras already, in disguise.

Proposition 58. Fvery commutative effect monoid is a commutative sequential
effect algebra. And, conversely, every commutative sequential effect algebra is a
commutative effect monoid.

Furthermore, the commutative effect monoid is convexr if and only if the
commutative sequential effect algebra is a [0, 1]-effect module.

Proof. 1. Given a commutative effect monoid E. The axioms (S1) and (52)
are satisfied directly by definition. The axioms (S3), (S4) and (S5) are
implications of which the conclusions are directly satisfied by definition.

If the effect monoid is convex, then (SM) follows by definition.
2. Conversely, given a commutative sequential effect algebra. (M3) is the

same as (S1). Since everything commutes, (M3) implies (M2) and (S4)
implies the associativity of x; that is: (M4). We are left to prove (M1).

By (S1), we have (a*0) @ (a*1) = a*1. By cancellation: a*0 = 0. Thus
by (S3), we have 0xa = a*0 = 0 and by (S4) and (S2) also 1xa = ax1 = a.
That is: we have shown (M1).

If the sequential effect algebra is a sequential [0, 1]-effect monoid, then the
underlying effect algebra is convex and the multiplication is bi-homogeneous,
hence (SM). O

Now, the prime example of a sequential effect module:
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Theorem 59 ([6]). Given any Hilbert space . (Eff(H),*) with A+ B =
VABVA is a [0, 1]-sequential effect module.

We will need some lemmas before we can prove this Theorem. Assume 57
is a Hilbert space and write (¢ )+ for its positive bounded operators.

Lemma 60. Given A, B € B(#)". If AB = BA, then VAVB = vVBVA.

Proof. There are polynomials p1,pa,... such that p,(A) converges uniformly
to v/A. Clearly p,,(A)B = Bp,(A). Thus all p,,(A) are in the set of commutants
of B, which is strongly closed. Hence vVAB = Bv/A. Repeating the argument,
yields vVAVB = vVBV/A, as desired. O

Lemma 61. Given A,B € %(%”ﬁ If AB = BA, then VAB = V/AVB.
Proof. By the previous Lemma:

VAVB(VAVE)' = VAVBVBVA = VAVAVBVE — AB.

Thus AB is positive. Furthermore (AB)A = A(AB) and (AB)B = B(AB).
Consider the commutative C*-algebra </ generated by A, B and AB. As they
can be approximated uniformly by polynomials in A, B and AB, we have:
VA,VB,v/AB € /. By Gelfand’s Theorem: .« = C(X) for some compact
Hausdorff space X. Thus: vAvVB = v/AB, since it holds in C(X). O

For the next Lemma, we will need a Theorem from functional analysis, which
is easy to state, but rather hard to prove.

Theorem 62 (Fuglede-Putnam-Rosenblum). Given A, B,C € B(H).
If A and B are normal and AC = CB, then ATC = CB?t.

Proof. Note that for any z € C, the operator e’*4 can be approximated uni-

formly by polynomials in A. Hence, as before e*4C = Ce?B. And thus we
have C' = e~*ACei#B. Define f(z) = e~*A'Ce*B'. Recall that eX+Y = ¢Xe¥
whenever X and Y commute. Observe that X and Xt commute, if X is normal.
Thus:

iz AT 1 T
f(Z) —e izA CezzB
—e izA e zzACezzBezzB

_ e—i(zAT—&-EA)Cei(EB-&-zBT).

The operators zA" 4+ ZA and ZB + zB' are self-adjoint for any z € €. Thus
both e~#(=A"+24) and ¢i@B+2B") are unitary. Hence || f(2)| < || B].

There are Ag, Ay, As,... € HB(H) such that Zg:o z™A, converges uni-
formly to f(z) as N — oco. Given a linear continuous functional ¢: B(H#) —

C. Then o(f(2)) = 3, 2"¢(An) and [o(f(2))] < llelllf I < llelllIBIl-
Thus ¢ o f is analytic and bounded. Hence, by Liouville’s Theorem, it is con-

stant. Thus f(z) is constant.

Consequently:
0= f(0) = _iAtemi0AT 0BT | —i0AT gt i0BT
= —iATC +iCB'
and hence ATC = CBT, as desired. O
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Lemma 63 ([6]). Given A, B € Eff (5¢). AB = BA if and only if AxB = BxA.
Proof. Suppose AB = BA. Then VAVB = vBVA. Thus:

Ax B =vVAVBVBVA=+VBVAVAVB = B+« A.

The proof of the converse is more involved. Suppose A x B = B x A.

Hence VAV BvVBVA = \/BVAVAVB. Thus vVAVB and VBV A are normal.
Note that:
(VAVEIWA = VANVEVA)

and hence, by the Fuglede-Putnam-Rosenblum Theorem:

VBA = (VAVE)'VA = VA(VEVA) — AVE.
And thus BA = AB, as desired. O
Lemma 64. Given A,B € Eff(5¢). If Ax B=Bx A, then Ax B= AB.

Proof. Suppose A« B = B x A. By the previous Lemma AB = BA. Hence by
Lemma @ also vVAvVB = vVBVA. Thus:

AxB=VAVBVBVA=+vBVAVBVA=VBVBVAVA=BA=AB. O
Now we are ready to prove that Eff () is a sequential [0, 1]-effect module.
Proof of Theorem[59 One at a time.
(S1) A% (B©C)=VA(B+C)VA
= VABVA+VACVA
=(A*B)Q (AxC)

(S2) 1xA=VIAVI
— JAI
= A

(S3) Suppose A * B =0. Then vVABVA = 0. That is, for all v € 7

0= <\/ZB\/Z®, v>
— (VBVAv, VBV Av)
= |[VBVA|.

and thus v/ BvVA = 0, hence



and thus vVAVB = vBVA. But then:
AxB=+VABVA
= VAVBVBVA
= VBVAVAVB

=vVBAVB
=Bx A.

(S4) Suppose AxB = BxA. First we prove that AxB+ = B1xA. By Lemma
we have AB = BA. Also: it is sufficient to prove that B+ A = AB', which
is easily checked:

B*A=(I-B)A=A—-BA=A—AB=A(I - B) = AB*.

Now, to check Ax (BxC) = (A*xB)«xC:

(AxB)xC = (AB) «C by Lemma [63]
= VABCVAB
= VAVBCVAVB by Lemmal[g]]

= VAVBCVBVA by Lemma[f0|
=Ax(B=x*C).

(S5) Suppose C* A = AxC and C x B = B xC. Using Lemma we may
assume CA = AC and CB = BC and it is sufficient to prove that CAB =
ABC and C(A+ B) = (A+ B)C. The first:

CAB = ACB = ABC.
The second:
C(A+B)=CA+CB=AC+ BC=(A+ B)C. O

2.4.2 Counterexamples

In this subsection we will study some basic properties that sequential effect
modules do not have.

Proposition 65. Not every sequential effect module is commutative.

Proof. Consider the Hilbert space €C? with the projections
1/1 1 1 0
A2<1 1> B<0 0)'

Then:
A*Bz\/ZB\/Z:ABA:%A;A%B:BAB:B*A.

Alternatively: note AB # BA and apply Lemma [63] O

Proposition 66. Not every sequential effect module is left-additive.
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Proof. Again, consider the Hilbert space €2 with the projections
1/1 1 1 0
A_2<1 1) B‘(o o)’

A*B:ABA:%A (I—A)*B:(I—A)B(I—A):%(I—A).

Then, we have:

Consequently:
1
A*B—i—(I—A)*B:il#B:I*B:(A—FI—A)*B. O
Proposition 67. Not every convex effect monoid is a sequential effect algebra.

lex
ea = 0, but e ® e3 = e5 # e3 ® es. Thus it does not obey sequential effect

algebra axiom (S3). O

Proof. Consider the convex effect monoid on E?__ from Example We have es®
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2.5 Galois connections

In the axioms of a (weak) effect logic, we use the notion of a Galois connection,
which is also called an order adjunction.

Definition 68. Given two posets P and ) and two maps between them in

opposite direction f: P < Q : g. We say (f,g) is a Galois connection (or

order adjunction), in symbols f - g, if for all p € P and ¢ € @ we have:
fp) <q <= p=<glq).

f is called the left (or lower) adjoint of g and g is called the right (or upper)
adjoint of f.

Example 69. 1. For any map f: X — Y, the forward and inverse image are
adjoint. That is: f. : P(X) S PY): f* given by f.(U) = {f(z); x € U}
and f*(U) ={x; x € X; f(x) € U} is a Galois connection, since

filU)CV < UC f(V).

In symbols: f, - f*. Actually, there is also a f, such that f* - f,,, which
is given by fu.(U) ={y; y € Y; f*({y}) C U}. This is called the direct
image.

2. If f and g are each others inverse, then f 4 g and g - f. For instance, in an
effect algebra FE for some selected element a we have a@( ) 4 ()©a - a@( )
as maps between | a and 1a.

Proposition 70. For any maps f: P S Q : g with f 4 g, we have
1. p < g(f(p)) for allp € P and q > f(g(q)) for all g € Q;
2. f and g are order-preserving and
3. f preserves suprema and g infima.
Proof. One at a time.
1. Certainly f(p) < f(p). Thus p < g(f(p)). Similarly ¢ > f(g(q)).

2. Suppose p < p’. Then with the previous: p <p’ < g(f(p’)). Thus f(p) <
f(p'), as desired. g is proven order-preserving in the same way.
3. Suppose X C P with sup X exists. We will show f(sup X) = sup f(X).

First, we show it is an upper bound. Suppose z € X. Certainly x <
sup X. Thus f(z) < f(sup X), since f is order-preserving. Hence f(X) <
f(sup X).

Now we show its the least upper bound. Suppose v € X with f(X) <wu
Given any x € X. Then f(z) <wu. Thus z < g(u). Hence sup X < g(u).
Finally: f(sup X) < u as desired.

The preservation of infima by ¢ is demonstrated in the same way. O

Proposition 71. For any maps f : P S Q : g the following are equivalent:

1. fHg;
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2. f(p) = min{q; p < g(q)} and g is order-preserving and
3. g(q) = max{p; f(p) <q} and f is order-preserving.

Proof. We will prove that the first two are equivalent. The equivalence between
the first and last is very similar.

Suppose f 4 g. Then p < g(f(p)). Thus: f(p) € {¢; p < g(q)}. Suppose
there is another ¢ such that p < g(q). Then f(p) < ¢. Thus indeed: f(p) =

min{g; p < g(q)}.

Suppose f(p) = min{g; p < ¢g(¢)} and g is order-preserving. Assume f(p) <
g. By definition of f and since g is order-preserving, we have p < g(f(q)) < g(q),
as desired. Conversely, assume p < g(q). Since f(p) is by definition the minimal
such ¢, we have f(p) < ¢, as desired. Thus f - g. O

Corollary 72. If a map has a left/right adjoint, this adjoint is unique.

Lemma 73. Given maps f : P S Q : g with f 4 g. Then: fogo f = f
and go fog=g.

Proof. We knew already p < g(f(p)) and f(g(q)) < g for allp € P and ¢q € Q.
Thus, since f is order-preserving: f(z) < f(g(f(x))). And with g(f(z)) =
g(f(x)), we see f(g(f(x))) < f(z). Thus f(g(f(x))) = f(x). The proof of the

other statement is similar. O

Definition 74. Given maps f : P S @ : g. We say (f,g) is an (order)
coreflection if f 4¢g and go f =id.

Proposition 75. Given maps f : P S Q : g with f - g. The following are
equivalent:

1. (f,g) is a coreflection;
2. g s surjective;
3. gof=id and
4. f is injective.

Proof. By definition 3 < 1. We will prove: 2 = 3 =4 = 2.

Suppose g is surjective. Given p € P. By surjectivity, there is a ¢ such
that p = g(g). By the previous Lemma: g(f(p)) = 9(f(9(q))) = g(q) = p, as
desired.

For the second implication, suppose go f = id. Given p,p’ € P with f(p) =
f(@). Then p=g(f(p)) = g(f(p)) =p, as desired.

Suppose f is injective. Given p € P. By our Lemma f(g(f(p))) = f(p). By
injectivity: g(f(p)) = p. Thus g is surjective. O

34



2.6 Kleisli category

If f 4 g are order adjoints, then g o f is a closure operator. Similarly, if F 4 G
are adjoint functors, then G o F' is a monad.

Definition 76. A triplet (T, u,n) of an endofunctor T: ¥ — % and natural
transformations 7: 1 = T and p: T? = T is called a monad if goTpu = pop
and pon=poTn=id.

Example 77. The distribution monad D: Set — Set is defined as follows.
To a set X, we assign the set of convex formal sums

D(X) = {p; : X = [0,1]; |suppp| < oo and » ¢(x) =1}.

Given f: X — Y, we define D(f) by
D)) z) = >, o)
y; f(y)=z

The unit and multiplication are given by

1 2=y

nx(x)(y)={0 vty

Monads are not just a generalization of closure operators: they have varied
applications without order-theoretic analogue.

Definition 78. Given a monad (T, u,n) over a category €, we will define the
Kleisli category of T, in symbols: JZ(T). Its objects are the objects of €.
An arrow f: X — Y in JA(T) is an arrow f: X — T(Y) in %.

Given arrows f: X - Y and g: Y — Z in J#(T), go f is given by

x Ly I rrz #2417,

that is: ﬁ =uzoTgo f The identity map is the unit: i?lX =nx.

Example 79. The objects of (D) are the sets. A map X — Y in (D),
assigns to each X a convex sum of elements in Y. Thus a map m: X — X
in J#(D) is a markov chain on X. The composition m o m is then the derived
markov chain associated with taking two steps in the original. The identity
maps « to the singleton convex sum 1zx.

2.6.1 The distribution monad for an effect monoid

A useful application of effect monoids (Definition is that we can generalize
the distribution monad to any effect monoid. In this definition, we can replace
the effect monoid [0, 1] with any other effect monoid M:

Definition 80 ([I1]). For any effect monoid M define Dy : Set — Set by

Dy (X) = {p; o: X = M; [suppy| < o0 and () p(x) = 1}.
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And similar to the normal distribution monad, given f: X — Y in Set, we
define Dy (f) by

Du(f)@)@)= ) »W).

y; f(y)==

There is no surprise in the monad structure either. We define n and p as follows.

1 z=y

nx(x)(y)—{o vty

nx(@)(@) = () 2(p) © ()

Proposition 81. D), is a monad.

Proof. First we prove that Dy, is a functor. Then we prove that p and n are
natural transformations. Finally, we prove they obey the monad laws.

o Clearly Dp(1)(¢)(z) = @(x). Thus Dps(1) = 1.

e Given X i)Y 9 7 in Set.

Dugp)(z)= ) )

y; 9f(y)=z

= QY Q e

z; g(z)=zy; f(y)==

= ) DPuNH()
z; g(z)=w

=D (9) (D (f) () ()

Thus D (gf) = Dar(9)Dar (f)-

e Given X i) Y in Set.

D (f)nx (x)(y)

Il
=
=
—
&

8
-

and thus n: 1 = Dy,.
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e Given X i) Y in Set.

and thus p: DyDyr = Doy

e For any X € Set, we have

/LXWDMX

and thus unp,, = 1.

e For any X € Set, we have

pxDar(nx)(

and thus pxDy(nx) = 1.

@DM nx)(

©) © p(z)

:@ W) w(y)) p(x)

Yy nx(y)=

_@1/J ©nx(y
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e For any X € Set, we have

pxDar(px)(R) (@) = () Dar (1x) (R) () © ()

=W @ X©®) o)

v P pux(P)=¢

=Q @ R@oe@)

Y D ux(P)=¢p

=Q Q@ RX®oux(@)()

Y D ux(P)=¢p

= @ R(Q) © px () ()

_ @ N(®) ® (@ ®(p) © p(z))
— @ @ R(®) © () © p(x)
- @ @ N(@) © (p) ® p(z)
= @ 10, (x)(R) () © ()

= uUx (/’[’DJW(X)(N))(J:)
and thus pxDu(x) = px (MDM(X))' =

2.6.2 Coproducts and split monos

In this subsection, we will prove two basic results on coproducts and split monos
in a Kleisli category.

Proposition 82. Given a monad T on 6. If A ™ A+ B <2 B is a coproduct
in €, then A =% A+ B <2 B with i1 = nk1 and Ry = NKe 1S a coproduct
in JU(T).

Proof. Given f: A— Zandg: B — Zin JA(T). Then f: A— TZ and §: B —
Zin €. Let h: A+ B — Z in J(T) be given by h = [f,§]. We will show
that h is the unique map in J(T) with hky = f and hks = g.

First to show the equality holds for h: hk; = f in J#(T) holds when-
ever uT[f,glnk1 = f in €. Indeed:



The reasoning for hks = ¢ is similar.
Suppose there is another map h’' with h'x; = f and W'k = ¢g. Then

h=1f,3]

= O

Proposition 83. Given a monad T on €. Given a map f: X =Y in JA(T)
such that f =no g for some split mono g. Then: f is split mono.

Proof. Let h: Y — X be a map in € such that hog =id. Let k be an arrow
in J(T) with k = noh. Then:

kof=uoThof
=poTnoThonog
=Thonog
=nohog
=1
=id. O
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3 Weak effect logics

Before we turn to the more complicated effect logics, we consider just any func-
tor 4 — EMod®°? for which we can define a reasonable andthen.

Definition 84. A weak effect logic consists of
1. a category ¥ with (finite) coproducts;
2. a wide subcategory 2 C ¥ that contains the coprojections of €’

3. a functor Pred: 2 — EMod}] for some effect monoid M, written X —
Pred(X) and f +— (f)* and

4. for each X € 2 and p € Pred(X), an arrow char,: X - X +4 X in 9
such that
(WELL) chary = k1 and charg = ko;

(WEL2) (x1)* is surjective and has a left and right order adjoint: [], - (x1)* -
H,{1 for each coprojection k1: X - X +Y in %}

(WEL3) (char,)*[].. 1=p for each X € ¥ and p € Pred(X).

K1

For any X € &, we define the following two binary operations on Pred(X).

(p?) (q) = (chary)"I1,., ¢ [p?](q) = (chary)"[],, ¢
If 2 = € the weak effect logic is called full .

As 2 might not have coproducts itself, X + Y will always denote the co-
product of X and Y in %.

3.1 Examples

We will briefly discuss some examples of weak effect logics. Later on we will
return to most of these categories in as examples of effect logics. The first three
examples and the last example are derived respectively from [9] and [10].

Example 85. Set is a category with finite coproducts.

For every set X, the powerset P(X) is an effect algebra. See Example
Thus it is a 2-effect module. Let f: X — Y be a map of Set. Consider its
preimage f~1: P(Y) — P(X). It preserves the unit: f~'(Y) = X. Further-
more, it is additive: f71(AU B) = f~Y(A) U f~1(B). Thus f~! is an effect
algebra homomorphism. Hence, we have a functor

Pred: Set — EModS®? X +— P(X) f~ f!

Given a coprojection k1: X — X +Y. (k1)* is surjective: for any U € P(X), we
have (k1)*(k1(U)) = U. Furthermore it has left and right adjoints: the forward
image and the direct image. See Example This shows (WEL2).

For X € Set and p € Pred(X) = P(X), define char,: X - X + X by

K1 T E€DP
Ko X & p.

char,(z) = {
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Then (char,)*([],, 1) = (char,) 'x1(X) = p, hence (WEL3). Also: charg =
charg = k9 and char; = charx = k1, hence (WELL1).

(p?) (q) = (charp)"T1,, ¢

= (char,) (k1 (g

=png.

)

Example 86. Recall (D) from Example Set has finite coproducts, thus
so has (D) by Proposition

For each set X, the set [0,1]% is a [0, 1]-effect module, see Example
Define Pred(X) = [0,1]X. Given a map f: X — Y in (D). That is: a
map f: X — DY in Set. Define (f)*: [0,1]Y — [0,1]X by

(N (@)(@) = f@)w)ew).

This is an effect module homomorphism:

() (W) =) f@) )iy
=Y @ =1

() (e ©)(z) F@) ) (e +¥)(v)

Il
<[ <[]
>
—~
8
S~—
—~
<
S~—
S
—
N
+
=
8
N~—
<
SN~—
<
—
NS

—~

(@ () Y)(e)

()" (Ap) () F@)m)Ae(y)

[
<[]

A f@)w)e(y)
= (M) (@) ().

Hence we have a functor

Pred: (D) — EMod?P

[0,1] X =0, 1]X f=f

Given ¢ € Pred(X +Y) = [0,1]XTY. Then ¢ = ¢ + x for some ¢ € [0,1]*
and y € [0,1]Y. Given a coprojection x1: X — X +Y. Then (r51)*(¢ + x) =
y. Thus (k1)* is surjective: for any ¢ € [0,1]¥ we have (k1)*(p +0) = .
Furthermore, it has left and right order-adjoints:

]_[K1 4 (k1)* 4 HK1 where Hm ©=¢+0and ]—L_il o=p+1.

Thus (WEL2). For a ¢ € Pred(X), define char,: X — X + X in (D) by

N ol@)  y=rw
chary(z)(y) = {1 — p(z) y =Koz
0 otherwise
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That is: « is mapped to the convex sum ¢(x)+ (1 — ¢(z))x. Clearly char; = &
and charg = kg, hence (WEL1). Finally, to show (WEL3):

(chary)* [1,., (1)(x) = (char,)*"(1 + 0)(x)
=" charg(2)(y) - (1 +0)(y)

=" chary () (k1y)
_ pr) y==
N ; {O else
= ¢(x).

Now similarly, given ¢, € Pred(X):

() (¥) = (char,)" 1, v
= (chary)* (¢ 4 0)
=p- Y.
Example 87. Hilb, the category of Hilbert spaces with (bounded linear) op-
erators has finite coproducts. Hilbisom, the category of Hilbert spaces with
isometries does not have finite coproducts, but it is a wide subcategory of Hilb.
Given a Hilbert space 7. Consider the bounded linear operators % ().
They form an ordered vector space over R. Thus, the interval [0, ]z is
a convex effect algebra and thus a [0, 1]-effect module. The operators in this
interval are called the effects on J#, in symbols Eff(5). Let Pred(H) =
For any isometry f: 56 — 5, define (f)*: Eff(4%) — Eff (54) by
(f)*A=frAf.

Now note that for any v € 74
(fTAfv,0) = (Afv, fv) >0,
hence (f)*A > 0. Also for any v € 74
(fTAfv,0) = (Afv, fo) < (fv, fo) = (v,0)

and thus (f)*A < I. Together: it is indeed an effect on s#%. Now to check (f)*
is an effect module homomorphism:

(f)"(Ao B) = fI(A+ B)f

= fTAf + f'Bf
=((f)"A) @ ((f)"B)

(F)*(AA) = fT(AA) f
= \fTAf
=A(f)"A

() ()= f1f

= f1f
=1.

42



Hence we have a functor

Pred: Hilbjsom — EMod([)(il] H— EF() e [

An effect on J7 @ % is of the form (5[*4* lsg), where A € Eff(54), B € Eff (56)
and S € B(H5,54).

(A S\ i (A S
(k)" (st p) =Filst B)™

~0 0 (s 2 0)

= A.

Clearly (k1)* is surjective: for any A € Eff(J4), we have (k1)*(4§) = A.
Furthermore, it has left and right order-adjoints:

. (A O (A 0
I1,., (k1) 11, where [, A= (0 0) and [T, A= (0 I)-
Thus (WEL2). For an effect A € Eff(5¢), define chary: 5 — € @ 5 by

o= ().

It is an isometry:

charlychary = (VA T — A) (J%) =VAVA+VI-AVI-A=1.

Note that charg = (O I) = K9 and char; = (I 0) = K1, hence (WELL).
Finally, to show (WEL3):
a1, 1= VA vT=2) (5 0) (724)
= A.
Observe
(A7) (B) = (char )" [1,,, B
B 0 VA
= (VA VI-4) <0 0) < IA)
= VABVA.

Example 88. Let CStarpy denote the category of C*-algebras with unit to-
gether with positive, linear and unit preserving maps. We are interested in CStarpy;.
Coproducts in CStarpy; are products in CStarpy, which exist. A C*-algebra is
an ordered vectorspace. Hence, given a C*-algebra 7, the unit interval [0, 1]
is a [0, 1]-effect module. Let Pred(«/) = [0, 1] .

A map f: @4 — o in CStarly; is a map f: &% — & in CStarpy. Given
an a € [0,1]z,, we have 0 < a < 1 and thus 0 = f(0) < f(a) < f(1) = 1,
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hence: f(a) € [0,1]4,. Thus we can restrict f to amap (f)*: [0,1]a, — [0, 1w .
This map is an effect module homomorphism: it is additive and homogeneous,
because f is linear and it preserves the unit, because f does.

Hence we have a functor

Pred: CStarph, — EMod? | &/ = [0, 1]y [+ f*.

The coprojection 1 in CStarpy; is the projection 71 in CStarpy. Hence (k1)*(a1,a2) =
ai. This map is clearly surjective. Furthermore, it has left and right order-
adjoints:

[I., 1 (k)* 41l., where [[. a=(a,0)and [[, a=(a,1).
This shows (WEL2). Given a € [0, 1], define char,: A — A+ A in CStarp}; by
char, (b1, b2) = Vabiva+ V1 — abev/1 — a.

Clearly char, is linear. In a C*-algebra, zyz is positive if x and y are positive
— thus char, is positive. char, preserves the unit:

char,(1,1) = Vava+ V1 —avl—a=1.
Similarly char; = k1 and charg = k2. That is: (WEL1). Now, observe
(char,)* [, a = Valya++v1— a0yl —a=a,
which demonstrates (WEL3). Note
(a?) () = (char)" 1, b

= abva + V1 —a0V1—a
= abva.

3.2 Basic theory

We have seen various examples of weak effect logics. Lets see what we can derive
from the axioms. The second, (WEL2) has some surprising consequences.

Proposition 89. 1. (x1)"[],, =id;
2. 11, is an order embedding;
3. [, a@b= (1., a) @ (Il,, b) whenever a L b and
4- M., a =11, Aa for any scalar X € M.
Proof. One at a time.
1. Given any p. Let g be such that (x1)*¢ = p. Since [[, - (x1)*, we have
[, (k)" Iy, (k1)"q < T, (k1)"¢ < ¢

and thus, as desired:

(k)" Hﬁ1 p < (K1) Hm(f‘il)*q < (k1)*q=p < (K1)* H,€1 p.
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2. Suppose [[,,, p < [I,, ¢ Then p < (k1)*[],, ¢ = ¢- Thus [], is an order
embedding.

3. First note that [[, ¢ = min{z; ¢ < (k1)*z}, and a < (k1)"[],,

Thus a © b < ((s1)*[1,, @) © (k)" 11, 0) = (52)*([L,, @) @ (L, b)

Suppose a @ b < (k1)*z, for some other z. Then
<((m)™2) &

= ((m)"2) © ( )" [, b
= (k)" (z 0L, )

And thus [], a < z6]],, b Hence (I[,, @) @ (I],, b) < 2. And conse-
quently (I[,, @) @ ([I,, b) = mln{z a@b< (k1)2} =], a®b.

4. We have a < (k1)*[[,, a and thus Aa < A(k1)*[],, @ = (k1)*A][],, @
Consequently [, Aa < A]],, a. From this follows

I, a=1I.,Aa® X
= (1L, Aa) © (I1,, Aa)
< (U, Ma) @ Ay, @)
<AL, @) © A, o)

Thus all in between are equal, hence

(I, Ma) @ (I, Aa) = (I, A a) @ A(,, a)
and with cancellation [[, Aa = A[],, a. O

Hm a.

From this, we can derive some properties of andthen.

Definition 90. A weak sequential effect module is an effect module with
a right-linear binary operation with unit 1.

Proposition 91. For Pred(X) in a weak effect logic, andthen makes Pred(X)
a weak sequential effect module. That is:

1. {p?) (1) =p,

2. (17) (p) = p,

8. (p?) (1 @ g2) = (p?) (@1) @ (p?) (g2) and
4. (p?) (Aq) = A (p?) (q)

Proof. One at a time.

L (p?) (1) = (chary)* [],, 1 = p by (WEL3).

2. (17) (p) = (char))* I, p = (k)" [, » = p-
3. (char,)* and [],, are both additive. Thus so is its composition (p?) ( ).
4. (chary)* and [, are both homogeneous. Thus so is its composition (p?) ().

O
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3.3 Representation of weak sequential effect modules

One may wonder: can we deduce more properties of andthen than that it is a
weak sequential effect module? No: the following representation theorem entails
that any general theorem about andthen is a consequence of the weak sequential
effect module axioms.

Definition 92. Given an effect module E with a binary operation % and a
weak effect logic. We say E is represented in the weak effect logic if £ =
Pred(X) for some X € & and p*xq = (p?) (q) for all p,q € E.

Theorem 93. Any weak sequential effect module is represented in a full weak
effect logic.

Proof. We will first define a category ¥ = 2. Then we construct a func-
tor Pred: ¢ — EMod{}. Finally, we show they form a weak effect logic.

As objects of our category € we will use the natural number N. For the
most part, the construction is fixed by the requirements. One important choice
we made in this construction is the following. We will set Pred(n) = E™.
Thus Pred(0) = 2, Pred(1) = F and Pred(2) = E x E. Also note Pred(n+m)
E™ x E™,

1. The arrows of € are given syntactically. We specify which arrows exist
and which should be considered equal.
(a) For each n € N and p € E™, there is an arrow chary,: n — 2n.
(b) For each n,m € N there are K1: n — n+ m and ko: m — n + m.

(¢) Given arrows f: n — [ and g: m — [, there is an arrow [f,g]: n +
m — L.

(d) For every n, there is an arrow id: n — n.

(e) Given arrows f: n — m and g: m — [, there is an arrow go f: n — [.
The equality is given by the following rules.

(a) Foranyn € N,if k1: n — n+n, then k1 = char; and if ko: n — n+n,
then ko = chary.

(b) [f,glor1 = [fand[f glory =g

(c) [hoky,hoka] =h

(d) foid=ido f=f
)
)

e

(e) (fog)oh=fo(goh)
(f) If f = f' and g = ¢’ then [f,g] = [f',¢'] and fog= f'og"

. We want Pred to act on arrows as follows.
(a) The construction hinges on this requirement:
(chary)*(q1,q2) = (p* q1) @ (P * q2).
(b) (k1)* =m1 and (ko)* = 7o
() (If,9])" = ((F)" (9)")
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(d) (id)*=1id

(e) (feg) =(9) o (f)
Before we call this the inductive definition of Pred, we need to check
that it respects the equality we forced and it determines effect module

homomorphisms. The latter first. The only non trivial case, is the first
case.

(a) First we check whether p* q; L p* * go. Note that pxq < (p*q) @
(pxq™) =p*(q@q¢") =px1=p. Thus pxq < pand p-*gy <p".
Because p L pt, also p L pt % go. And thus pxqq L pt * go.

Now we check whether h(q1,q2) = (p * q1) @ (p * q2) is an effect
module homomorphism. First additivity:

a1 @4,q2@a5) = P+ (1 @) @ (ph * (02 @ ¢h))
=(p*xq)QP*d) D[ *q) @ (p* * ¢h)
= h(q1,q2) @ h(qy,q5).

Secondly, preservation of unit: h(1,1) = (px1)@(pt 1) = p@p* = 1.
Finally, homogeneity:

h(Ag1, Ag2) = (p* (Aq1)) @ (P * (Ag2))
=Ap*q1) QA(pt * q2)
=Ap*q Qp* *q2)
= Mh(q1, ¢2)-

Now, to check the preservation of equality.

(a) We check whether (chary)* = (k1)* = m. First note that 0% p <
0% 1 =0 and thus:

(char1)*(q1,q2) = (1% q1) @ (0 * go)
=q1 = m1(q1, q2)-

(b) The first: ([f,g] o r1)* = (k1) o ([f,9])" = m o ((f)",(9)") = (f)"
The second equality with ko is just as easy.

(c¢) The first: ([ho K1,hoka])* (m o (h)*, w30 (h)*) = (h)*. And again,
the second equality is just as easy.

(d) (foid)* = (id)* o (f)* =ido (f)* = (f)" = (f)* o ()" = (id o f)*

(€) (folgoh))" =(goh) o (f)"=(h) c(g) o (f)"=(h) o(fog)" =
((fog)oh)

(f) Suppose f = f' and g = ¢'. Proving inductively, we may as-
sume (f)" = ( )" and (g9)" = (¢')". Then (fog)* = (9)" o (f)" =
(9" o (f) = (f o g')* and similarly ([f,g])" = ((9)", (f)") =
(g (f)) = ([ g

3. Our category % has finite coproducts. Given n,m € €. Their coproduct
in ¥ is n 4+ m, the sum of natural numbers, with coprojections x1 and k.
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To prove this, assume f: n — [ and g: m — . We ensured [f,g]ox1 = f
and [f, g]oks = g. Now, given any other h: n+m — [ such that hok; = f
and ho ke = g. Then [f,g] = [h o k1, h o ka] = h. Thus indeed, n + m is
the coproduct in %.

4. Now, we check the axioms of a weak effect logic. Concerning (WEL1):
char; = k1 and charg = kg, is satisfied by construction.

To show (WEL2), given a coprojection 1, define [[,, (p) = (p,0) and [],; (¢) =
(g,1). Then

[I.,(») = (0) <(q1,02) <= p<q=m(q1,q)=(k)"(q1,q)

and thus [], - (x1)". It is also easy to see (k1)" 4 [],,. Furthermore,
(k1)* = m1 is surjective.

Note that (ax0)@(ax0) = a*(0©0) = ax0 and thus by cancellation ax0 = 0.
Thus (char,)* [, 1= (p*1) @ (p* *0) = p*1 = p, which shows (WEL3).

5. Finally, we check whether p * ¢ = (p?) (¢) in Pred(1) = E:
(p?) (q) = (chary)* ]1,,, ¢ = (chary)*(q,0) = (p*q) © (p* *0) = pxq.

O
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4 Effect logics

4.1 Internal predicates

Definition 94. Recall that in the introduction we defined for a category %
with coproducts and an object X € %, the set of internal predicates on X as
follows.

iPred(X) = {p: X - X + X; [id,id] o p = id}.
We will define 1, 0, ( )* and @ on iPred(X).
1. Define 1 = k1 and 0 = ks.
2. For p € iPred(X), let p = [ka, k1] 0 p.

3. Given p,q € iPred(X), write p L ¢ if there is a unique map b: X — X +
X + X, called the bound, such that [k1, k2, k2]ob = p and [ka, K1, ka]ob =
g. In that case, define p @ ¢ = [k1, K1, k2] 0 b.

The structure (iPred(X), @,0,1) is in general not an an effect algebra. How-
ever, the following assumptions, a slight variation on those of [9], are sufficient.

Proposition 95 (x). Given a category € with (finite) coproducts. Suppose:
1. The following two diagrams are pullbacks.

A+ X9 a4y Y ——— vV

f+idl (E) \Lf—&-id mi (K™) J{m

id+g id+g

2. The maps [k1, k2, k2] and [ka, K1, ko] are jointly monic.
Then:
1. (iPred(X),0,1,®) is an effect algebra.
2. coprojections are monic.
Proof. First, two lemmas:
1. First, we will prove that the following two diagrams are pullbacks.

x—! .y x—! .y

Nli (K) ilﬂ H1\L (KT) im

X+A——Y + A X+A——Y + B
f+id f+g

To see (K) is a pullback diagram, we note it is a special case of (E):

f
N s R
X~—->0+X 0+Y <— Y
mi !+idl (E) J{!Jrid lm
Xt A<—s A4+ X T ATY Z.v+4
N )
f+id
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And (K™) is, by the pullback lemma applied to (K) and (K™ ):

f

- Y
X Y —VY

’fll (K) K/ll (K™) lﬁl
+

_ N

ftg

2. Given p,q: X - X + X and b,0': X — X + X + X such that both

[k1, Ko, ko] 0 b =p = [k1, Ko, ko] 0 b

[k2, K1, k2] 0 b =q = [Ka, k1, ko] 0 '

then since [k1, ko, ko] and [k, K1, k2] are jointly monic, we have b = V.
Thus to show p L ¢, we only have to give a map b which obeys the the
two equalities: the uniqueness follows from this lemma.

Now, to prove the two consequences:
1. (E1) Suppose p L ¢ with bound b. Then:
[51752752] © [/62, K1, /93] ob= [52, K1, 52] ob=gq
[k2, K1, k2] 0 [K2, K1, k3] 0 b = [K1, ke, ko] 0 b = p.
Thus [K2, k1, k2] ob is a bound for ¢ and p. Hence ¢ L p. Furthermore

P Qq = [K1,K1,K2| 0 b= [K1,K1, K] 0 [Ka, K1, k3] 0b=q@p.

(E2) Suppose p L ¢ with bound b; and p @ ¢ L r with bound bs. Then
by (E) there exists an arrow m: X — X + X + X + X such that the
following diagram commutes.

b1

X X+X+X
I'm [K1,Kk2,K3,K3 1u
v =
ba X+X+X+X<;>(X+X)+(X+)§d)+m> (X +X)+ X |[r1,51,82]
l[m,mm,m] l[id,id]—i—id (E) i[id,id]-&-id
X+X+X = X +(X+X) X+X
id+[id, id
N g
[k1,K2,k2]
Note that

[/91) K2, KJQ] o [K33K13K27K3 om = [’{2’”1,/{2>H2] om
= [k2, K1, k2] o [K1, K2, K3, k3] om
=

K2, K1, k2] 0 by

q
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and

[52751752] © [K3; R1, K2, K3] om = [K/27K/27K’17K’2] om
= [k2, K1, k2] 0 [K1, K1, K2, k3] om
523517"{/2] o b2

=r
thus [k3, k1, K2, ko] 0o m is a bound for ¢ L r. Also observe

[/ﬂﬂizﬂiz] o [lﬁ,@, K2, fis] om = [th@z,f@z,fiz] om
[:‘i 52752] © [51752753753] om
[51752752] oby

=P

and

[FEQ,M,FEQ] o [H1,H2, K2, /<63] om = [H2,/‘61,/€1,/€2] om
= [K/vi/vi/Q] o [KJ37K/17K/27K’3] om
=q Qr

thus [k1, k2, K2, k3] o m is a bound for p L ¢ @ r. Finally,

p @ (q@r) = [K1, K1, ko] © [K1, K2, K2, K3] oM.
= [K1, K1, K1, k2] om
= [K1, K1, k2] © [K1, K1, Ka, k3] oM
[517 K1, 52] o by

= (P09 @

Observe that

[H17/€2,/€2] S [F&l,@} op= [Fél,fiz] op=p

[H2,H1,f€2] S [fﬁ,ﬁz] op= [H2aﬁ;1] °op=p

[lﬁ,/‘él,/‘éz] S [Hl,ﬁﬂ op= [ﬁl,ﬁl] op
=ky1o[id,id] op

=K1=1.

So [k1, k2] o p is a bound for p and p* and p @ pt = 1.
Suppose p @ ¢ = 1 with bound b. Then, with (K), there is a
map m: X — X + X such that the following diagram commutes.

AL
b X+ X

——
[id,id]
K1 (K) K1

X+X+X<—>(X+X)+€£ e — X+ X
_ N

[Hl )NIN%Z]

o1



But then b = [k1, k2] o m and thus

pt = [Ka, k1] 0P

= [k, k1] 0 [K1, K2, k2] 0 b

= [Kka, K1,K1]0b

- K)Q,l‘il,/‘il] o [KJI)KJQ] om

Ko, k1] om

= fiz,fil,fiz] o [/ﬁ,/‘@z] om

Ko, K1,kKa]ob

I
Q

(E4) Suppose 1 L p with bound b. Then with (K ) we see that there is a
unique map m: X — X such that the following diagram commutes:

b T e—=X

e |
+

X+X+X<—g>X+(X+Xd)+m>X X
_ B

[F1,k2,k2]
Thus m = id and consequently b = x1. Hence

p = [k2,k1,k1] 0D
= [fi2,f€1,f€1] O R1

:FLQ:O.

2. Note that amap f: X — Y is a monomorphism if and only if the following
diagram is a pullback.
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4.2 Axioms
Definition 96. An effect logic consists of
1. a category ¢ with (finite) coproducts;
2. a wide subcategory 2 C ¥, which contains the coprojections of %’;

3. a functor Pred: 2 — EMod}] for some effect monoid M, written X —
Pred(X) and f — (f)* and
4. for each X € € and p € Pred(X), an arrow char,: X - X +4 X in
such that
(EL1) each p € Pred(X) is a map X — X + X in € with [id, id] o p = id;

(EL2) (a) for each p,q € Pred(X), we have p L ¢ if and only if there is
amap b: X + X - X + X + X in %, called the bound, such
that [k1, K2, K2]ob = p; [k, K1, k2]ob = g and [k1, K1, k2]ob € Pred(X)
and then: p @ ¢ = [k1, K1, K2] 0 b;

(b) for each p € Pred(X), we have p* = [ko, k1] 0 p and
(c) for 1 € Pred(X), we have 1 = k.
(EL3) for every coprojection x1: X — X + Y, we have [[, - (k1)* +]],,,
where [[,. p = [(#1 + K1) 0 p, k2 0 ko] and [],., p = [(k1 + K1) 0 p, K1 © Kal;
(EL4) coprojections are monic in %

(EL5) char; = k1 and charg = kg and

(EL6) (char,)*[[,, 1 =p.
For any X € €, we define the following two binary operations on Pred(X):

(p?) (q) = (chary)" 1, ¢ [p?](q) = (chary)"[], ¢-
If for every p: X — X+ X in € with [id,id]op = id, we have p € Pred(X), then
the effect logic is called internal. If ¥ = 2, then the effect logic is called full.
Proposition 97. Every (full) effect logic is a (full) weak effect logic.

Proof. Almost all weak effect logic axioms are satisfied by definition. The only
thing left to prove is that (k1)* is surjective. By Proposition it is sufficient
to prove that [, is injective. First, note that for every p € Pred(X) we have

[k1 4+ K1, k2 + fig](]_[m D)R1 = [K1 + K1, k2 + K2][(K1 + K1)p, Keka]K1
[k1 + K1, K2 + Ka](k1 + K1)p

[(K1 + K1)k1, (K2 + K2)ka]p

[K1K1, K1K2]p

= k1K1, K]p

= K1p-.

And thus if [], p = [, ', then also kip = [k1 + K1, k2 + K] (], )1 =
[k1 + w1, k2 + k2] ([1,, P )k1 = k1p’. Now, since coprojections are monic, we
have: p = p/, as desired. O
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4.3 Examples

Now, we will look at several examples of effect logics.

4.3.1 Set
The first example is the classical case: Set, the category of sets.
Definition 98. Given a set X and a subset U C X. Write py for the map X —
X + X in Set given by
(@) kix xzeU
€Tr) =
bu kox x & U.

Proposition 99. A map X — X + X in Set is an internal predicate on X if
and only if p = py for some U C X.

Proof. p: X — X + X is an internal predicate if and only if [id,id] o p = id.
This is the case if and only if for every z € X, either p(z) = k1 or p(x) = Kax.
Clearly, p = py with U = {z; p(z) = k1z}. O

P(X), the set of subsets of X, is an effect algebra. See Example Its
effect algebra operations are compatible with the corresponding operations on
the internal predicates.

Proposition 100. Given a set X. For any U,V € P(X):
1. py Lpv if and only if U L V;
2. puov = pu Qpv;
3. pﬁ = py1 and
4. 1=p1.
Proof. 3 and 4 follow directly from the definition of py. Given U,V C X.

1. py L py if and only if there is a bound b for py and py . This is the case
if and only if for every x:

kir xTeU
b(x)=( kox TV
k3x otherwise.

Such a b is unique whenever it exists and it exists if and only if U 1 V.

2. Let b be the bound of U and V. Then:

pu @ pv(x) = [K1, K1, k2] 0 b(x)
_{mx zrceUoraxeV

kox otherwise

=DPugVv- O
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Definition 101. Set 2 = ¢ = Set. Let Pred: Set — EA°? = EMod3” map
X = P(X) =ZiPred(X)  f~ f.
Set chary = py.

Proposition 102. Pred: Set — EMods” is a full and internal effect logic.
Furthermore: (U?)(V)=UNV.

Proof. We already saw that Pred is indeed a functor in Example Also: Set
is a category with coproducts.

(EL1) Shown in Proposition
(EL2) Shown in Proposition [L00}

(EL3) We first note that for a coprojection k1: X — X +Y, we have
(k) U=r7'U) I, U=mU) L, U=#&0)Y = (k1) (U),

where (£1 )4« is the direct image. See Example There it is also demon-
strated that we have the order adjunction

(k1) = [, 3 (81)" ATL;, = (K1) s

(EL4) Coprojections in Set are injective, hence monic.
(EL5) Shown in Proposition [100}
Before we continue with the demonstration of (EL6), observe
(U?) (V) = (chary)" [1,, V
= (pv)*K1(V)

= (pv) ' (k2(V))
—UNvV.

(EL6) Given U € Pred(X). Then: (chary)*[[,, 1=(U?)(1)=UnX=U.

Finally, note that Pred is full and internal by definition. O

4.3.2 (D)

The second example is a generalization of the probabilistic case. For this sub-
section, assume M is an effect monoid (Definition [36)). If M = [0,1], we have
the probabilistic case. We will investigate the category J#(Dys) — the Kleisli
category (Definition of the M-distribution monad (Definition [80).

Definition 103. Given a set X and a map ¢: X — M (in Set). Write py for
the arrow X — X + X in J#(Dy) given by

P(x)  y=rmz

pyp(x)(y) = S Y(x)t Y= kox
0 otherwise.
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Proposition 104. Given a set X and an arrow p: X — X + X in J(Dyy).
Then: p is an internal predicate if and only if p = py for some ¢: X — M.

Proof. Given an internal predicate p. Then [id,id] o p = id. Thus, for every x €
X we have p(z)(k12) @ p(z)(kez) = 1 and p(z)(y) = 0 if y ¢ {kix, kox}.
Define ¢(z) = p(x)(k12). Then p = py.
Conversely, suppose ¥: X — M. Given x € X. Then:
[id, id] o py (2)(y) = Py (2) (k1Y) @ py (x)(K2y)-
_J0@0=0 yFEx
V(@) 0Y(@)t =1 y=q
and thus [id, id] o py = id. O
Write MX for the maps from X to M in Set. This is an M-effect module
with pointwise operations. See Example It is also an effect monoid with

pointwise multiplication. Its effect algebra disjoint sum is compatible with the
disjoint sum on iPred(X):

Proposition 105. Given ¢,y € MX.
1. py L py if and only if ¢ L x;
2. Pyox = Py D Px;
3. pf/; = py+ and
4- 1=p1.
Proof. 3 and 4 follow directly from the definitions. Given v,y € M¥X.

1. py L py if and only if there is a bound b for p, and p,. Obvserve this is
the case if and only if for every z € X:

(@) y— i
@) y = roa
POW =) @) o @)ty = o
0 otherwise

Such a b is unique if it exists and it exists if and only if ¥ L x.

2. Let b be the bound of ¥ and x. Then:

Py @ Py (2)(y) = [K1, K1, k2] 0 b() (y)

_ [ ox@)  y=ma
(@) O x(@)* y=ro.

= Pyox(2)(y)- H

Definition 106. Set 2 = ¢ = J#(Dys). Let Pred: J#(Dy) — EMod(; map

X M¥ 2iPred(X)  fe(f)  (N)'@)(@) = Q) f@)(y) 0 vy).
Set chary, = py.
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Proposition 107. Pred: J#(Dyr) — EMod$} is a full and internal effect logic.
Furthermore: (¢?) (x) =¥ © x.

Proof. For the sake of presentation, we prematurely stated Pred is a functor.
We need to convince ourselves (f)* is an effect module homomorphism. The
argument to show this, is the same as in Example [T9] Now, for the axioms of
an effect logic:

(EL1) Shown in Proposition [104}
(EL2) Shown in Proposition [L05}
(EL3) We first observe that for a coprojection x1: X — X + Y, we have
(k) V=91 X [,¢v=v+0 [l ,¢v=¢+1
and thus [], - (k1)* L,

(EL4) Given a coprojection k1: X — X +Y in J#(Dys). Then &1 = no k.
In Set, we know k1 is a split monomorphism and thus, by Proposition
k1 in J(Dyr) is a (split) monomorphism.

(EL5) Shown in Proposition [L05}

Before we prove (EL6), we note:

(¥?) (x)(x) = (chary)* 1, x(z)
= (py)*(x +0)(x)

= () po(@)(®) © (x +0)(y)

= (¥(2) © x(x)) © (P(x)" ©0)
= (YO x)(z).
Thus (¥7) (x) =¥ ® x. In particular:

(EL6) (chary)* [T, 1= (?) (1) =4 &1 = 1.
Finally, note that Pred is full and internal by definition. [

4.3.3 Hilb

The third example is a quantum mechanical case. Let Hilb denote the category
of Hilbert spaces with (bounded linear) operators as arrows.

Definition 108. Given a Hilbert space ¢ and an operator A: 57 — .
Write pa for the operator 5 — 7 ® 4 in Hilb given by

(%)

Proposition 109. Given a Hilbert space 7€ and an operator p: I — I O I

in Hilb. Then: p is an internal predicate on F€ if and only if p = pa for
some A: € — .
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Proof. An operator B = (g; ) is an internal predicate if and only if [id, id]o B =
id. That is: if and only if By + By = I. Thus clearly, pa4 is an internal
predicate for any A: 5 — 5. And: given an internal predicate p = (2;)

Then p = pp,. [

The internal predicates on a Hilbert space do not carry a compatible effect
I
algebra structure: ( AA) is a bound for 1 = k1 and p4. Thus A L 1, but not

in general A = 0. Hence effect algebra axiom (E4) fails.

Definition 110. An internal predicate p = (;#,) is called positive if both A
and I — A are positive. Let pPred(¢) denote the set of positive predicates
on .

Proposition 111. A map p: € — I @ H is a positive internal predicate if
and only if p=pa for some 0 < A< [.

Proof. 0<T—Ahence I=T-0>1—(I-A)=A>0. O

As we already saw in Example the operators A with 0 < A < [ form
a [0, 1]-effect module called Eff(.##°). Note that pPred(s#) is not an effect

I
algebra with the operations of Deﬁnition the map ( _II) isabound for 1 | 1.
This is not a problem for axiom (EL2) as we will see lateron. For now, we
will regard pPred(.#) as a [0, 1]-effect module with the operations inherited

from Eff(J€).

Definition 112. Set 2 = Hilbjyon, the category of Hilbert spaces with isome-

tries. Let € = Hilb. Now, define Pred: Hilbisom — EMod‘[)Opl] by

A BE(A) = pPred(#)  f (f)*  (f)*A= fTAf.

Let chary = (\/\I/%).

Proposition 113. Pred: Hilb,s,,, — EMod™Y . is an effect logic. Furthermore:

[0,1]
(A?) (B) = VABVA.

Proof. In Example we have shown (f)* is an effect module homomorphism
and thus, indeed: Pred is a functor of the promised type.

(EL1) Shown in Proposition [L11}

(EL2) (a) Given 4% in €. Given A, B € Eff (7).
Suppose A 1. B. Then b = (1_§_B> is a bound for A and B and
[K1, K1, k2] 0b=pags =pa @ pp € Pred(J).

Conversely, suppose there is a bound b for A and B. Then ( I f;{f B ) =
[k1, K1, k2] o b € Pred(##). Hence A L B.

(b) Given # in ¢ and A € Eff(#). Then [ko, k1]opa = (13) =par.

(c) p1 = ((IJ) = K1.
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(EL3) First, we observe that

A 0 A 0
HmA <1 AO) _p(AO) HmA (1 AO) :p(AO)'
0o I 00 0 0 0r

Thus [],, and ], are the same as in Example where we saw they
are the left and right adjoint of (k1)*.

(EL4) Coprojections are injective, hence monic.

(EL5) First char; = (%) = ({) = k1 and secondly char, = (\‘2) =(9) = ke.

(EL6) As[],, is the same as in Example[87, we also may use its result: (A7) (B) =
VABV/B. Hence (chary)* [I., 1= " 1) =pl,/p=Dp,as desired. O

4.4 Representation theorems

Theorem 114. Any left-additive weak sequential effect module is represented
in a full effect logic.

Proof. We will extend the category and functor defined in the proof of Theo-
rem [03] such that it is becomes an effect logic.

1. The objects of € are N. We want a full effect logic, thus 2 = €. Again,
Pred(n) = E™.
The arrows of € are given syntactically. We will specify which arrows
exist and which are considered equal. From the original construction:
(a) For each n € N and p € E™, there is an arrow char,: n — 2n.
(b) For each n,m € N there are k1: n — n+m and ko: m — n+m.

(¢) Given arrows f:n — [ and g: m — [, there is an arrow [f,g]: n +
m — 1.

(d) For every n, there is an arrow id: n — n.

(e) Given arrows f: n — mand g: m — [, there is an arrow go f: n — .
We add the following arrows.

(f) For each n € N and p,q € E" with p L ¢, there is an arrow by, ,: n —
3n.

The equality is given by the following rules. From the original construc-
tion:

(a) Foranyn € N,if k;: n — n+n, then k1 = chary and if ko : n — n+n,

then ko = charg.
(b) [f,glori=fand|[f gloka=g
(c) [hoky,hoka] =h
(d) foid=ido f=f
)
)

C

e) (fog)loh=fo(goh)

(
(f) If f = f" and g = ¢’ then [f,g] = [f',¢'] and fog= f'og"
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And additionally:

(2)

(h)

(i)
)
(k)

(1)

i. [[k1, k1], k2] © by ¢ = charpgg

i, |

iii. [[ke, k1], k2] 0 by ¢ = char,

For each n € N and any b: n — 3n, if

[k1, k2], k2] 0 b, ¢ = char)

i. [[k1, k2], k2] 0 b = char, and
ii. [[k2, k1], k2] © b = charg,
then b= b, ,.
[id,id] o charp id
char(, o) = [(K1 4 K1) o chary, (k2 4 K2) o chary] for (p,q) € E"T™.
i. Ifnlof:mog,thenf:g.
ii. If koo f=kKoog, then f=g.

char,1 = [kg, k1] o char,

2. Again, we want Pred to act on the arrows of the original construction as
follows.

(a)
(b)
()
(d)
()

=(p*q )C\‘D(pL*qz)
(k2)* =
(9))

(char,)* ql,qg)
(K1)" =m and
(I, 9D = (),
(id)* =id

(fog)=(g9)" o (f)"

1 an
((f

And for the new arrows:

(f)

(bp.g) (q1,02,93) = P*q1) @ (g% q2) © (P D @) * q3)

Before we call this the inductive definition of Pred, we once again check
that it respects the forced equalities and determines effect module ho-
momorphisms. The latter first. The cases (a)—(e) are the same as in
Theorem [93]

(f)

First we check whether the expression for (b, 4)* is defined. Given p

and ¢ with p 1L ¢q. Then p* ¢ gp*lzpandq*qg < gt >|<1—q.
Thus: (p*q1) © (% q2) <p©@gq. Also (p@q)t *gs < (p @) and
hence (p*q1) @ (¢ * g2) @ ((p @ @)+ * g3) is defined.

Note that (b, )*(1,1,1) = (p*x1) @ (¢x 1) @ (p @ )t *1) =p @
q@ (p@q)t =1, thus (by,)* preserves the unit. Linearity follows
from the linearity of @ and right-linearity of *, just like in the proof
of linearity of (char,)*.

Now, we check the preservation of equality. The cases (a)-(f) are the same
as in Theorem

(2)

i [[k1, k1], 2] 0 (bp,g)*(q1,42) = (bp,g)™ o ({1, m1),72) (1, G2)

( p,q) (QLQM(D)
=(p*q)Q(q+q) @ (pQa) " *q2)
(PO *q1) O ((pD )" *go)

= (

charpgq)™ (g1, 42)
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bp,q)" © ((T1,m2) , 72) (q1, q2)

) (91,92, q2)
P*%)@(Q*%)@((p@lJ)L*(D)
Pxq1) © (g0 (p©g)* *q2)

) @
)

ii. [[k1, ko), k2] 0 (bpg)*(q1,q2) =

(by,

(y,

(

= (

=(P*xq) 0 (" *g)

= (char,)* (g1, ¢2)
il [[k2, k1], k2] 0 (bp,g)*(q1,q2) = (bp,g)™ o ({1, m2) , m2) (q1,G2)
= (bp,g) (92, q1,92)
(p*Q2)@(Q*QI)@((I)@Q)L*(D)
=(@*xq) QP PQeT *q)
=(q*q) @ (q *q2)
= (charg)*(q1,q2)

(h) Suppose b: n — 3n; [[k1, k2], ko] 0 b = char, and [[k2, k1], k2] 0 b =
char,. Proving inductively, we may assume ([[k1, k2], k2] 0 b)* =
(chary)* and ([[k2, k1], k2] 0 b)* = (chary)*. That is:

(0)*(q1,q2,92) = (P *q1) @ (pJ' *q2)
(0) (g2, q1.q2) = (g% @1) @ (g~ * g2)

and thus

®)*(2,0,0) =p*x

»)*(0,z,0) =gxx

(0)" (2, 2,0) = (b)"(x,0) @ (b)*(0,z)

=(p*x) @ (g*x)

(b)*(ovxv z)=pt

(0)*(0,0,z) = (b)*(0,z,2) © (b)*(0,z,0)
(pt *x)© (g )
=(p* 6q) * T
(

p@q)*

hence

(0)"(1,1,0) = (p* 1) © (g * 1)
=pQgq

consequently p L ¢ and thus b, , exists and

(b)*(q1,92,93) = (b)"(q1,0,0) @ (6)*(0, g2,0) @ (b)*(0,0, g3)
=(p*xq) 0 (g*q) @ ((p@g) ") *gs
= (bp,q)*(Q1,CI2aq3)~
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(i) ([id,id] o chary)*(q) = (char,)* o (id,id) (¢)
= (char,)*(q, q)

(i) ([(k1 + k1) o charp, (k2 + K2) o charg])*((q1,41), (92, 45))
= ((chary,)" o (1 x 1), (char,)™ o (12 x 72)) (41, 4}), (42, 42))
(chary)*(g1, ¢2), (charg)*(¢1, 45))
(prq) @ (P *q2), (g% q}) © (g * b))
(P, @) * (q1,41)) @ (0, 0)™ * (42, 45))

char(, )" (a1, 1), (42, 2))

(k) Suppose k10 f = k1 0g. Reasoning inductively, we may assume (f)*o
m = (g)* omy. But then (f)* = (g)*, since projections are epimor-
phisms in EModj;. The argument for the case with ko is the same.

(1) (char,:)*(q1,42) = (p" * q1) © (™" % q2)
=" *q) ©(pxq)
= (charp)* (g2, q1)
= (char,)* o (w2, 1) (q1,¢2)
= ([ka2, k1] o charp)* (g1, ¢2)

3. With the same argument as in the proof of Theorem we see ¢ has
coproducts.

Il
~—~ o~ ~~

4. Now we check the effect logic axioms. Define

[, » = (p,0) and [T, p= (p,1).
We identify an element p € E™ with the map char,: n — 2n.

(EL1) For any char, € Pred(n), we have [id, id] ochar, = id by construction.
(EL2) i. For any charp,char, € Pred(n). If p L ¢, then by construc-
tion, by 4 is the appropriate bound.
Conversely, suppose there is a map b such that [[k1, k2], kKe]ob = p
and [[k2, k1], k2] o b = ¢. Then, by construction b =b, , and p L
q.
ii. By construction [kg, k1] o p = [k, k1] o char, = char,. = pt.
iii. By construction 1 = char; = k;.
(EL3) Clearly [, - (k1)* = m +[],,. Furthermore:

1., »=(p0)
= char(pyo)

K1+ K1) o chary, (k2 + Kk2) o charg]

[
= [ K1+ K1) o charp, (/{2 + 1432) o] "432]
-

[

)
)

K1+ K1) o chary, ko © Ko
)

—~ o~~~

K1+ K1) 0P, K2 0 Ka).
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and similarly [],, p = [(k1 + K1) o p, K1 © Ka].
(EL4) By construction, coprojections are monic.
(EL5) By construction, char; = k1 and charg = ka.
(EL6) (charp)*]I,. 1= (char,)*(1,0)
=(p*1) © (p~ *0)
=D
5. Finally, note Pred(1) = E and for p,q € E:

(p?) (q) = (char,)* [1,., ¢ = (char,)*(¢,0) = (p*q) @ (p* % 0) =pxq. O

K1

Remark 115. One might hope the effect logic constructed in the previous
Theorem is internal. This is, in general, not the case. Suppose it is internal.
Note that [chary, k2] o char, is always an internal predicate:

lid, id] o [chary, k2] o char, = [[id, id] o chary, [id, id] o k2] o char,
= [id, id] o char,
id.

Because our effect logic is internal, there is a z € E such that
[chary, k2] o char, = char,
and consequently

(z*c)@( * d) = (char,)*(c, d)

(

= (char,)* o ((chary)*, m2) (¢, d)

= (chary)*((b* ¢) @ (bt % d),d)

= (ax(bxc)) @ (ax (bt *d) @ (a* *d).

And thus, if we set ¢ =1 and d = 0, we see: z = a x b. Hence, with d = 0:
(axb)xc=uax(bxc).

Our left-additive weak sequential effect module F must be associative. This is
not always the case.

Theorem 116. Any effect monoid is represented in a full internal effect logic.

Proof. Given any effect monoid M. By Proposition [107] there is a full and
internal effect logic Pred: J#(Dys) — EMod{}; such that

e Pred(X) = MX the set of maps from X to M, which is an M-effect
module and effect monoid with pointwise operations.

e For any X and p, ¢ € Pred(X), we have (p?) (¢) = p ®q.

Thus in particular M is represented in this effect logic as the image of the
one-element-set. O

Theorem 117. Any weak sequential effect module is represented in an effect
logic.
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Proof. Recall Theorem [I14} any left-additive weak sequential effect module is
represented in a full effect logic. In the proof of that theorem, we required
the left-additivity of the weak effect module only to show the preservation of
equalities by Pred related to b, 4. If we do not require the resulting effect logic to
be full, we can leave the arrows b, , out of ¥ and do not need the left-additivity
to define the functor. O
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5 Conclusions

5.1 Summary

We can summarize our main results as follows. Given an effect algebra E with
a binary operation . Then we have the following (non)implications.

CEM CSEA

d(C »51
(116)

FIEL EM d (63)
/ \ J \
¢ @a
IEL FEL <LAWSEM </— SEM
d
X /
EL d y
ﬂ {7
d
FWEL & WSEM
d‘H’ /
(91)
WEL
Abbr. Property
CEM Commutative Effect Monoid
CSEA Commutative Sequential Effect Algebra
FIEL Represented in Full Internal Effect Logic
EM Effect Monoid
T1EL Represented in Internal Effect Logic
FEL Represented in Full Effect Logic
LAWSEM Left-Additive Weak Sequential Effect Module
SEM Sequential Effect Module
EL Represented in Effect Logic

FWEL Represented in Full Weak Effect Logic
WSEM Weak Sequential Effect Module
WEL Represented in Weak Effect Logic

Recall the starting point of this thesis: are there categorical axioms, which the
examples Set, (D) and Hilbisom obey, such that the andthen forms a sequential
effect algebra. To this question, we have not found an answer. Our candidate
axioms all fall short. The three strongest sets of axioms, the full and/or internal
effect logics, are not obeyed by Hilbisom. The other candidates, the (full) (weak)
effect logics imply only weak properties of andthen.

The proof (known to the author) that andthen in Hilbis,, is a sequential
effect algebra (Theorem requires non-elementary functional analysis. It
would be surprising if relatively simple axioms, such as those investigated, would
entail this same result.

Even though we were not able to decide our initial question, we have found
some results along the way. For instance:
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e A convex effect monoid is an interval of an ordered vector space with a
certain kind of product (Theorem and vice versa (Proposition .

e Finite effect monoids are simple, Proposition [40}

Furthermore, we can present a future candidate for axioms of effect logics with
two tests: does the pathalogical model J# (D) obey them and does the syn-
tactic construction used in the proof of Theorems [03] and [I17] apply?

5.2 Further investigation

We will discuss some possible future investigation. First, the following strength-
enings of the effect logic axioms can be considered.

e In the axioms of an effect logic, we require the effect algebra operations
to correspond to the natural operations on the internal predicates, see
axiom (EL2). One can also define the scalars and scalar multiplication on
predicates internally. See Definition 6 of [9]. Would it make a difference,
to require the scalar multiplication to correspond to the internal scalar
multiplication?

e Some of the predicate functors are full and faithful, such as CStarpy —
EMod%’ 1j- The predicate functor Set — EA, depending on the set theor
is not. However, one could investigate, full and faithfull predicate functors

to EMod3?, the directed complete effect modules.

Also, the current syntactic construction might be improved.

o In the current construction we chose Pred(n) = E™. Can we prove more
with a different choice? Could we represent any weak sequential effect
module in a full and internal effect logic?

e In the current construction we ensured coprojections to be monic by forc-
ing the required equality. It seems that without this forced equality, one
can prove with a syntactic analysis of the arrows, that coprojections are
monic. Such methods will also likely be helpful to prove that a syntactic
model is internal.
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L If there is a non principal ultrafilter 4 on P(N), then we have a counterexample:

U U¢y

P(N) — P(N U {oo}) U»—){UU{OO} Ve
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Index

Eff(27), orthomodular,

Ef:zx’ @

Hilbisom, Map

(D), additive, [7]

H(Dyy), preserves unit, [7]

<, 13 Monad,
distribution,

Archimedean, [T3] Multiplicity vector,

Atom, [16]
OAU-algebra,

Bound, [49] [53] Order adjunction, see Galois connec-
tion
Coreflection, Order interval, [T3]
Ordered abelian group,
Effect
algebra, [7] Positive
convex, 4] ordered group, [I3]
finite, [16] predicate,
homomorphism, [7]
interval, [[3] Represented
lattice, [T5] in effect logic, [46]
orthomodular, [15 .
sequential, Strong unit,
IO%JCI’I Vector space

internal, lexicographically ordered,

weak, [40]

module,
homomorphism,
sequential,

monoid,
commutative, [T9]
convex, [I9]

Effects, [A2]

Galois connection,
Generates
vector space, [[4]

Infinitesimal,
Internal predicates,

Isotropic, [13]
index,

Kleisli category, [35]

Lattice, [I4]
orthocomplemented,
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