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Abstract of atmospheric conditions in fire fighting on a given day. KJ 

Brotak (1992-93) concluded that using 1200 UTC 
The University of Wisconsin-Madison produces Web- sounding data might improve the HI'S ability to predict 2 accessible, 24- and 48-hour forecasts of the Haines Index severe fire weather. For documented large fires, HI values 8 p 

(a tool used to measure the atmospheric potential for large of 5 and 6 were more frequent and 2 or 3 values were less g~ 
wildfire development) for most ofNorth America using its frequent in the 1200 UTC data than they were in the a 

nonhydrostatic modeling system. The authors examined 
the accuracy of these forecasts using data /?om 1999 and 
2000, Measures used include root-mean-square error 
(RMSE), mean error (ME), percent misforecast (PM), cor- 
relation between error and observed Index value, and 
Kuiper skill score (a. Average values of these measures 
indicate that  the model forecasts are typically too low 
(RMSE .= 0.74, ME .= -0.01 for 24- hour forecasts), about a 
third (PM=38%) of the point forecasts for the year were 
misforeeast, but that the forecasts are more accurate than 
random forecasts (K = 0.48). The correlation between error 
and observed value shows that, in  general, the model's 
predictions are a bit too extreme, pushing the Index values 
to the ends of the spectrum. Statistics for 48-hour forecasts 
were similar to those for 24-hour forecasts, indicating that 
errors arose primarily during the first 24-hours of forecast 
simulations. Monthly values of the accuracy statistics 
show winter forecasts to be most accurate and summer 
forecasts to be least accurate. 

1. introduction 

Donald A. Haines (1988) introduced an index for the 
weather-related aspect of large wildfire risk. Haines 
referred to this as the Lower Atmospheric Severity Index 
(LASI), but it has since been renamed the Haines Index 
(HI) by others, in achowledwent of Haines' contribu- 
tions to the science of fire weather. Specifically; the index 
was intended to indicate the chance that an existing wild- 
land fire would become large andlor erratic in behavior. 
The Haines Index uses 0000 UTC lower atmospheric sta- 
bility (lapse rate) and dewpoint depression to produce an 
integer between 2 and 6 with higher values indicating a 
dry, mstable atmosphere conducive to the development 
of large wildfires. This index shows strong ability to dis- 
tinguish between typical conditions (those under which 
wildland fires grow slowly and behave somewhat pre- 
dictably) and rapid fire growth conditions. The HI is cur- 
rently accepted by many fire weather forecasters and fire 
managers as a useful tool for evaluating the importance 

0000 UTC data. Brotak did not determine whether using 
1200 UTC data discriminates between extreme fire days 
and more typical fire days robustly. 

Werth and Ochoa (1993) examined the correlation 
between HI and the daily rate of spread of individual 
plume dominated fires in Idaho and fomd a positive cor- 
relation between the two quantities. When HI rose, the 
rate of spread did likewise; when HI fell, so did the rate 
of spread. They noted that the HI works well for p l u e -  
dominated fires, where atmospheric instability plays a 
strong role. It is not as useful for wind-driven fires, such 
as those spread by the Santa Ana winds in California, 
where stability plays less of a role. 

Most recently, Werth and W e d  (1998) produced a cli- 
matology of HI for the Western United States and noted 
several important findings. Supporting Brotak, they 
showed that 1200 UTC soundings yield a better measure 
of synoptic conditions than do 0000 UTC soundings in the 
western U.S.A. The frequency of HI values of 5 and 6 is 
notably high over the Great Basin, and notably low over 
the west coast. The authors observed that the west coast 
values are for the high-elevation version of the HI, and 
that perhaps the low or mid-elevation version would be 
better for lower, coastal areas. In any case, these findings 
bring into question the ability of HI, or at least the high 
elevation version, to discriminate between high- and low- 
risk weather in these regions. 

Jones and Maxwell (1998) produced a climatology of 
HI for New Mexico and examined the use of 1200 UTC 
versus 0000 UTC measurements. They noted that using 
1200 UTC values of HI may underestimate the fire risk, 
and that perhaps the predicted change from 1200 UTC to 
0000 UTC is an important indicator of fire risk. 

In 1995, the North Central &search Station (NCRS) 
of the USDA Forest Service and the Department of 
Atmospheric and Oceanic Sciences at the University of 
Wisconsin-Madison began producing 24- and 48-hour 
computer forecasts of HI and placing them on the 
Internet World Wide Web. The forecasts continue to pro- 
vide information to scientists and fire management per- 



Volume 25 Numbers 3 , 4  December 2001 39 

neous simulation of large 
synoptic-scale forcing as 
well as frontal-scale forcing. - 
Prognostic variables Carrie2 
by the model include wind 
iu, v, wi, and n (Emer func- 
tion); ice-liquid potential 
temperature, 0,l; and total 
water mixing ratio, as well 
as mixing ratios for a vari- 
ety of precipitation particles. 

Adtrection of the scalar 
variables is accomplished 
using a skth-order Crowley 
scheme (Tremback et  al. 
1987), while the dynamic 
variables are advected using 
a second-order enstrophy 
conserving leapfrog scheme 
(Sadourny 1975). Model 
physics include a radiation 
parameterization that pre- 
dicts long- and short-wave 
radiative transfer in a 
cloudy atmosphere (Chen 
and Cotton 1983), and a pre- 
dictive soil model with sur- 
face energy budget 
(Tremback and Kessler 
1985). Liquid and ice 
processes are represented in 
the model by an explicit 
microphysics package that 
describes the evolution of 
cloud water, rainwater, pris- 
tine crystals, snow crystals, 
aggregate crystals, and 

I graupel (Cotton et al. 1986; 
Fig. 1. Example of a map of the Haines Index generated by the University of Wisconsin Nonhydrostatic Flatau et al. 1989). A version 
Modeling System. Actual maps are in color. of the Emanuel (1991) con- 

vective parameterization is 
employed, modified such 

sonnel a t  the time of this writing, and are one of a grow- that the convection equilibrates with the cyclone and 
ing number of fire weather forecasts available 48 hours frontal-scale vertical motion forcing. 
or more in advance. The model employs geometric height as the vertical 

The current study examines the accuracy of the HI coordinate with discretely blocked out topography similar 
forecasts for 1999 and 2000, the years for which data are to that used in the NO S National Centers for 
most complete. Because there are so few 24- or 48-hour Environmental Prediction (NCEP) Eta Model. Forty ver- 
fire weather forecasts available to fire managers and fire tical levels are used with the vertical grid spacing of 200 
forecasters, it is important to assess the HI forecast accu- m in the lowest 5 grid levels with a gradual geometric 
racy as soon as possible. An impefict measure of forecast stretching (by a factor of 1.07) above that, such that the 
accuracy is still an improvement over no measure. next 18 levels had an average spacing of 404 m, and the 
Hopefully, a longer-tern assessment will be possible in top 17 levels have a spacing of 700 m. The model top is 
several years, but this two-year assessment is of real located at  19.2 h. For the forecasts used here, the hori- 
value until that time. zontal grid spacing in the model is 60 km. 

The model uses the surface elevation at  each grid point 
2. Methods to determine whether to use the low, middle, or high ele- 

vation version of HI. Points below 200 m use the low ele- 
The University of Wisconsin - Nonhydrostatic vation version, points between 200 m and 1000 m eleva- 

Modeling System (W-NMS) is described by Tripoli tion use the middle-elevation version of HI, and points 
(1992a and b). The model employs a two-way interactive, above 1000 m elevation use the high-elevation version. 
moveable nesting scheme, which allows for the simulta- We chose the 200 m and 1000 m thresholds because they 



National Weather Digest 

approximate the original regional boundaries from 
Haines 131988) quite closely. 

The model is initialized by interpolating directly from 
the 90.5-Ian NCEP Eta initialization, which has 50-mb 
vertical resolution. Horizontal wind components, geopo- 
tentid height, temperature, and relative humidity are 
inkrpolated horizontally along constant pressure sur- 
faces to the  locations of the model grid points. Data are 
then vertically interpolated to the model grid levels. 
Finally, the  lateral boundaries are updated every 6 h 
from the Eta gridded forecasts using a Rayleigh-tme 
absorbing layer. 

Plodel initialization maps and 24- and 48-hour fore- 
cast maps of the HI were archived throughout 1999 and 

e 1 shows a typical map, converted to a gray 
scale. O n  the maps, the area represented by one pixel 
varies depending on the latitude of the pixel. At 30°N, one 
pixel represents an area of 84.7 km2, while at 45"N the 
area is 90.0 km'. We made no attempt to adjust the analy- 
sis results for this latitude dependence. Map pixel size 
(roughly 9 krn on a side) is not the same as model hori- 
zontal resolution (60 km), as the maps were interpolated 
from the grid. We analyzed the maps because the gridded 
data are not archived. 

Before examining the forecast errors, E (predicted value 
minus observed value), we considered how typical 1999 
and 2000 were for fire weather and the HI. We did this &i 

two ways. First, we compared the average area of fires, A, 
recorded for various regions of the U.S. in 1999 and 2000 
(NIFC 2000,2001) to the 1993-1997 five-year averagegfor 
these areas (USDA Forest Service, 1998). While A is 
strongly affected by human intervention and fire manage- 
ment policies, this provides at least a rudimentary assess- 
ment of fire conditions in the two years of interest here. 

Our second comparison of the study years with "aver- 
age" conditions used the W-NMS initialization maps to 
determine the average frequency of very low (HI = 2 or 3), 
low (HI = 41, medium (HI = 5 )  and high (HI = 6) values of 
HI for the combined months of June through October. We 
then cornpared these frequencies with the results of 
Werth and Werth (1998) - the nearest thing to a clima- 
tology of the Haines Index that is available - for 19 
radiosonde stations in the western U.S. The 1999 and 
2000 frequencies for a given station were determined as 
the average of a 5-by-5 pixel box (roughly 45 km on a side) 
around the actual location of the radiosonde station, not 
including any geopolitical boundav pixels. (These are 
colored differently on the maps, and including the pixels 
in the averaging would have compted the results.) The 
size of the boxes was chosen to reflect our ability to locate 
the stations on the maps and still include an area that 
should be themodynamically uniform. 

The verification framework presented by &$why and 
Winkler 11987) and the related methods discussed in 
glurphy and Epstein (1989) and Gandin and Murphy 
(1992) offer a reasoned, sound basis for model verifica- 
tion. However, due to HI'S seasonality and the fact that it 
is a 4-category index, presentation using Murphy and 
Wider's framework would be unmanageably lengthy 
and complex. We, therefore, present our results using sev- 
eral more conventional and compact measures, bearing 
in mind their weaknesses as described in the aforemen- 

tioned papers. At the end of our monthly analysis, we 
oRer a contingency table for the hl l  two years with a brief 
discussion of these results. 

We present five measures of forecast accuracy, averag- 
ing over the entire forecast area and individual months 
in each case. The mean error (ME) and the root-mean- 
square error (RMSE) describe the magnitude of the fore- 
cast errors. One measure, which we call the percent mis- 
forecast (PM), helps determine the frequency in time and 
space of forecast errors. (The PM is equal to the sum of 
the OR-diagonal elements of the joint probability contin- 
gency table.) Pbf and RhlSE are related to one another by 
the relationship 

where is the average of the square of all nonzero 
errors in the forecast. By considering both RMSE and 
PM, wesee whether variations in RMSE stem from the 
size (SE) or the number (PM) of forecast errors. 

The fourth measure we consider is the correlation 
between monthly mean forecast error and monthly mean 
observed HI. This correlation provides an indication of 
whether the forecasts err too high (or low) for high (or 
low) values of the observed HI. 

The last measure we use is the Hanssen-Kuipers dis- 
criminant (Hanssen and Kuipers 1965), also known as 
the Kuiper skill score, K (Wilks 1995). This uses the 
observed frequency of HI to assess whether model fore- 
casts are better or worse than random values derived 
from the observed frequency distribution. A negative K 
indicates that the model is worse than the random model, 
K = 0 means the model is as good as random, and K = 1 
means the model always makes perfect forecasts. Based 
on the definition given in Gandin and Murphy (1992), K 
is an equitable skill score (Wilks 1995). 

To compute E, we first converted the maps to numeri- 
cal arrays and assigned the colors on the maps cardinal 
values of 1 (very low, HI = 2 or 3), 2 (low, HI = 4), 3 (medi- 
um, HI = 5), and 4 (high, HI = 6) to simplify subsequent 
calculations. We will use this 1-to-4 scale in all subse- 
quent discussions, unless otherwise noted. We matched 
each 24-hour forecast array with the 0-hour forecast (i.e., 
initialization) on the next day, and each 48-hour forecast 
array with the 0-hour forecast for 2 days later. The 0-hour 
array was then subtracted from the forecast array, yield- 
ing an array of E values for that day 

KTe computed monthly values of all accuracy measures 
except K directly from the full data sample for the month 
(i.e., we did not first compute daily values and then aver- 
age over the month.) For K, we computed and averaged 
daily values for each month because the observed proba- 
bility distribution, p(d,  of the Haines Index is not sta- 
tionary in time and the use of a monthly composite would 
have altered the monthly K. 

3, Results and Discussion 

For the comparison of 199end  2000 A with the 1993- 
1997 averages, we converted A to standardized scores for 
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eight regions of the US. The comparison for 1999 was 
complicated by the format of the available data for that 
year. NIFC 120001 presents the data on a regional basis 
with four states (ID, OK, TX, and WIT) drvided across two 
regions each. Since 1993-1997 and 2000 data are only 
available on a whole-state basis, and we could not locate 

Table 1. Standard scores for average fire area for 1999 and 
2000, based on the 1993-1 997 averages. 

Geographic region (states) 1 999 
Northwest (OR, WA) -0.15 
California 2.04 
Northern Rockies (ID, MT, ND) 0.31 
Rocky Mountain (CO, KS, NE, SD, WY) -0.21 
Great Basin (UT, NV) 4.00 
Southwest (AZ, NM) -1.62 
Eastern (CT, DE, IA, IL, IN, MA, MD, -0.31 
ME, MI, WIN, MO, NJ, NY, OH, PA, RI, 
'J-r, w> 
Southern (AL, AR, FL, GA, KY, LA, MS, 1.04 
NC, OK, SC, TN, TX, VA) 

United States 1 .I6 2.40 

vcrbole-state data for 1999, the comparison for 1999 is not 
exact. Nonetheless, it still provides useful infomation for 
our purposes. 

Table 1 shows the standard scores for for 1999 and 
2000. The list of states in each region reflects the states 
used for computation of the 1993-1997 averages and for 
the 2000 data. Overall, the US. had somewhat larger 
fires in both years, more so in 2000 than 1999. In 1999? 
California and the Great Basin had the largest scores 
and the Southwest had the lowest score. Based on the 
score signs, the division of the states in the 1999 data 
could only have an impact on the sign of the scores for the 
Great Basin and Rocky blountain regions. Because the 
Great Basin score was so high (4.00), though, it is not 
likely to change sign. In 2000, only California had a neg- 
ative score, and this was of small magnitude. The Rocky 
Momtain and Northwest scores were large, but even 
they were small compared to the Northern Rockies, 
which was over 8 standard deviations above the five-year 
mean. Overall, 1999 had larger than average fires to the 
southwest of the Rocky Mountains, and 2000 had large 
fires everywhere but California. Both years were years of 
large fires for the United States as a whole. 

Compared with the Werth and Werth (1998) climatol- 
ogy of the western U.S., June-October 1999 was a period 

Table 2. Differences in frequency ( O h )  of HI values between 1999 data and Werth and Werth 
(1 998) average values for 1990-1 995, and between 2000 data and average 1990-1 995 val- 
ues. Positive values indicate the 1999 or 2000 frequency exceeded Werth and Wedh fre- 
quency. All differences are for the period of June through October. The sum of the differences 
for a station may not be zero due to rounding. Regional groupings correspond to those used 
in Table 1. 

Site 2 and 3 4 5 6 2 and 3 4 5 6 

Northwest 
Quillayute, WA 
Spokane, WA 
Salem, OR 
Medford, OR 
California 
San Diego, CA 
Northern Rockies 
Great Fails, MT 
Glasgow, MT 
Boise, ID 
Rocky Mountain 
Grand Junction, CO 
Denver, CO 
Lander, WY 
Great Basin 
Winnemucca, NV 
EIy, NV 
Desert Rock, NV - 
Salt Lake City, UT 
Southwest 
Winslow, AZ 
Tucson, AZ 
Albuquerque, NM 

Average: 

of particularly high HI (Table 2). 
Every region showed a decrease in 
days when HI = 2 or 3 and an 
increase in days when HI = 6. Only 
one station, Grand Junction, 
Colorado, showed an increase in 
the frequency of 2 or 3 days and a 
decrease in days when HI = 6. It 
appears that 1999 had more high 
HI days than the 1990-1995 aver- 
age in the western U.S, but that 
this only manifested as more fires 
in the Great Basin region (Nevada 
and Utah). The period of June 
through October of 2000 was close 
to the Wrth and W e d  climatol- 
ogy, but still showed relatively few 
HI = 2 or 3 days and more HI = 6 
days. The Great Basin, Rocky 
Mountain, and Southwest stations, 
with the exception of Tucson, were 
all fairly close to Werth and 
Werth's frequencies. The Northern 
Rockies, so remarkable in terms of 
A in Table 1, suggest there was a 
higher than normal risk of large 
fires, but the 2000 HI frequencies 
were quite comparable to the 1999 
frequencies. 

Figure 2 shows monthly RMSE 
for the 24-hour and 48-hour fore- 
casts. The 24-hour errors are low- 
est in the winter months, with a 
sharp May peak in 1999 and a 
broader peak in June-July of 2000. 
Errors for 48-hour forecasts are 
similar to, but slightly larger than, 
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Year-Month 

the 24-hour errors. Both 
24- and 48-hour fore- 
casts also had small 
peaks in February and 
September of 2000. The 
highest 24-hour RMSE 
was 1.0 in May 1999 
and the lowest value 
was 0.5 in December 
2000. The 2-year aver- 
age standard deviation 
was 0.1; the lowest 
monthly standard devi- 
ation was 2x102 in 
September 1999 and the 
highest was 0.1 in April 
1999. Differences 
between 24-hour and 
48-hour RMSE are 
about 0.1, comparable to 
the standard deviation 
for most months. 

Monthly ME values 
(Fig. 3)  were closer to 
zero in 2000 than in 
1999. May 1999 is defi- 
nitely the month with 
the largest ME, with 

9901 9903 9905 9907 9909 9911 0001 0003 0005 0007 0009 0011 

Year-Mon th 

Fig. 2. Monthly root mean square errors (RMSE) for 24-hour and 48-hour forecasts of the Haines Index by April close behind. 
the UVV-NMS. Error bars indicate one standard deviation in the daily values for any given month. Overall, the model 

shows a small positive 
bias in 1999 (forecast 
values of HI are too 
high) and a negative 
bias in 2000. The 24- 
hour and 48-hour val- 
ues of ME are similar in 
each month. 

Monthly PM values 
appear in Fig. 4. The 
trends here follow those 
seen in RMSE (Fig. 21, 
with summer peaks and 
winter minima. From 
equation (11, we deter- 
mined that the monthly 
RMSE changes are pri- 
marily due to the num- 
ber of errors, not 
changes in the magni- 
tude of the errors. The 
increase in 24-hour PM 
from 0.24 in January 
1999 to 0.51 in May 
1999 causes 68% of the 
increase in RMSE for 
this period. In essence, 
the model tends to miss 
the mark by about the 
same margin but in 
May it misses it more 

Fig. 3. As in Fig. 2, but showing monthly mean errors (ME). often (for more locations 
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Fig. 4. As in Fig. 2, but showing monthly percent area misforecast (PM). 

Table 3. Joint and marginal probability distributions for (a) 24- 
hour and (b) 48-hour HI forecasts by the UW-NMS. 

(a) Observed HI (0) 

Forecast lfl 1 2 3 4 ~ ( f )  

model tends to overesti- 
mate it. The correlation 
coefficient between the 
errors and observed HI 
is 0.30, a modest but 
positive correlation that 
supports this conclu- 
sion. What this means is 
that the model tends to 
be a bit extreme: under 
dry, unstable conditions 
it predicts conditions 
that are too wet andlor 
too unstable, and under 
moist, stable conditions 
the model predicts con- 
ditions that are too wet 
andor too stable. 

The monthly Kuiper 
scores, K, are shown in 
Fig. 6. All scores are pos- 
itive, meaning that the 
UWNMS does better 
than random at predict- 
ing HI. For most months 
24-hour K is slightly 
less than 0.5, but in May 
1999 it drops to 0.31 
and in December 2000 
it jumps up to 0.66. The 
48-hour K is always less 

than the 24-hour K and greater than zero. In May 1999 it 
reaches its minimum value of 0.24. 

Table 3 shows the joint and marginal probabilities for 
all days in the 24- and 48-hour data sets (n=334 and 
n=284, respectively). There are few large dif3Ferences 
between the table entries for the two forecast times, 
again showing that the longer-lead forecast is only slight- 
ly less accurate than the shorter. The probabilities also 
show that an incorrect forecast is slightly more likely to 
be too high than too low. The sum of all joint probabilities 
below the diagonal in the table is the probability of a fore- 
cast being too high, and comes to 0.18 for the 24-hour 
forecasts.%he probability of a forecast being too low (i.e., 
the sum of the probabilities above the diagonal) is 0.14 for 

(b) Observed HI (0) the 24-hour forecasts. 
Forecast ( f )  1 2 3 4 ~ ( f )  

1 0.24 0.05 0.02 0.00 0.31 4. Conclusions 

and on more occasions). The 48-hour PM values are sim- 
ilar to the 24-hour PIV1 values. 

Figure 5 is a scatter plot showing the relationship 
between monthly mean 24-hour forecast error and 
monthly mean observed HI value. (The distribution using 
48-hour forecasts is very similar and not shown.) The dis- 
tribution suggests that when the HI is low, the model 
tends to underestimate it and when the HI is high, the 

The five measures of accuracy presented here provide 
a coherent and consistent picture of 
for forecasting the HI, The model forecasts were more 
accurate than a random forecast based on the observed 
probability distribution function, pjo), but were not per- 
fect, either. When lower atmosphere conditions in the 
winter were wet and stable, the model overestimated 
lower atmosphere wetness and stability The situation 
was reversed in the summer (already dry, unstable con- 
ditions were forecast as drier and more unstable). 
Throughout the year, with the exception of May, the fore- 
cast RMS error was less than 1, meaning the forecast was 
usually correct and when it missed, it most often missed 
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by one level (e.g., low or 
high HI instead of medi- 
um HI.) The RMSE 
increase in April 
through June 1999 was 
due more to the n u b e r  
of errors in those 
months than it was to 
their magnitude. At this 
time of year, the model 
forecast was incorrect 
about 40 to 50% of the 
time, roughly 10 per- 
centage points more 
than at  other times of 
the year. Approximakly 
90% of the forecast error 
appeared in the first 24 
hours of a forecast simu- 
lation, and 48-hour fore- 
casts are only slightly 
less accurate than the 
24-hour forecast. 

This study examined 
the accuracy of UW- 
NMS forecasts of the HI 
for 24- and 48-hour lead 
times in 1999 and 2000. 

Fig. 5. 
Haines 

9901 9903 9905 9907 9909 9911 0001 0003 0005 0007 0009 0011 

Year-Month 

Scatter plot showing monthly averages of model error (y-axis) against monthly averages of observed It is an assessment of 
Index (x-axis). one model based on two 

years, and should not be 
taken as anything more. 
It does not validate or 
invalidate any other 
type of forecast model or 
method. Nor does it pro- 
vide any information, 
other than general qual- 
itative guidance, about 
the model's accuracy at  
any other time: the 
model does better than 
chance, shows only a 
slight increase in error 
from 24- to 48-hours? 
and seems to be least 
accurate in the spring. 

Most importantly, 
this study did not exam- 
ine the accuracy of the 
Haines Index as a mea- 
sure of fire risk or fire 
behavior. It was not a 
measure of the Index, 
but of the W-NMS7s 
ability to forecast the 
Index accurately 

There are several 
important questions 
either left u~lanswered 
by this study, or raised 

Fig. 6. As in Fig. 2, but showing monthly Kuiper skill scores (K). by it, We did not exam- 
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ine spatial patterns in the Index or the forecast errors. 
These patterns are important, as they may reveal areas 
of North America where the forecasts are particularly 
good or bad. These patterns may have seasonal aspects as 
well. Because fire season varies from one region to anoth- 
er, such patterns and their timing are important proper- 
ties of the forecast error. 

There are alternative ways of forecasting the Haines 
Index, rnost notably persistence. (Using climatolog~~ is not 
an option at  present, except in the western U.S. where 
Werth and b'erth 11998) analyzed the climatology:) Does 
the m-NMS provide any better forecast than persis- 
tence? What period of time (1 day, 2 days, etc.) should be 
used in determining a persistence forecast? Due to the 
nature of the Index, a persistence forecast based on more 
than one previous day will require actual lapse rate and 
dewpoint depression data, something the m - N M S  does 
not archive. 

Finally; as time passes and more forecasts are made 
with the W-NMS, the forecast accuracy should be exam- 
ined for a longer period than one year. There may be over- 
all diMitrences in accuracy, and there will almost certain- 
ly be diEerences in the forecast accuracy within various 
regions. 
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